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Abstract—The need for efficient multiview video coding schemes is expected to strongly 

increase in the near future. The Distributed Multiview Video Coding (DMVC) approach seems 

very promising since it can achieve good compression efficiency while keeping the complexity 

low. The main contribution of this paper is to investigate how to improve the classic DMVC 

framework based on transform domain WZ video coding (TDWZ) by means of the introduction 

of the 3D-DCT. The main advantage of this combination resides in the limited computational 

complexity of the overall framework, which however does not penalize the compression 

performance since both the spatial and the temporal domain correlation can be exploited due to 

the use of the 3D-DCT. The framework is designed in a flexible way so that it can handle both 

traditional and residual-frame based WZ coding. The simulation results confirm the validity of 

the proposed framework in terms of video quality improvements, with gains up to 4.4 dB PSNR 

compared to a pixel-domain WZ technique, and up to 0.6 dB PSNR compared to a 2D-DCT 

based one. 

Index Terms—Multiview video coding, Wyner-Ziv video coding, Distributed video coding, 

3D-DCT 
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1. Introduction 

In order to provide a more vivid video experience, multiview seems one of the solutions that 

will dominate in the near future. Therefore, it is desirable to extend the current monoview video 

coding schemes to the multiview scenario. Multiview video coding implies compressing video 

content from multiple cameras, which are placed at different locations and angles in the same 

scene. The collected video data can be further processed by multiview applications on the 

decoding side such as free viewpoint television. However, the amount of the video data is very 

large and thus efficient multiview video coding algorithms are required to achieve high 

compression. There have been numerous research achievements in the design of efficient 

multiview video coding algorithms. Most of them focused on the design of view synthesis 

structures such as the works introduced in [1-3]. In [4-6], authors focused on the development 

of various prediction strategies in multiview video coding. In [7, 8], the application of 

multiview video coding for 3DTV application scenarios is discussed. Basically, three cases of 

multiview video coding architectures can be envisaged. They are summarized in the following. 

• Case 1. Each camera is encoded separately and decoded separately. The encoding 

process of each camera is independent and it is carried out with a conventional video 

coding standard. No communication is required between cameras during the encoding 

process. The architecture is illustrated in Fig. 1. 

• Case 2. In this case, the video content from multiple cameras is jointly encoded and 

jointly decoded. The typical configuration is that one camera uses the conventional 

predictive video coding, and the other cameras perform motion estimation and motion 

compensation with respect to the content encoded by the first one and only the residual 



and MV are encoded. This is typically called inter-view coding. Fig. 2 and 3 illustrate 

such an architecture. An overview of the  inter-view coding structure is presented in [8].  

• Case 3. This case is referred to as Distributed Multiview Video Coding (DMVC), in 

which each camera is separately encoded but jointly decoded. MVC was originally 

proposed in [2-6], it employs the WZ video coding [9, 10] to encode video content from 

multiple cameras. Its typical architecture is shown in Fig. 4 

 
Fig. 1.  Multiview video coding, Case 1 (conventional coding) 

 

 
Fig. 2.  Multivew video coding, Case 2 (inter-view coding) 

 

 
Fig. 3.  A typical inter-view video coding structure [8] 

 



 
Fig. 4.  Multiview video coding, Case 3 (distributed multiview video coding) 

 

In multiview video coding, cameras are aimed at the same scene but from different angles, and 

therefore high correlation exists among the content captured by these cameras. For Case 1, each 

encoder employs the conventional video coding standard and works separately, the correlation 

among cameras is not exploited at all and thus the compression is not efficient. For Case 2, the 

correlation is exploited by the inter-view prediction and better compression can be achieved. 

For Case 1 and Case 2, complex encoders are required due to the predictive coding structure. 

The encoder of Case 2 is even more complex than that in Case 1. However, in certain multiview 

applications where the encoder is energy constrained and cannot afford such a heavy task, Case 

1 and 2 cannot be used. Particularly, in Case 2, the prediction structure requires the cameras to 

be able to communicate with each other, which is difficult in real time multiview coding since 

communication among cameras requires exchanging a large amount of data. Case 3 provides an 

optimum solution for such a situation with limited computation capabilities at the encoder. 

First, it does not need a complex encoder due to the use of WZ video coding. Compared to 

traditional video coding standard, the WZ video coding reverses the asymmetry of the coding 

structure: the encoder is simple while the decoder is more complex. Second, WZ coding does 

not require cameras to communicate with each other during the encoding. Finally, it exploits the 

correlation among the cameras at the decoder and thus good compression efficiency can still be 

achieved.  



The performance of DMVC highly relies on the adopted WZ video coding scheme. Although 

WZ video coding has evolved from the earlier architectures [10, 11] into more advanced 

architectures such as DISCOVER [12, 13], most of the works concerning DMVC are mainly 

based on the simple Pixel Domain Wyner-Ziv video coding (PDWZ) scheme introduced in 

[14-16]. Since the Transform Domain Wyner-Ziv video coding (TDWZ) provides better 

compression performance than the normal PDWZ, it is reasonable to constitute a transform 

domain DMVC by combining TDWZ and DMVC, as in [17, 18] which applies TDWZ to 

2D-DWT or [19] which relies on 2D-DCT instead of 2D-DWT. The compression performance 

of DMVC strongly relies on the used WZ video coding scheme. In current WZ video coding, the 

residual WZ video coding shows better compression performance with a slight increase in the 

complexity at the encoder. In [20], Aaron explored the performance of WZ coding applied to 

residual frames in the pixel domain. In that work, the WZ frame is not directly encoded. Instead, 

the residual frame resulting from the subtraction of the WZ frame and the reference frame is 

encoded. The residual frame is obtained by making simple subtraction in order to keep the 

complexity low at the encoder. The reference frame is available at both encoder and decoder. At 

the decoder, the WZ frame is reconstructed by using the decoded residual frame and the 

reference frame. The performance of PDWZ is much increased and it can even reach levels 

similar to that of TDWZ with the help of a hash code generated at the encoder. In [21], the case 

of WZ residual coding in the transform domain is considered. Superior performance is reported 

with respect to the normal TDWZ. Both works assume that the reference frame used to produce 

the residual frame is available at both the encoder and decoder. The principle on which the 

residual frame technique relies is similar to the one of DPMC. Due to the high correlation in the 

temporal direction, the residual value tends to be zero or a very small value compared to the 

original pixels. When the same number of quantization levels is applied, a smaller distortion is 

obtained after the reconstruction. 



In order to keep the encoder complexity low while taking advantage of the temporal correlation 

among subsequent frames, this work proposes the use of a cubewise 3D-DCT transform. 

3D-DCT is known for its ability to exploit correlation in both the spatial and the temporal 

domain at the same time. 

Motivated by the possibility to further improve the DVC performance in a multiview scenario 

by means of the 3D-DCT transform without significantly increasing the complexity, this paper 

presents a new DMVC framework which combines the advantages of both the transform 

domain WZ video coding (TDWZ) and the 3D-DCT, from now on called 3TD-DMVC, as well 

as a variant of the 3TD-DMVC which performs coding of residual frames called 3RTD-DMVC.  

Moreover, in order to be able to apply the 3D-DCT transform, this paper also presents a method 

to separate video sequences into groups at encoder and decoder suitable for the application of 

cubewise 3D-DCT in the WZ video coding scenario. The simulation results confirm the validity 

of the proposed framework in terms of video quality improvement. 

The rest of paper is organized as follows. Section 2 presents the camera configuration and the 

joint side information generation which is one of the most important components of the 

proposed DMVC framework. Section 3 and 4 present the architecture of 3TD-DMVC and 

3RTD-DMVC, respectively. Section 5 details the processes and operations including 3D-DCT 

processing and 3D quantization volume design for the proposed 3TD-DMVC and 

3RTD-DMVC architectures. Section 6 discusses the simulation outcomes and the performance 

of the proposed DMVC architectures in comparison with other DMVC architectures. 

Conclusions are drawn in Section 7.  



2. Configuration in DMVC 

The camera configuration and joint side information generation for the proposed DMVC 

framework are discussed in this section. The camera configuration determines the property of 

the cameras involved and it also has an impact on the coding mode of the captured frames. The 

joint side information generation (JSG) process, explained later, is used to generate the 

corresponding side information for the frame coded by WZ coding. 

2.1 Camera Configuration 

The camera configuration is the same as the one proposed in the DMVC in [15], in which 

cameras are divided into two types: the key camera and the WZ camera as shown in Fig. 5. All 

video frames in the key camera are coded by intra-frame coding while in the WZ camera frames 

are organized into Group of Pictures (GOP) for coding. The first frame of each GOP is coded by 

intra-frame coding and the rest are WZ frames which are coded by WZ coding. The decoding is 

performed in the so called Joint Decoding Unit (JDU) which will be discussed in further detail 

in Section 2.2. In the JDU, first all intra frames (I frames) are reconstructed by the decoder 

followed by WZ frames (W frames). For the W frames coded using the WZ technique, the 

corresponding side information which is considered as the estimation of each WZ frame will be 

generated through the joint side information generation process, with which the WZ frames can 

be decoded by exploiting the correlation among cameras. 

Joint 
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Camera 0

I W W W I W ... W

I I I I I I ... I

I W W W I W ... W
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Fig. 5.  Frame composition of key camera and WZ camera in [15] 

 



2.2 Joint Side Information Generation 

Based on the camera configuration type chosen in the previous section, this part describes the 

corresponding side information generation for the WZ frame in the WZ camera by jointly 

utilizing the received I frames from the same camera and neighboring cameras. The side 

information can be obtained by performing motion compensated interpolation (MCI) between 

two adjacent I frames from the same WZ camera. This is usually referred to intra-camera 

interpolation and widely used in WZ video coding for the monoview case. In DMVC, since high 

correlation exists among neighboring cameras, frames from neighboring cameras can actually 

be used to assist in generating more accurate side information. The side information generation 

using only frames from neighboring camera is called inter-camera interpolation (or inter-view 

interpolation). It has been shown in [14-17, 22] that the combination of intra-camera 

interpolation and inter-camera interpolation can provide better side information than using only 

a single interpolation scheme. Intra-camera interpolation is not good at estimating high motion 

areas while inter-camera interpolation has problems with scenes including occlusions, 

reflections, etc.  

1W 2W 3W 4W

1K 2K 3K 4K

2Y 3Y 4Y

J J
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Fig. 6.  Joint side information generation (JSG) structure 

 

In this paper, we propose a joint side information generation (JSG) for the chosen camera 

configuration type. The JSG is the heart of joint decoding unit (JDU) used in the 3TD-DMVC 



and 3RT-DMVC architectures (see Sections 3 and 4). The general structure of  the joint side 

information is shown in Fig. 6. W1W2W3W4 are frames from the WZ camera, in which W1 is 

intra-fame coded and the rest are WZ frames coded by means of the WZ coding. K1K2K3K4 are 

key frames from the key camera which are all coded using intra-frame coding. Y2 is the 

corresponding side information of W2 which is generated by jointly using W1K1K2. Y3 is 

generated by using W1K1K3 and Y4 is to be obtained by using W1K1K4.  

Fig. 7 shows the exact procedure of generating side information Y2 by joint interpolation and the 

details are given as follows. Firstly, the temporal motion vectors indicated by MV_temporal 

together with a cost vectors indicated by CV_temporal is calculated between the frames K1 and 

K2 from the key camera based on block matching. Here the cost list contains the difference 

strengths of each pair blocks associated with the motion vectors and the Mean Square 

Difference (MSD) value is used to describe the cost of each pair of blocks. Meanwhile, another 

group of motion vectors indicated by MV_spatial together with a cost vector indicated by 

CV_spatial are subsequently calculated between the frame K1 from the key camera and the intra 

frame W1 from the WZ camera. Similarly, the MSD is used in estimating the coding cost.  
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Fig. 7.  Side information generation in JSG 

 



Based on these two cost vectors, a binary reliability mask is computed. For each position of the 

mask, the value determines whether the corresponding block of final side information should be 

compensated by inter-camera interpolation or intra-camera interpolation. If the value of 

CV_temporal is higher than CV_spatial then we set 1 in the mask otherwise we set 0. Next, the 

first estimated version of side information Ty is obtained by performing motion compensation 

using MV_temporal and frame W1. We also get the second estimation of side information Sy by 

similarly utilizing MV_spatial and K2. Finally, according to the mask vectors, Y2 is generated by 

choosing values from Ty or Sy based on the binary reliability mask. Value ‘1’ means the block 

value is taken from Sy and value ‘0’ means the block value is taken from Ty.  

Fig. 8 illustrates the side information comparison generated via three interpolation algorithms 

for the “Vassar” sequence. Note that the difference in the area marked by a white circle. Neither 

single intra-camera interpolation nor single inter-camera interpolation can give better output 

than the joint interpolation.  

  
(a) Original frame                (b) Intra-camera interpolation 



 
 

         (c) Inter-camera interpolation             (d) Joint interpolation 

Fig. 8.  Side information comparison for different interpolation in multiview 

 

3. 3D-DCT Transform Domain DMVC Framework (3TD-DMVC)  

In Fig. 9, the architecture of the proposed 3TD-DMVC is illustrated. We take one key camera 

and one WZ camera as an example to illustrate the whole coding process. 

In the key camera, all frames are coded via conventional intra-frame coding. In the WZ camera, 

frames are organized into GOPs with size equal to n. We denote the frames from the WZ camera 

as Wg,t , where g represents the index of GOP and t (1≤t≤n) represents the temporal index of the 

frames inside the GOP. Kg,t denotes the corresponding key frame in key camera with the same 

temporal instant as Wg,t. 

In each WZ camera, Wg,1, the first frame of each GOP, is intra-frame coded and the rest of the 

frames Wg,2…Wg,n are WZ frames and they are coded using transform domain WZ coding with 

3D-DCT. These WZ frames Wg,2…Wg,n are grouped together. Then a (m,m,n-1) cubewise 

3D-DCT is applied to Wg,2…Wg,n  (see Section 5.1). After the transformation, the coefficients at 

the same band decided by the position in every DCT cube will be grouped together to compose 

the coefficient bands, denoted by Cw,k (w indicates the coefficient band for WZ frame and k is 

coefficient band index with 1≤k≤ m×m×(n-1)). The process of coefficient band grouping is 

similar to the one of TDWZ with 2D-DCT [9, 10]. 
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Fig. 9.  3D-DCT transform domain DMVC (3TD-DMVC) architecture 

 

Each coefficient band Cw,k is quantized by using a uniform scalar quantizer with kM
2  levels. 

The quantization level for each coefficient band is determined by the predefined 3D 

quantization volume (see Section 5.2). After quantization, the quantized symbols Qk are 

converted into fixed-length binary code words and the corresponding bit-planes extraction is 

performed. The bits with same significance in each quantized symbol are blocked together to 

form bit-planes. 

Each bit-plane is then sent to the Slepian-Wolf encoder for encoding. The Slepian-Wolf codec 

is implemented by a rate-compatible punctured turbo code (RCPT) in combination with a 

feedback channel. After encoding, the parity bits produced by the turbo encoder are stored in a 

buffer which transmits a subset of these parity bits to the decoder for decoding. 

Inside the Joint Decoding Unit (JDU) at the decoder, Kg,1...Kg,n from the key camera are firstly 

decoded. Meanwhile, Wg,1 is also intra-frame decoded. With Kg,1 and Kg,2 and Wg,1 , the 

corresponding side information Yg,2, Yg,3,…Yg,n are generated in the JSG. With this side 

information group Yg,2…Yg,n , m×m×(n-1) cubewise 3D-DCT  is applied (see Section 5.1).  



Similarly as in the WZ camera, the coefficient band Cy,k  of the side information is grouped and 

used to help the turbo decoder to decode the bit-plane with the received parity bits. The 

correlation between Cy,k and Cw,k is modeled by a Laplacian distribution whose parameters are 

calculated and used to predict the soft input of the turbo decoder during the decoding. If the 

BER of current decoded bit-plane is higher than 10
-3 

then the decoding is considered not 

successful, and the request for more parity bits will be sent back to encoder via feedback 

channel. The encoder will send more parity bits and the whole decoding is repeated until the 

current bit-plane is successfully decoded. Note that the feedback channel may not be necessary 

if the rate control techniques proposed in [23-27] are used. However, in this paper, the 

3TD-DMVC is based on the feedback channel in order to make it easily comparable to the 

previous works in literatures which are also based on the feedback channel.  

After all bit-planes are decoded, the quantized symbol 
k

Q
^

 can be obtained, with which the 

reconstruction for coefficient band kwC ,

^

 is performed, following the same model as in the 

standard DVC by using ),,( ,

^

kYQCE wkkw  [10, 11]. After all coefficient bands are reconstructed, 

the inverse 3D-DCT is performed and Wg,2…Wg,n are decoded, then the transmission of the next 

GOP can start.  

4. 3D-DCT “Residual” Transform Domain DMVC (3RTD-DMVC) 

In Fig. 10, the architecture of the proposed 3RTD-DMVC is illustrated. Similarly to the 

previous technique, we take one key camera and one WZ camera as an example to illustrate the 

whole coding process. 
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Fig. 10.  3D-DCT “residual” transform domain DMVC (3RTD-DMVC) architecture 

 

In 3RTD-DMVC, the key camera and the WZ camera work similarly as in 3TD-DMVC. The 

main difference lies in the fact that in each WZ camera, Wg,2…Wg,n are not directly coded, but 

the residual frame is coded instead. Residual frames Rg,2…Rg,n are obtained by making 

subtraction between Wg,2…Wg,n and Wg,1 respectively. These residual frames Rg,2…Rg,n are 

grouped together, then an (m,m,n-1) cubewise 3D-DCT is applied. After the transformation, the 

coefficient bands are grouped, quantized, and sent to the turbo encoder for encoding using 

bit-planes as previously described.  

Inside the Joint Decoding Unit (JDU) at the decoder, the corresponding side information Yg,2, 

Yg,3,…Yg,n is generated in the JSG. The residual side information frames ngg RR ,

^

2,

^

... are 

obtained by making subtraction between Yg,t and Wg,1. Then, an m×m×(n-1) cubewise 3D-DCT 

is applied to ngg RR ,

^

2,

^

... and similarly to the encoding process at the WZ camera, the coefficient 

band Cy,k of the residual side information is grouped and used to help the turbo decoder to 

decode the bit-plane with the received parity bits.  



If the BER of the currently decoded bit-plane is higher than 10
-3

 then more parity bits will be 

sent and the whole decoding process repeats until decoding is finished. After that, by means of 

the quantized symbol 
k

Q
^

 the coefficient band kwC ,

^

 can subsequently be reconstructed. After 

all coefficient bands have been reconstructed, the inverse 3D-DCT is applied, an addition with 

Wg,1 is performed and Wg,2…Wg,n are reconstructed, then the transmission of the next GOP can 

start.  

5. 3D-DCT processing for WZ frame group 

In both the 3TD-DMVC and the 3RTD-DMVC architectures, the WZ frames from the WZ 

camera are organized into groups for 3D-DCT processing.  

5.1 3D-DCT 

In current major video coding standards, the 2D-DCT transform is widely used to remove the 

spatial redundancy while the temporal redundancy is removed by a motion estimation (ME) and 

prediction process. Since ME has several disadvantages in non-translational motions (zooming, 

rotation), and it is one of the main complexity factors during encoding, 3D-DCT is proposed in 

this work as an alternative to ME to exploit both the spatial and the temporal correlation in the 

video while keeping the complexity low. Since a digital video sequence can be conceived as a 

three-dimensional signal, it is natural to extend the 2D-DCT algorithm to 3D-DCT by 

performing a third 1D-DCT in the temporal direction. The algorithm which applies 3D-DCT in 

video encoding typically involves the following steps: 

• Stacking a group of frames; 

• Dividing frames into pixel cubes;  

• Applying 3D-DCT transformation to every pixel cube. 



The forward 3D-DCT is given by 
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where  ym,n,p  is the 3D spatio-temporal data element of the mth row, nth column and pth frame, 

Yu,v,w  is the 3D transform domain data element at position u,v,w in the 3D transform space, and 

M,N,P  are the dimensions of the data cube.  

Furthermore, Yu,v,w can be normalized as  
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Applying (2) into (1), we obtain 
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The i

JCs values are the usual cosine coefficients found in the DCT transform used to compute 

the transformed coefficient. In the 3D case, the result will be a 3D matrix of values, denoted by 

wvuY ,, in the previous equation. Analogously to the 2D-DCT transform, the inverse 3D-DCT 

(IDCT) that yields the pixel values in the spatio-temporal domain is given by 
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Furthermore, Yu,v,w can be normalized as 
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which, using (4) and (5), yields 
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The 3D-DCT transformation has the following advantages compared to ME: 

• It avoids the problems introduced by the ME, mainly the high complexity; 

• It is a much simpler algorithm. 3D-DCT can be considered as a series of 1D-DCT 

transformations in different direction; 

• It allows building a low complexity encoder; 

• It produces higher reconstruction quality frames. 

However, applying 3D-DCT presents the following disadvantages: 

• It requires larger memory to store data. Larger pixel cubes will increase the memory 

requirement correspondingly; 

• Compared to the predictive coding with an IPPPI GOP structure, the system output is 

not frame-by-frame but group-by-group; 

• The higher quality output comes at the cost of a moderate loss in compression ratio 

compared to predictive coding. 

Although the application of 3D-DCT in video compression has several drawbacks, it is much 

more suitable than ME for the WZ video coding. It satisfies the requirement of low complexity 

encoder and it also exploits the temporal correlation which is not fully exploited in current 

TDWZ. With 3D-DCT, the TDWZ can achieve higher compression performance.  



5.2 3D quantization volume 

In order to investigate the RD performance of the proposed framework, we need to setup a 

quantization volume (3D quantization matrix) to determine the quantization levels for each 

coefficient band. In most 2D-DCT based coding techniques, such as JPEG and MPEG, a 

quantization matrix is generally used. However, it is not directly applicable for the situation 

with 3D-DCT based coding since it cannot cope with variables in temporal axis. Many works 

addressed how to construct quantization matrix for 2D-DCT [28-29], but so far few works have 

addressed the construction of an effective 3D quantization volume for 3D-DCT. In the 3D-DCT 

transformation, it is observed that the dominant coefficients (significant coefficients including 

DC and part of AC coefficients) are spread along the major axes (x,y,z) of the coefficients cube, 

as shown in the shadow area in Fig. 11. The dominant coefficients typically contain a high 

percentage of the total energy.  
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Fig. 11.  Distribution of dominant coefficients in DCT coefficient cube 

 



 
Fig. 12.  Shape of the distribution of the dominant coefficients [30] 

 

Let C(u,v,w) denote the coefficient located on (u,v,w) in the cube where u, v and w are the 

coordinates on three major axes (x,y,z). It can be found that coefficients located farther from the 

DC (C (0,0,0)) tend to be less significant and should be more coarsely quantized. Based on these 

observations, a technique to build up quantization volume for 3D-DCT is proposed in [30]. 

First, the distribution of dominant coefficients is shaped as a complement shifted hyperboloid, 

as shown in Fig. 12, which can be described by a function f(u,v,w)≤C. Here, C is an arbitrary 

constant to determine the size of shape and f(u,v,w)=u*v*w.   

Then, the quantization volume containing quantization values for each coefficient band is build 

up as follows: 

 

( )

( )( )







>−

≤+







−

=
+++−

−

+++−

CwvufforeA

Cwvuffor
e

e
A

wvuq
wvu

wvu

i
i

i

),,(;1

),,(;11
),,(

)1)(1)1(

0

)1)(1)1(

0β

β

β

    (7)   

where q(u,v,w) is the quantization step for coefficient C(u,v,w), Ai and A0 are the initial 

amplitude, respectively, which are set to the maximum quantization value. βi and βo denote the 

decay speed with respect to the Ai and A0, respectively, which make quantization values smaller 

inside the selected shape and bigger outside the shape. This function satisfies the requirement of 

quantizing those dominant coefficients located inside the shape with little distortion, thus 



providing a better quality for the reconstructed frames, and quantizing high frequency 

coefficients outside the shape to zero. Parameters Ai , Ao, C, βi and βo can be determined 

experimentally and the quantization volume can be built up afterwards. 

In our work, a maximum of 8 bits (256 levels) is used to quantize the DCT coefficients. In order 

to do that, the coefficients are required to be scaled down as follows 
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where the numerator represents the maximum value of DCT coefficients,  x  denotes the 

smallest integer bigger than or equal to x and Sq denotes the scaling factor. The next step is to 

build up the quantization volume. Ai and Ao are set to 255 since the maximum value after 

scaling down is 255.  

To determine the optimal range of C, βi and βo, we investigate several sequences first and test 

the parameter influence by fixing two parameters and varying another one. By means of several 

experiments, it has been found that the C parameter has the most direct influence on the 

coarseness of the quantization volume. With this results, we set βi = 0.001 and βo = 0.03 and 

vary the value of C to generate different quantization volumes, which gives different rate 

distortion points in the simulation. Smaller C values denote coarser quantization and vice versa. 

With one quantization volume, we can quantize the coefficient C(u,v,w) as: 
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where q(u,v,w) corresponds to the quantization step defined in quantization volume, Q(u,v,w) is 

the quantized symbol of coefficient C(u,v,w) and Ql is the quantization level needed.   x  

denotes the smallest integer bigger than or equal to x. The Q(u,v,w) will be converted into a 

binary symbol with  lQ2log  bits. For the coefficients with Ql <4, we do not quantize them but 

use side information to replace it. Table 1 shows an example of an 8×8×8 3D-DCT quantization 

volume with C=15, βi=0.001 and βo=0.03 in which only the quantization step for each 

coefficient band and the corresponding quantization levels are computed according to (10). The 

table shows that increasingly coarser quantization levels are assigned to the places increasingly 

far from the dominant coefficients, i.e., the ones in the lower right part of the matrices, 

especially in tables with a high w value. As expected, the table corresponding to the highest w 

includes the largest amount of coarse quantization levels. 

Table 1.  Example of 3D-DCT quantization volume (C=15, βi=0.001, β0=0.03) used in the 

3TD-DMVC and 3RTD-DMVC 
 

W=0  W=1 

U\V 0 1 2 3 4 5 6 7 U\V 0 1 2 3 4 5 6 7 

0 1 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2 2 

1 2 2 2 2 2 2 2 2 1 2 2 2 2 2 131 145 158 

2 2 2 2 2 2 2 120 131 2 2 2 2 131 152 169 183 195 

3 2 2 2 2 2 131 145 158 3 2 2 131 158 179 195 208 218 

4 2 2 2 2 135 152 166 179 4 2 2 152 179 199 213 224 232 

5 2 2 2 131 152 169 183 195 5 2 131 169 195 213 226 235 241 

6 2 2 120 145 166 183 197 208 6 2 145 183 208 224 235 242 247 

7 2 2 131 158 179 195 208 218 7 2 158 195 218 232 241 247 250 

W=2 W=3 

U\V 0 1 2 3 4 5 6 7 U\V 0 1 2 3 4 5 6 7 

0 2 2 2 2 2 2 120 131 0 2 2 2 2 2 131 145 158 

1 2 2 2 131 152 169 183 195 1 2 2 131 158 179 195 208 218 

2 2 2 142 169 189 205 217 226 2 2 131 169 195 213 226 235 241 

3 2 131 169 195 213 226 235 241 3 2 158 195 218 232 241 247 250 

4 2 152 189 213 229 238 245 249 4 2 179 213 232 243 249 252 253 

5 2 169 205 226 238 246 250 252 5 131 195 226 241 249 252 254 255 

6 120 183 217 235 245 250 252 254 6 145 208 235 247 252 254 255 255 

7 131 195 226 241 249 252 254 255 7 158 218 241 250 253 255 255 255 

W=4 W=5 

U\V 0 1 2 3 4 5 6 7 U\V 0 1 2 3 4 5 6 7 

0 2 2 2 2 135 152 166 179 0 2 2 2 131 152 169 183 195 

1 2 2 152 179 199 213 224 232 1 2 131 169 195 213 226 235 241 

2 2 152 189 213 229 238 245 249 2 2 169 205 226 238 246 250 252 

3 2 179 213 232 243 249 252 253 3 131 195 226 241 249 252 254 255 

4 135 199 229 243 250 253 254 255 4 152 213 238 249 253 254 255 255 

5 152 213 238 249 253 254 255 255 5 169 226 246 252 254 255 255 255 

6 166 224 245 252 254 255 255 255 6 183 235 250 254 255 255 255 255 

7 179 232 249 253 255 255 255 255 7 195 241 252 255 255 255 255 255 

W=6 W=7 

U\V 0 1 2 3 4 5 6 7 U\V 0 1 2 3 4 5 6 7 

0 2 2 120 145 166 183 197 208 0 2 2 131 158 179 195 208 218 

1 2 145 183 208 224 235 242 247 1 2 158 195 218 232 241 247 250 

2 120 183 217 235 245 250 252 254 2 131 195 226 241 249 252 254 255 

3 145 208 235 247 252 254 255 255 3 158 218 241 250 253 255 255 255 

4 166 224 245 252 254 255 255 255 4 179 232 249 253 255 255 255 255 

5 183 235 250 254 255 255 255 255 5 195 241 252 255 255 255 255 255 

6 197 242 252 255 255 255 255 255 6 208 247 254 255 255 255 255 255 

7 208 247 254 255 255 255 255 255 7 218 250 255 255 255 255 255 255  



 

6. Results and discussion 

In the simulation, the performance of PD-DMVC, 2TD-DMVC, and the proposed 3TD-DMVC 

and 3RTD-DMVC are presented together for comparison purposes. In addition, H.263+ 

intra-frame coding which is commonly used in two-way conversational video transmission is 

added as reference. The two multiview video sequences “Ballroom” and “Vassar” from 

Mitsubishi Electric Research Laboratories (MERL) with resolution level of 320x240 and frame 

rate of 30 fps are used.  

For both sequences, camera 1 is used as the key camera and camera 0 is used as the WZ camera. 

The key frames from the key camera and the intra frames from the WZ camera are assumed to 

be reconstructed perfectly in the JDU. For camera 0, 48 frames are considered. The GOP size is 

set to 4 thus there are 36 frames to be compressed as WZ. Simulation results show the average 

PSNR performance of the Y component of these 36 WZ frames.  

The block size is 4 for 2D-DCT and the cube size is 4×4×3 for 3D-DCT. The quantization 

volume for 3D-DCT is designed with parameters βi=0.001, βo=0.3 and C varies in the set [1 2 3 

4 5 6 7] in order to obtain seven different RD points [30]. For 2TD-DMVC, seven quantization 

matrices from [9] are used. For PD-DMVC, 2
M

=[2 4 8 16] quantization levels are used.  

For all DMVC architectures, the turbo codec is composed by two identical constituent 

convolutional encoders of rate 1/2 with constraint length of 4 and polynomial generator g = (13, 

11). The puncturing period is set to 8 in order to provide the coding rate of 

{0,8/9,8/10,8/11…1/3}.  

For the multiview applications with limited computation complexity at the encoder, only 

multiview video coding Case 1 (separate encoding and separate decoding) and Case 3 (DMVC) 



are considered as suitable solutions. For Case 1, all cameras have to perform intra-frame coding, 

e.g., H.263+ intra-frame coding, for the purpose of low complexity.  
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Fig. 13.  R-D performance of proposed transform domain DMVC for “Vassar” sequence 
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Fig. 14.  R-D performance of proposed transform domain DMVC for “Ballroom” sequence  

 

Fig. 13 and 14 show the advantage of DMVC over Case 1. It is clear that all the introduced 

DMVC variants significantly outperforms the H.263+ DCT based intra-frame coding whilst 



DMVC keeps the complexity similar to the one of Case 1. Moreover, it is clear that the 

transform domain DMVC further improves the system performance significantly compared to 

PD-DMVC. A clear gap can be observed between PD-DMVC and 2TD-DMVC, up to 1.5 dB 

PSNR for the “Ballroom” sequence and 4.4 dB for the “Vassar” sequence.  

Within the transform domain DMVC solutions, 3TD-DMVC outperforms the 2TD-DMVC due 

to the exploitation of the temporal correlation for the WZ frames. For the “Vassar” sequence, 

3TD-DMVC provides PSNR gain up to 0.6 dB. In the case of “Ballroom”, the PSNR is 

improved up to about 0.3 dB. The “Ballroom” sequence has a lower correlation in temporal 

direction than the “Vassar” sequence due to the presence of fast motion and thus 3D-DCT based 

algorithms improve the PSNR of the “Ballroom” sequence less significantly than that of the 

“Vassar” sequence.  

It can also be observed that the proposed 3RTD-DMVC can further enhance the system 

performance compared to the 3TD-DMVC. The improvement is about 0.2 dB for the “Vassar” 

sequence and 0.02 dB for the “Ballroom” sequence. For the sequence with fast motion (low 

temporal correlation), the 3RTD-DMVC performs similarly as 3TD-DMVC. For this type of 

sequence, the residual value between pixels tends to be very large thus the residual coding 

technique cannot show great advantages in this case. 

The complexity of the encoder is gradually increased with the described DMVC solutions. The 

simplest case is the PD-DMVC, followed by the 2TD-DMVC. The encoder complexity of the 

3TD-DMVC is slightly higher than that of previous two solutions and is similar to that of the 

conventional intra-frame coding algorithm. The 3RTD-DMVC slightly increases the 

complexity of the encoder compared to the 3TD-DMVC due to the subtraction needed to obtain 

the residual. However, its encoder is still a low complexity one.  



7. Conclusion 

The DMVC based on the WZ video coding principle is suitable for the multiview video 

applications with encoders limited in computational complexity. The majority of the previously 

proposed DMVC techniques are based on PDWZ or TDWZ with 2D-DWT or 2D-DCT. At the 

expense of a small complexity increase at the encoder, mainly due to the 3D-DCT computation, 

this paper showed that the proposed 3D-DCT transform domain WZ video coding architectures, 

named 3TD-DMVC and 3RTD-DMVC, can provide significant improvements of the 

compression performance. Simulation results have shown the improvement of the proposed 

DMVC architectures over the PD-DMVC and 2TD-DMVC, which is significant especially in 

case of video sequences which present slow motion characteristics. The complexities of the 

encoders of the proposed DMVC architectures are low and comparable to those of conventional 

DCT intra-frame coding. For multiview video applications that require a low complexity 

encoder, the proposed DMVC architectures seem to achieve one of the best tradeoffs available 

in literature so far. Future work will be devoted to analyze the performance of the proposed 

techniques in a larger variety of settings and to investigate the impact of each parameter on the 

overall performance. 
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