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A NCL-HDL Snake-Clock Based
Magnetic QCA Architecture
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Abstract—The International Technology Roadmap of Semicon- a “domino” effect, provided that specific geometrical and
ductors suggests that Quantum Dot Cellular Automata technb technological properties are present.
ogy might be a possible CMOS substitute. In particular, Mag- Several works have been proposed in recent years on

netic Quantum Dot Cellular Automata (MQCA) have recently . . . -
drawn the attention of the researchers. Previous experimeal detailed physical nanomagnets behavior analysis [3] and on

works have demonstrated that MQCA are feasible, and can architectures and circuits [4]. Both types of approach are
be fabricated with existing technological processes. Thewre independently accomplished. Experiments are carried gut b
also attractive due to their compactness and to an extremely technologists to demonstrate the feasibility of the MQCgaid
small power dissipation. Unlike in previous contributions where while the work done by architects aims to demonstrate that
architectural blocks are often presented without or only sightly if the technol K tation is feasibl d ’
considering their relations with technology, here we condeed, ! € tec no 0gy WOrks, compu a_|(_)n '5_ easiole, ap many
implemented and described a complex MQCA computational Of the traditional CMOS based digital implementations can
block maintaining a clear link with technology. be adopted. We believe that working separately with either
This link is achieved at different levels. At an architectural of these approaches is not successful, especially if we have
level we propose the use of delay insensitive Null Conventio iy mind the CMOS success story to date. Only by linking

Logic™ (NCL, [1]). It is implemented for magnetic QCA in . . S
order to solve the “layout=timing” problem in the specific case of technology and architecture designers are able to surmive i

Magnetic QCA. We thus describe an architectural block at syeem ~ the complex Ultra Deep Submicron reality of today. Moreover
level using a Hardware Description Language (HDL). This NCL-  the current scientific MQCA scenario calls for connectednes

HDL idea is adapted to a new structure, which we have called between circuit design and technology in order to demotestra

“snake-clock”, proposed as a feasible solution for the prolem (he feasibility of the MQCA computation paradigm.
of clock delivery, essential for MQCA operations. Furthernore

we demonstrated by means of accurate micromagnetic and firet r
element method simulations that the three-phase “snake-otk” ﬁﬁl—f |
NCL structure works correctly.

Index Terms—Quantum Dot Cellular Automata, Magnetic Fig. 1. Pill-shaped nanomagnets in a stable magnetizatofigtiration.
circuits, Magnetic simulation, Null Convention Logic, GLobally ) )
synchronous Locally Asynchronous, VHDL model The methodology we suggest uses both a mix of architecture

and technological implementations, improving the way in

which MQCA are currently studied. Our approach starts by

|. INTRODUCTION assessing a practicable and non theoretical implementatio

Among emerging technologies, QCA are a credible altefIQ_r MQCA, and therefore constralnm_g_the circuit deS|gn_on
ﬂ’ns idea. We try to solve problems arising from technolagic

native to CMOS [2]. They rely on logic states, rather than > ™ q h X q ibe th hi
on conduction. Molecular and magnetic implementations afgtations, and at the same time to describe the architectu

recognized as the two most promising ones in literatur@t circuit level including the information obtained from a
Experimental evidence has proved the feasibility of magnef€2! implementation. In this way, realistic circuit perfeance
implementations, while molecular implementations, thoug®a" Pe estimated and feedbacks to technologists can be sug-
expected to outperform the magnetic, are far from any prom ested.. The methodology is basgd on the S|multaneous use of
ing demonstration of feasibility in the near future. In gexie three simulators. They support circuit level HDL simulato

QCA are defined as bistable cells coupled through electreszBAOdelsm [5,])' m_agnetic pills interaction ana}lysis bass
netic forces. In the case of micro-magnetic implementati0*‘|andau'L'fSh'tZ'G'Ibert (LLG) models (Magsimus [6]) and

single-domain nanometer pills-shaped magnets exhibit thef relations among current, magnetic field and magnesizati

stable magnetic states, “up” and “down”, due to their aspel&'ng the finite element analysis (Comsol multiphysics.[7])

ratio (figure 1). These two configurations are associatetl wit '€ "esult of this approach is a more efficient step down

the binary information “1” and “0" respectively, and carl® physmall |mplem§ntat|on. Mqreover the C|rgu|t descoipt

be transferred from one nanomagnet to the next one BN be enriched using the obtained technological data. @/ ar

iIndeed setting up experiments to validate and refine our mode

Copyright (c) 2011 —-. Personal use of this material is ptadi However, with ree_‘l data. o ]

permission to use this material for any other other purposest be obtained ~ In this paper we show the preliminary results of this

from the — by sending a request to pubs-permissions@——. approach. A state of the art analysis and our methodology
Mariagrazia Graziano, Marco Vacca and Maurizio Zamboni\aith the . . di . Il while i . m

Electronics Department of Politecnico di Torino, Italy.eAsandro Chiolerio overview Is reported in section Il, while in section Ill t ent

is with the Physics Department of Politecnico di Torinojita damental technological hypotheses are explained. Inasecti


https://core.ac.uk/display/11419185?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

IV an example of circuit description is given with a specifitNull Convention Logi¢™ (NCL) approach [20][1]. It was
architectural solution adopted and with the “low-level'taits originally born for CMOS asynchronous design and constists i
added to it. An example of NCL-HDL architecture is showmdopting a Locally Synchronous and Globally Asynchronous
in section V together with comments on simulation results.(GALS) philosophy. GALS solutions have been recently pro-
posed in CMOS based architectures for solving the critical

STEP3 . .
e p— A oo aspects related to the interconnects delay [21] or difteren
g (Balds -, synchronization systems [22]. In the NCL solution eachdogi

v

simulator
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&
&

v gate is transformed into a more complex structure. Here the
hpteiuiei i ?i':,htT_LT;‘.'“f:_" ) processing data relies on an acknowledge signal whichessur
data validity. This means that only when this signal is valid
the information is transferred from one logic stage to aenth
Bearing this idea in mind we have built a library of NCL gates
and described them using VHDL. The architecture can then
be described and simulated at the high level. In the same time
it intrinsically solves a technological problem and repris
thus a novelty in the state of the art.
Another important aspect related to MQCA is the impos-
Fig. 2. Flow diagram of the proposed methodology organizedfour  sibility to cascade a great number of magnets, since a long

steps: Technological implementation (1), logic composedéfinition (2), ; ; ; ; _
HDL model of logic components (3), architectural HDL deptian (4). Each sequence of magnets will be SUb]eCt to errors in the infor

step requires a validation through a proper simulator. Rszps from one Mation propagation [23]. Moreover it has been demonstrated
step to the next is subject to this validation and may regaifeedback not that one nanomagnet can influence a neighbor magnet only if

only to decision on current step, but on previous ones as well this starts from an unstable magnetization state. This mean
that an horizontal magnetization state, different from‘ing’
or “down” stable magnetization state, must be reached. The

Il. MQCA BACKGROUND AND PROPOSED METHODOLOGY  go|ution consists in organizing magnets in groups, eaciee!

Since the introduction of the QCA concept [8], specifito an external magnetic field, i.e. a “phase”. This field will
attention has been focused on Magnetic QCA [9][10]. Sevelz able to “reset’ the magnet state to the unstable horikonta
experiments have proven the feasibility of the idea using upagnetization (see next section for a detailed explanation
to date technology [11]. Furthermore, manifold theoréticdhis concept was proposed in [3] and four phases were shown
studies have analyzed MQCA power consumption [12]. Ttes a possible solution to allow the propagation of infororati
power consumption, under certain conditions, is expeatedin all the directions of the circuit plane. In [24] similar
be very small even at room temperature. A design perspectamalyses were performed and an alternative proposal for the
is at the basis of numerous works (see for all [4][13] anelxternal field distribution is reported. Though in theorg th
[14]). Circuits and architectures are explored irrespectif proposed system could work, in practice a specific external
the technology implementation, or in some cases, analyZiggld independently controlled for each nanomagnet is not
taking into account their reliability issues (see for albJL realistic, as it would imply to deliver one “phase” for each
From the methodology point of view, the works [16] andnagnet. This would be unfeasible, especially if the infaiora
[17] propose to adapt the standard CMOS top down desigropagation is not monodirectional, as it is expected i rea
style to QCA circuits. The circuit behavior is describedngsi cases. Preliminary proposals on how to really generate this
Hardware Description Language (HDL). These descriptiofield, called “clock”, are in [25][26][27]. Only in our workni
are based on several abstraction degrees and includeradpckP8] and [29], and later for some aspects in [30], a feasible
methodologies and effects of fault injection. In our worlstructure is proposed, called “snake-clock”, deliverihgee
we rely on this method. All these works approach QCAverlapped external phases. In this paper we show how the
study and design from many perspectives. However, they stoucture works and how we modeled, using VHDL [5], the
not link circuit and methodology with technology and reaNCL block including the “snake-clock” organization. We @ls
implementation. We believe that it is mandatory to solve thivalidated our hypotheses [31] using both an accurate mignet
point to make a substantial step forward in the demonstratisimulator [6] based on LLG model and a finite element method
of QCA as a possible beyond CMOS technology. solver [7]. The model includes technological related atpec

One valid attempt has been proposed in a few worksd is thus a unique proposal in current literature scenario
[18][19], where the “layout=timing” problem is addressedThe proposed methodology can be summarized according
Due to this problem the correct behavior depends on layotd, the flow in figure 2, which will be referred to in the
i.e. on the number of magnets used to route a signal. Tlelowing sections. It is organized in four steps, each igqg
number of magnets, on its turn, is a function of the numbarvalidation phase. As a result, the design phase may require
of clock phases it goes through (see next section for furtheariations not only to the decisions related to the present
details on clock). In this technology, the placement of negn step, but also to previous ones. BTEPL the technology
aware of the “layout=timing” problem is in principle feab implementation scenario is identified: in our case the “snak
but it is unmanageable even for circuits with a few gateslock”. STEP2 entails the study of the proper logic components
The solution proposed in the cited works is based on tlileat can be adapted to th&rePL choices: in our case the

END



NCL gates combined with the ‘snake-clock” organization. If28] and [29], we propose a solution to the clock distribatio
STER3 the elementary logic blocks are modeled using HDIproblem, which we have called “snake-clock3TEPL of
taking into account the results from previous steps. Rmallour methodology flow). It is more feasible with respect to
STEM4 consists in designing a complex architecture using tle¢her solutions previously proposed for the multiple-mgsas
incremental validation results matured up to this point. clock distribution. It should be noted that this multipleaske
distribution is crucial to guarantee the information proa@on
= without errors in complex nanomagnets arrays. Phases are
‘ three, differently from the four ones previously introddce
In figure 3.a theRESET, SWITCH and HOLD sequence is
shown both in the time and the space axes. In figure 3.b the
behavior of nanomagnets grouped in the correspondent clock
zones is depicted. Each clock phase should serve a group of
pills and not a single magnet. This is due to the unavoidable
size difference between the pills and the metal line which
generates the signal. When a cell group is in#lma D phase
Fig. 3. Left: Clock signal on three phases delivered to tiiiierent zones in  the pills are in the stable “up” and “down” states which store
space and repeated in time following the Reset, Switch ard Bequence. the digital information. These magnets behave like an input

Right: logic organization of nanomagnets in time and spaxieviing the . . . .
clock signal sequence (Reset, Switch and Hold). for the neighbor group which is in thewITCcH state. This

a) b) -RESET, SWITCH _HOLD_ _RESET, SWITCH,
‘ D = =

= ==l
1

time time

I1l. THREE PHASES CLOCK(STEPL)

As previously mentioned, a few works in literature (see
for all [12]) demonstrated that for Magnetic QCA, as well
as for molecular QCA, an adiabatic switching could assure a
correct information propagation. This means that the switg ) y ] ) )
of & nanomagnet from the state “up" 10 the state “dowr,, STAE OCk DOC e Do popaga o) e
is favored if an intermediate state is reached first. An e¥Xformation both vertically and horizontally, while magsen phase 2 and

ternal field must be applied so that the pill “memory” (thé propagate the information horizontally only. In the inset example of

: : : P “ " . agnets layout is sketched. Magnets are not placed in thizontal gap
previous magnetization “up” or down State) is erased (th§etween phase 2 and 3: There wires are routed diagonallythenthagnets

magnetization becomes horizontal and thus perpendicalarwould be subjected to two phases in the same time.
“up” or “down” direction.) As soon as the external field
is released, an input can force the new “up” or “downmmeans that the previous state of these switching pills has be
magnetization to the pill more easily and with lower energgplready “cancelled” due to a reset, and now they are ready
This is particularly important when the input of nanomagneto be influenced again. The group in the following region is
B is another nanomagnet-A, which can force on the couplédelf in theRESETstate. In figures 4 and 5 the “snake-clock”
nanomagnet-B only a limited magnetic field due to its inidns structure is represented. The layout and physical views are
characteristics (shape and material). in figure 4 both in the top (left) and 3D (right) perspectives.
This external field acts as a clock, because it is iterativeRhe nanomagnets arrays can be sandwiched between two thin
switched on and off and because it enables the evaluati@tide layers. Metal wires carrying the clock signal can be
phase, even though it has not the “traditional” function gbuted on the top and bottom of this structure. One stripe
a clock signal. The multiphase clock organization in phaséghase 1) can be straight, while the others (phases 2 and 3)
requires complex structures. In this work, starting frorB][2 should be routed in a zig-zag style, twisted, but belonging t
two different metal layers. In this case, for example, pHase

metal routed in the same plane with phase 1, while phase 3 belongs
; to the bottom plane. Active nanomagnet pills cannot be place
- in zones where metal wires are oblique because there they
‘ : would be subject to the fields generated by two crossing wires
H A 4 f\t In figure 5 the top “logic” view of the clock zones is sketched
H section

Phase 1 Phase 2 Phase 3 Phase 1Phase 2 Phase 3

section 3D view

top view

Fig. 4. Snake clock zones and phases layout. Left: top viéghtR3D lateral
view. The 3D view front section corresponds to the 2D detadenced by the
dotted rectangle. Phase 1 is delivered through a straigétdin upper plane. no overlap
Phases 2 and 3 are twisted, but are routed on different plghese 2 is on

the same plane of phase 1, phase 3 is below the lower planenNamets are Fig. 6. Reset field showing a realistic slope. Left: non aveping phases.
sandwiched between two oxide layers; they are visible irstition between Right: overlapping phases, preferred for a correct infdionapropagation.
the two planes. Magnets cannot be placed where wire 2 and Giagenal.

Hreset normalized

Hreset normalized

%4

overlap



Fig. 8. Finite elements simulation (Comsol Multiphysicg)tlee snake clock structure in the case of overlapped phasasd23. A section view of the
structure shows a wire of consecutive nanomagnets betwearoiide layers and the section of wires which deliver thecklolo each of these wires 10
nanomagnets are associated. A current is injected in métes worrespondent to phases 2 and 3 (entering in the platieedfgure) and as a consequence a
magnetic induction appears (different gray levels aretedldo the magnetic field intensity). The figure inset shovesdbrrespondent magnetization (arrow
length is proportional to the magnetization strength).

reset signal according to the overlapped phases (as in figure
In this simulation, for simplicity of representation, thivak
wire is below the magnets layer in all the three phases. The
behavior, in fact, does not change if the external field digna
is above them and positioned at the same vertical distance
as in figure 4 right. The reset signal is an external magnetic
field which forces a magnetic induction of at least 4mT [26].
Figure 7 shows the information propagation through three
phase zones in a sequence of five conditions (snhapshots of
a continuous time varying simulation). The reset is appifed
sequence on zone 1, then 2 and later 3 with overlap according
to figure 6.right. The initial magnetization state is randiom
Fo 7 N  wire i i o th —— each phase domain. Basically, to assure the correct infamma
el homagnet e nformaton propagator: ireespEararialy propagation, before cutting off the reset field from a zone
on second zone; d) reset on second and third zone; ) reskirorzone.  (€.9. zone 1 in subfigure 7.a) it is necessary to apply it to
the magnets of the neighbor zone (e.g. zone 2 in subfigure
7.b). In this way, once the magnets in the previous zone are
without the areas where phases 2 and 3 are crossed, a§ée from reset (e.g. zone 1 in subfigure 7.c), they can be
those points magnets are not presents. The information flsluenced by the input, as for example other magnets in a
is also depicted in the figure. As underlined by the arrowis, trhold state on the left. This happens without the interfeeenc
clock organization still allows the information flow in batihe  of dots in the following phase (e.g. zone 2 in subfigure 7.c).
horizontal and vertical directions (as assured by the presly If this is not done and the reset field is shifted from zone 1 to
proposed four phases). However, the correct phase sequetiee 2 without overlapping, the magnets in zone 2 could still
(1,2,3 in figure) must be guaranteed, therefore, only a “shakhave a vertical magnetization. As a consequence they could
like propagation is possible. Even if this seems a limigtioinfluence backward the magnets in the switching state [31].
this structure is feasible with technology processes otigre A sequence similar to the one just commented allows the
available, differently from previously proposed soluson information propagation from zone 2 to zone 3.

As mentioned before our aim is to maintain a clear link to To verify the feasibility of this sequence we simulated
technology and to a realistic implementation. For this oeasthe magnetic field effects using Comsol multiphysics [7]
we analyzed more in details the clock signal organizatiqualidation ofsTEPL). The magnetic field was generated by the
and behavior. The reset field is assured by a current flowingrrent flowing through clock metal wires. We analyzed the
through each clock wire. A realistic current signal is mormagnetic induction and the magnetization; however, Comsol
similar to the one in figure 6.left than the one previouslgoes not include LLG model to analyze interaction among
shown in figure 3. Moreover, we have demonstrated [31] thatagnets, but easily allows to define time varying currents
the three phases should be overlapped as in figure 6.rightirina wire and to measure inductions and magnetization on
order to assure a correct information propagation. nanomagnets. At the same time Magsimus does not allow to

Results are shown in figure 7, where a MQCA wire has besimulate a current in a wire, but permits to generate an eater
simulated using a LLG based magnetic simulator [6] whictmagnetic field on different zones. For these reasons we used
allows a 3D dynamic simulation (validation effEPL). Nano- both the simulators.
magnets sizes ar®).X 100X 20nm (width, height, thickness), The Comsol simulation results are shown for a case of over-
the distance between two of them28nm and they are made lapping phases in figure 8. Wires are labelled with numbers
of Cobalt. The nanomagnet wire is organized in three parfts 2 and 3, and in this example phases 2 and 3 are subject
corresponding to three clock zones (1,2,3) which genehate to current. A sequence (wire) of nanomagnets (10 magnets
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Fig. 9. NCL TH22 logic gate magnetic simulations using Magss [6] considering the proposed snake-clock organizatthrases zones are labelled with
numbers 1,2 and 3. Inputs are A and B and output is F. a) Restafiplied to phase 1, while magnets on phases 2 and 3 are ildamastate; b) Reset

is applied to phases 1 and 2 (overlapping); c) reset is teiom phase 1 and applied to phase 2 only; d) reset is apipthase 2 and 3 (overlapping);

e) reset is released from phase 2 and applied to phase 3.

TABLE | : . .
DISTRIBUTION OF INDUCTION IN THE CLOCK WIRE OF PHASE2 A. Layout=Timing and Null Convention Logic (STEF2)

(ACCORDING TO FIGURE8). MAGNETS ARE NUMBERED FROM LEFT TO Using a 3 phases clock to drive the propagation of in-
RIGHT IN PHASE2. MAGNETS FROM1 TO 5 CORRESPOND TO THE INITIAL

(LEFT) TO THE CENTER OF THE WIRE OF PHASE. MAGNET LABELLED s fOrmation in the QCA circuit leads to a simple practical

-11S THE LAST IN THE PREVIOUS PHASE consequence. Each sequence of 3 clock zones, from 1 to 3, has
Induction on nanomagnets [mT] the same behavior of a latch, as the output copy the input at
Metal ThhiCk”eSS Prev-lphase . gu"enst Phasf . every clock period. For this reason we say that a QCA circuit
100 18 58 34 37 38 39 is intrinsically pipelined. As a result, the propagatioriage
200nm 3.6 5 6 65 68 7 of a QCA signal depends on the number of clock zones it
300nm 5.2 68 82 89 93 96 traverses. Therefore it depends on the layout of the cirtiit

the case of simple gates an accurate control of wire layout is
feasible. On the contrary such a constraint cannot be met in
for each phase) is separated from the metal wire by a tiiamplex structures. In other words, it is not possible taeess
oxide layer (., = 10nm) on both sides. The current generateat two signals which are inputs of the same gate will trseer
a magnetic field which magnetic induction is distributed ithe same number of phases. They could in fact been routed
the surrounding space (visible by a gray gradient). The cd@tarting from their own drivers, which might be placed atyver
respondent magnetization direction and amount (propuatio different distances.
to the arrows length) is clear from the detail shown in the One possible solution is the use of a delay-insensitivec|ogi
figure top-left corner (m box). Table Ill shows the specifighe Null Convention Logi€* [19], proposed for QCA in [18].
values of the magnetic induction in the magnets along the the NCL logic every bit is coded using 2 bits. The signal
wire in zone 2. Magnets are numbered from 1 to 5 only (lef@n be either in the DATA state (01 for a logic “0” or 10
to center of phase 2), as the others, from 6 to 10 (centerf@g a logic “1”) or in the NULL state (00), while the state
right of phase 2), have symmetrical behaviors. The values}& is not allowed. The delay-insensitivity is assured bseau
this simulation are reported as a function of the clock metéithe circuit is in the NULL state, it moves to the DATA
thickness (h). The current density is constant and is eq§&®te only when every signal steps from NULL to DATA.
to J = 10°4/em?. In [26] the authors demonstrate that afh the same way, when the circuit is in the DATA state, it
induction value of B = 4mT is enough to force a resetmoves to the NULL state only when every signal has changed
in a nanomagnet of the same size. We want to reach thi@m DATA to NULL. Even if the input signals change with
value for the magnets in the interested reset zone, but féfferenttiming due to the circuit layout, the device stilbrks,
in the neighbor zone (magnet number -1 in the table). Clea@pd the “delay=timing” problem is solved.
the best thickness is the second one, i.e. 200nm. In fact a
100nm thickness does not assure enough current to geneBat®CL magnetic implementation using snake clock (STEF2)

a sufficient induction. On the contrary, the 300nm one would we adapted this solution to our snake-clock structure and
cause an induction bigger than the limit also in the neighbgesigned the layout of every NCL gate on the basis of the
zone (-1). As a consequence the clock structure and phag@ke-clock requirements. According to [20] there are 2Z.NC

sequence can correctly work. Moreover, it is feasible Withasic gates with at most 4 inputs. One of the simplest is the

current technology [27], but, clearly, proper analysesuthbe  TH22 cell with logic function reported in equation 1:
performed to give feedbacks to technologists (feedbaadk fro

STEFL validation in the methodology flow). F=AB+F(A+B) 1)

If the output of the gate is initially 0, it changes to 1 only if
IV.  SNAKE-CLOCK NCL-HDL MQCA DESCRIPTION both the inputs A and B go to 1. On the contrary, if the output
The proposed clocking structure is the starting point fas initially 1, it goes to 0 only if both A and B change to 0. The
setting up a QCA architecture. However, the “layout=tiniingNCL gates have a peculiar naming convention which is worth
problem must be tackled. explaining. These gates have an intrinsic threshold stgdes



A j [y TH22 model on snake cloc
B [ 1 I __
= 1
Clockl —Lmiirindnnmnnn A |4 2
Clock2 /AL TL Ly | u: = F entity Teg 1S
Clock3 T H LTIy B z v generic ?n_bit: integer :=32);
A—r— [t = port (din: in std_logic_vector (nbit-1 downto 0);
Reg g ‘ dout: out std_logic_vector (nbit-1 downto O);
Outl z [ reset, clock: in std_logic);
R R I e B [ X F end reg;
Reg Q,, J [— 3 2) architecture behav of reg is
Out2 |, I egin
Reg ‘ . p: process (clock, reset) .
out3 T \ begin Register
40ns  60ns  80ns 100ns 120ns 140 if reset ='1’ then
entity TI:ZBZ isIkl AT ] e | d logic) dout <= (others =>'0’);
port (A,B, clk1,clk2,clk3: in std_logic; F: out std_logic); elsif (clock’event and clock="1’) then
end,Ti—SZZ: ) TH22 VHDL model dout <=din:
architecture behav of TH22 is . endif: '
.....components declaration of MV and Register gates....... . end prbcess‘
signal MVO, T, P, X, Y : std_logic; signal Z, W : std_logic_vector(2 downto 0); end behav:
begin )
R1 reg: generic map (nbit=>3) port map (din(0)=>A, din(1)=>B, din(2)=>Y, dout=>Z, reset="0", cIk:>cIkl*
R2 reg: generic map (nbit => 3) port map (din=>Z, dout=>W, reset =’0’, clk=>clk2); entity mv is
M1 mv: port map (a=>W(0), b=>W(1), c=>W(2), y=>MVO); port(a,b,c: in std_logic);
R3 reg: generic map (nbit => 1) port map (din=>MVO, dout=>T, reset ='0’, clk=>clk3); end et - ! MV
R4 reg: generic map (nbit => 1) port map (din=>T, dout=>P, reset = '0’, clk=>clk1); L] )
R5 reg: generic map (nbit => 1) port map (din=>P, dout=>X, reset = '0’, clk=>clk2); ggcr}gecture behav of mv is
R6 reg: generic map (nbit => 1) port map (din=>X, dout=>Y, reset = '0’, clk=>clk3); yg<: a and b)or(a and c)or(b and c);
F<=P; end be%av;
end behav; ]

Fig. 10. TH22: symbol (top right), model based on the thresksrclock zones (center in the elliptical region) simeiat{top left) and VHDL description
in the boxes for a single register (reg), the majority votdi/j and the whole gate (th22)" is the period spanning three clock “high puls&y; due to the
three clock phases’ = Tyciock1 + THClock2 + THCI0cK3- HErE @ case without overlapping is reported for simplicity

by the TH in the gate name. This means that the gate switcloemtral majority voter has initially a zero output (the caht
from 0 to 1 only if a certain number of inputs change frormagnet in the ellipsis). As there is a feedback, it is impurta
0 to 1. The second number in the NCL gate name representde that the initial (random) feedback value in phase 3at th
the total number of inputs, while the first number represerttottom is “1”. After this initial step, the reset field is ajgu
the threshold, i.e. the number of inputs necessary to céngseto phase 2 but still phase 1 is active (figure 9.b) due to the
switching of a gate. Therefore, in the TH22 cell two are theverlapping clock behavior. When the overlapping time ends
inputs and both must flip from 0 to 1 to assure an outpand the reset field of phase 1 falls to 0 (figure 9.c), then the
switch. The TH22 gate function can be rewritten as in eq. 2orrespondent nanomagnets are free to switch. They change
state according to inputs A and B and to the initial value ef th
F=AB+FA+FB @ feedback (“1"”). The magnets switch in the correct order (1, 2
The logic function above describes a majority gatd): from left to right in the upper part of the figure and from
Z=AB+AC+BC. This is also called majority voter (MV) and'ight to left in the bottom part. This happens because magnet
it is the elementary logic block of a QCA circuit [3]. Forin phase 3 and input cells are in the hold state, while the dots
a TH22 cell the output of the MV is also connected t#)Phase 2 are in the metastable reset state. In this situitio
one of its inputs. We have designed the TH22 layout dRrée inputs to the majority voter in phase 1 are two “up” {"1"
the basis of a snake-clock structure as shown in figure@gd one “0" (down), so the majority voter output is expected
under the hypothesis that the width of every clock zone §§ 90 to “1". At this point the magnetic field is applied to the
equal to two nanomagnets (just for example). Inputs A asgagnets in phase 3 (figure 9.d), while phase 2 is still under
B acts in this simulation, which is the validation sfrer2  the influence of the reset field. When it goes to "0 (figure
in our methodology, as permanent magnets placed externdli§) the correspondent nanomagnets switch to a data state, a
and connected to the wires in clock zone 1. The majori§PN€ 1 magnets in previous sequence. The MV output is up
voter (dotted box in figure 9.a) is in zone 2, and its outp(tl”) s expected.
(central "down” arrow) is immediately connected to zone 3. This simulation demonstrates that TH22 gate implemented
The global output F in zone 1 is also fed back to the thindith magnetic QCA and using the snake clock works properly,
input through zone 1, which allows vertical propagationd arthe reset sequence propagates correctly and logic valaesar
then through zone 2 and zone 3 in the other clock island in tegpected. The combination of NCL logic and snake clock can
bottom of the figure. The simulation performed by Magsimu$ius be successfully applied to QCA. The only constraint is
is dynamic. Noteworthy snapshots of the TH22 computatidhat inputs must be stable at least for the time it takes teasi
are here reported according to the overlapping phaseseln th propagate through the feedback. Though further analyses
key-points we superpose “1” to up arrows and “0” to “downshould be performed in order to determine whether this is a
arrows for an easier explanation. penalty, we can assess, on the basis of our simulationstahig
At the beginning of the simulation (figure 9.a) all the magnetevel, that this is automatically guaranteed (feedbacknfro
in zones 2 and 3 have a random magnetization state, while #w®er2 validation). In fact, the time necessary to pass through
magnets in phase 1 are in the reset state (horizontal arftw). the whole circuit is always bigger than the time necessary to
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Fig. 11. NCL 3-bit counter architecture based on MagneticAQIGght gray box represents a 3 bits register given by thrég8asynchronous NCL registers
[20]. Dark gray box includes the future state network. Nurekia NCL gates (e.g. “1”, “2”, etc.. state for various typefsSNCL gates performing different
logic functions and based on different numbers of input)net.

pass through the local feedback. A further analysis shoeld &nd then the output changes from 1 to O after 1 clock cycle.
performed to define the correct number of magnets in a ph&ignals A, B’, A’, B", Z and W are A, B and Y replicas just
that for this gate assure a correct behavior, giving a fegdbashifted of Tyciock1 aNd Trciockt + THCI0ck2, TESPECTivEly.

to sTEPL (not done here as out of focus.) Signal T is the result of majority voting among A’, B” and
W. Signals X and Y are the output F shifted @ciock1
C. Snake clock NCL-HDL logic gates modeling (step3) and Tuciock1 + Trclock2, Tespectively (not shown in the

Micromagnetic simulators cannot be used for comple¥mulation for sake of brevity).
Magnetic QCA NCL circuits, because they can efficiently
simulate only a small number of nanomagnets (a few gates). V- ARCHITECTURE CIRCUIT AND RESULTS(STER4)
As a consequence a different approach has been adopte@dll the NCL gates have been modeled according to the
After the detailed analysis and characterization usingmatig snake-clock magnetic implementation and more complex NCL
simulators, we modeled the snake-clock NCL behavior usimgchitectures have been designstgr4 of our methodology).
an high level description language (VHDL), approachingsthiHere we show a counter, which represents a good balance be-
STER3 in our methodology. tween circuit complexity and completeness, as both se@lent
As explained before, the behavior of three consecutivekcloand combinational gates are included.
zones is similar to the behavior of three consecutive regist A three bit implementation NCL-HDL counter is sketched
The clock of each register is a signal that has the sanmefigure 11, while simulation results are shown in figure 12
characteristics of the reset field. So it is possible to diescr (validation of STER). The counter is based on the generic
the QCA circuit using an equivalent RTL model. It consiststructure of a NCL finite state machine. A memory register
of the necessary boolean logic functions (the Majority gatéght grey box) is used to store the present state, and a
function in the TH22 gate case) added to a register for eacbmbinational circuit generates the future state (darky gre
clock zone. TH22 behavioral model is shown in figure 10 in itsox). Many NCL gates are used to build this part of the
many views: The gate symbol (top right), the model (centegpunter. One example is the OR gate, as the TH12 gate (the
the output simulation (top left) based on Modelsim simulatdhree blocks with label “1” having two input signals) that
[6] and the VHDL description of the single componentbas a logic function equal t6" = A+ B+ F(A + B). A
(register and majority voter) and of the whole gate (th223imilar block is TH13 (the gate with label “1” with three infpu
The majority voter is substituted with an equivalent logisignals) which implement8 = A+ B+ C+ F(A+ B+ C).
circuit with zero delay (until detailed information are notGates performing an AND logic function are also used. One
derived from technology). The propagation delay due to the the TH22 described in subsection IV-B (the gates with
clock is simulated with one register for each clock zone, dasbel “2” with two input signals). Another is the TH33 (the
evidenced by theort map statement in the VHDL model. The gates with label “3” with three input signals) that has a
simulation results in figure 10 (left), reported in the cabean logic function equal toFF = ABC + F(A + B + C). The
overlapping phases for sake of simplicity, confirm the expeéc TH34 (the gate labelled with “3” with four inputs) has a
behavior (validation o6STEF3). Only when the inputs A and more complicated equatior’ = ABC + ABD + ACD +
B goes both to 1, after a delay of 1 clock cycle the outplBCD + F(A + B + C + D). A particular case is the TH24
F changes from 0 to 1. It is worth noticing that one clockomparator (the gates with label 2c) which logic function is
cycle corresponds to the time necessary to pass through thfe= AC + BC + AD + BD + F(A+ B+ C + D).
clock zones, and thus to the sum of the three “high pulggs”  NCL registers do not have a memory function. Their aim
of each clock phas& = Tyciock1 + THCI0ck2 + THCI0ck3- 1S tO Implement the asynchronous communication protocol to
The output maintains its status until every inputs go to @uarantee the delay insensitivity [20]. In order to impletne



the memory registers needed for our counter we use a 3 diinfiguration. The entire structure works using clock phase
asynchronous register connected as in figure 11. Eacheegisbrrespondent to the snake clock, not reported here for sake
uses “acknowledge” (ACK) signals to step from one state tf simplicity. They would appear as in the TH22 simulation
another. In this configuration the ACIOUT signal of every (figure 10) as each gate has a specific structure organized in a
register is connected to the ACKN of the previous one. Using different number of phase zones. It is worth noticing that ou
this connection the last register in the sequence is alwayspiut signals are not synchronous, but are generated atetiffer
the opposite state with respect to the others two. It meaats ttime slots. This is because each gate has a different layout,
when the circuit is in the NULL state, in which every signatherefore they have different propagation delays in terins o
is zero, the last register is in the DATA state. Consequentiypake clock phases latency. These delays further demtasstra
it maintains the present state safely stored. On the cgntrdrow NCL logic can solve the layout=timing problem of the
when the last register is in the NULL phase, the new logiQCA circuits. If a problem arises at this point then solusion
state is loaded in the first register. After the propagatibn must be searched not only in the architecture design, bat als
the acknowledge signal, this new state is loaded in the skecdn previous steps, e.g. refining the modsT£r3), improving
asynchronous register according to a sort of “master slathee logic choice $TEF2), changing technology constraints due
like” dynamic. The input register (left top in figure) is usedo the “snake-clock” $TEPL.)

for communication purposes with other blocks. It allows the

acceptance of a new input only when an AGK signal is VI. CONCLUSIONS AND FUTURE WORKS

re_ceived from the bI_ock placed after the counter. Only when prove the validity of Magnetic QCA as possible substi-
this foIIowmlg block is ready, new data are processed by ta:t\éﬁe of CMOS technology both architectural and technolalgic
coun_ter(.j ;:“S happfnslonl¥ Wh?f? the ne:xt blo((j:k hasihalre é/pects must be inspected, and their mutual influence explor
:ecelveth TDZEIJ'Xenh va uezrhrom ebf:Oli.n er,l ?n _ca(r; kqm Skhd exploited. A full magnetic and snake-clock NCL struetur
O anofher phase. The combinational logic (dar 9"%as been here demonstrated. It assures promising poitéegial

e demonstrated how it is possible to solve a technological
problem at architectural level, and how technology chotzes
reflected on the architecture description by adoptinggro
NPodels. We also proved, by means of detailed micromagnetic
simulations, that the three overlapped phases technigisedb

signals EO and E1 are active.

Further inputs are the reset RO and R1. Both of them

doubled to be adapted to the null convention logic encodi

The counter outputs are nod@9®_0, Q0_1, @1_0, Q1_1 and

Q2_0, Q2_1. The output acknowledge signal of the whol n shake clock structure, not only is feasible from a pratti
’ ) , attic

counter, ACK OUT, is connected to the output of the secon y b

' . i int of view, but is also reliable in terms of logic funct®n
asynchronous register. It is the only memory register, a @

b qf ther block dina th or T aluation. We are currently working to an enrichment of
can be used from other blocks preceding the counter. I ,qqe| in order to include, in a parametric style, power

ipation, timing and fault tolerance due to switchirmydut
and technological parameters. We plan to further improgeseh
- - - o descriptions on the basis of the physical implementatioa. W

[ T e e N | N e Y M I i . LY
R [ =7 T T believe that on one hand the architecture is in this way more
[ B I N - . - . physically meaningful and that variations can be discussed
“LE L S I S O N [ .
kN T ] I+ |+ [— atechnology basis. On the other hand feedbacks to technolog
@] | | T solutions can be derived by the analysis of circuits which
ot i T T ™ description is aware of technological constraints. Thishis
Ql[QLLl_U_l - I U | . .
Lt T i — reason why we set up our own experiments, still at the
Qz[ggﬁ%m | By ey My ! : e preliminary phase, consisting in the fabrication of arrays
] ] ] ] L T | |7 dots [32],[33]. We are now ready to characterize them and to
ackourRBe) ||| L ey . : . .
ackourreaa | 1| T L 1 |+ |l—  include their real characteristics in our high level model.
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