View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by PORTO Publications Open Repository TOrino

Symplectic duality between complex domains

Antonio J. Di Scala, Andrea Loi, Fabio Zuddas

Post print (i.e. final draft post-refereeing) version of an article published on Monatsh Math (2010) 160:403428 DOI
10.1007/s00605-009-0134-y .

Beyond the journal formatting, please note that there could be minor changes from this document to the final published
version. The final published version is accessible from here:
http://rd.springer.com/article/10.1007%2Fs00605-009-0134~-y

This document has made accessible through PORTO, the Open Access Repository of Politecnico di Torino (http://porto.

Eollto it), in compliance with the Publisher’s c%p r1ght policy as reported in the SHERPA-ROMEOQO website:
ttp: //www sherpa.ac.uk/romeo/issn/0026-9 /y

Abstract

In this paper after extending the definition of symplectic duality (given in [3] for bounded symmetric domains )
to arbitrary complex domains of C™ centered at the origin we generalize some of the results proved in [3] and [4] to
those domains.
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1 Introduction

Let (CH™, wpy,) be the n-dimensional complex hyperbolic space, namely the unit ball in C" equipped with the Kéahler
form

Z. B n
Whyp = —500log(1 — > Izl (1)
j=1
whose associated Kéahler metric is the hyperbolic metric gpyp. It is well-known that (CH™,wpyy) is globally sym-

plectomorphic to (C",wy) where wy = %Z?Zl dzj A dz; is the standard symplectic form on C" = R?*". An explicit
diffeomorphism Wy, : CH"™ — C" satisfying

\I/Zypwo = Whyp (2)
is given by:
z
Upyp(2) = —, 3
yp( ) m ( )
where z = (z1,...,2,) and [2|? = >_}_, |2k|*>. A simple computation shows that the map W, enjoys the following
additional property:

\I/Zyprs = Wo, (4)
where we regard C" as the affine chart Zy # 0 of the n-dimensional complex projective space CP™ endowed with
homogeneous coordinates Zg, ..., Z, and

. n
_ Yoy 2 _ 7
wrs = 500log(1 + >z, 2= 7

j=1

is the restriction to C* C CP™ of the Fubini-Study form of CP"™.
Properties (2) and (4) have been recently extended in [3] by the first two authors to all bounded symmetric
domains M C C™ as expressed by the following theorem. Before stating it we recall that to each bounded symmetric
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domain M C C" endowed with the hyperbolic form w (which, in the irreducible case, is a suitable normalization of
the Bergman form) one can associate its compact dual M* equipped with the Kéhler form w* which is given by the
pull-back of the Fubini-Study form of CPY via the Borel-Weil embedding BW : M* — CPY, ie. BW*wpg = w*.
Observe that M™* can be obtained by a suitable compactification of C™ and the inclusion C™ C M* is often referred
to as the Borel embedding. Notice also that in the case M = CH", M* = CP", the Borel embedding C* C CP"™ is
the inclusion of the affine chart Zy # 0 in CP™ and the Borel-Weil embedding BW : CP™ — CP" is the identity
map of CP™.

Theorem 1.1 (Di Scala—Loi [3]) Let M C C™ be a bounded symmetric domain endowed with the hyperbolic form w.
Then there exists a symplectic duality, namely a real analytic diffeomorphism W : M — C" sending the origin to the

origin and such that:
U*wy = w, (5)

U*w* = wy, (6)
where wy is the flat Kdhler form

. . n
= 1
wo = %(93|Z|2 = 5 E de /\de
J=1

on C" and where we are denoting by w* the restriction of w* to C™ wvia the Borel embedding C* C M*. Moreover
if T C M is a complex and totally geodesic submanifold of M of dimension k then W(T) = CF, i.e. the map ¥
takes complex and totally geodesic submanifolds through the origin of M to complex and totally geodesic submanifolds
through the origin of C™ (the latter being equipped with the flat metric).

In order to study to what extent the map V¥ is unique one needs to understand the set of real analytic maps
B : M — M satisfying B*wy = wp and B*w = w. In [4], the set of these maps is called the bisymplectomorphism
group of the bounded symmetric domain M and is denoted by B(M). The main result about this group is Theorem
4 in [4]. In the case of CH™ this theorem implies the following:

Theorem 1.2 (Di Scala—Loi-Roos [4]) Let U : CH™ — C™ be a symplectic duality. Then
U(z) = 9w, (2)Az, (7)

where g is an arbitrary smooth complex valued function on CH™ depending only on |z|?, A € U(n) and Wy, is given
by (2) above.

The key ingredient in the proof of the previous theorems is that the dual Kahler form w* on C™ can be obtained
by the hyperbolic form w on M in the following way (see [2] and [10] for details). Since the Kéhler form w is real
analytic and M is contractible one can find a globally defined real analytic Kéhler potential ® : M — R for w
around the origin. The potential ® can be expanded around the origin as a convergent power series of the variables
z = (21,...,2,) and Z = (Z1,..., Zn), where z is the restriction to M of the Euclidean coordinates of C". By the
change of variables Z — —Z in this power series one gets a new power series which is convergent to a global defined
and real valued function of C", denoted by ®(z, —z). It turns out that ®*(z, z2) = —®(z, —2) is a strictly PSH function
of C™ and, moreover, w* = %85@*(2,2).

The aim of this paper is to address the problem of extending the previous procedure to an arbitrary n-dimensional
complex domain M C C"™ (open, bounded or unbounded connected subset of C™) containing the origin 0 € C™.
Therefore, we assume that there exists a real analytic strictly PSH function ® : M — R on M such that the function
®*(z,z) = —P(z,—Z) is a real valued and strictly PSH function on an open domain M* C C™ containing the origin.
The pair (M*, ®*) is what we call in this paper a local dual of (M, ®). Notice that a local dual is not unique, indeed
any neighbourhood of the origin contained in M* is again a dual of (M, ®). Observe also that a dual does not exist
in general as shown by the following example.

Example 1.3 Consider the two potentials ®5,, = —log(1 — |2|?) and ® = ®y,,, + z + Z for wpy, on the unit disk
CH! c C. Then @ does not admit a local dual. Indeed the function ®* = log(1 + |z|?) — 2z + Z is not a real valued
function in any neighbourhood of the origin of C.



Notice that the previous example also shows that the definition of local duality cannot be extended to the case of
Kéhler forms. Indeed the same Kéahler form can have two different potentials one admitting a (local) dual and the
other not. Therefore when we speak of local dual of a Kahler form w we always assume to have fixed a Kéhler
potential for it.

Once we have defined a local dual (M*, ®*) of (M, ®), we study the analogues of Theorem 1.1 and Theorem 1.2
for the Kéhler forms w = %85@ and w* = %85@*. More precisely, we say that there exists a (local) A-symplectic
duality between w and w* if there exist open neighbourhoods of the origin, say U C M and U* C M™, a positive
constant A and a diffeomorphism ¥ : U — U* such that

U*wy = Aw, (8)
U \w™ = wp, 9)

where wy is the flat Kéhler form of C™. If A = 1 we simply speak of symplectic duality instead of 1-symplectic duality.
Therefore the existence of a A-symplectic duality between w and w* is equivalent to that of a local symplectic duality
between Aw and Aw* (notice that we are not assuming ¥(0) = 0).

The presence of the constant A in the previous equations is due to the fact that we want to include in our definition
also those symplectic forms which do not admit a symplectic duality but for which there exists a A-symplectic duality
as shown in the following simple example.

Example 1.4 Let p be a positive constant, i # 1 and let ® = u®y,,, with @4, as in the previous example. Then
the dual of ® is ®* = plog(1+ |2|?) (defined on C). Then it is not hard to see that there exists a A-symplectic duality
between (CH', ®,,,) and (C, ®*) if and only if Ay = 1. Therefore, even if there is not any symplectic duality between
w= %85@ and w* = %85@* there exists a A-symplectic duality (with A = i) between them, given, for example, by
the map (3) (with n = 1).

Assumption Throughout all this paper, to avoid triviality, we will assume that the form w is not proportional to wy.
This means that there is not any open subset of M and a real number ¢ such that w = cwg on this open set. In
fact in this case w* = w and the existence of a A-symplectic duality is equivalent to a single equation ¥*wg = wg
which is easily solved by taking ¥ = Id. It is worth pointing out that by Darboux’s theorem each of the equations
(8) and (9) can be separately solved (locally). With the assumption of non proportionality a A-symplectic duality ¥
turns out to be a simultaneous symplectomorphism with respect to different symplectic structures, namely Aw and
wp on U and wg and Aw* on U*. This phenomenon could be of some interest from the physical point of view. Indeed,
roughly speaking, it is telling us that the Darboux’s coordinates for Aw are “the inverse” of those of Aw*. Moreover
the existence of a A-symplectic duality could give strong restrictions on the curvature of the Kéhler metric w (cf.
Section 4 below).

A very interesting case we consider in this paper is that of rotation invariant potentials, and, in particular,
radial potentials, namely those ® : M — R which depend only on |z1|?,...,|z,|? and, in the radial case, on r =
|21]% + -+ + |za]?. Many interesting and important examples of Kéhler forms on complex domains are rotation
invariant, since they often arise from solutions of ordinary differential equations on the variable r (cf. e.g. [1] and
[11]). In the rotation invariant case it is easy to see that the local dual (M*, ®*) of (M, ®) can be defined (namely
®* is real valued and strictly PSH in a suitable neighborhood M* of the origin) and ®* is rotation invariant.

The main result of the present paper about A-symplectic duality in the rotation invariant case is the following
theorem which provides necessary and sufficient conditions for the existence of a special A-symplectic duality solely in
terms of the potential ® (see the beginning of next section for the definition of special map and for the terms involved
in the statement of the theorem).

Theorem 1.5 Let M C C"™ be a complex domain containing the origin endowed with a rotation invariant Kdhler
potential ®. Let ®* be the dual defined on M* There exists a special A\-symplectic duality V : U — U™ between
w= 5000 and w* = 5000* (where U C C" and U* C C™ are open subsets centered at the origin) if and only if the
following equations are satisfied:
o0 0 0 o0
N—(z1,...,2n)  — | Ao—21,...,~Ao—x, | =1, k=1,...,n, 10
Ozy, (@1, ) Ozy, ( By L Dy ) " (10)

on an open neighbourhood of the origin of R"™ contained in M. Here ® (resp. M) is the function (resp. the domain)
associated to ® (resp. M). Moreover U is uniquely determined by ® and it is rotation invariant.



The authors believe it is an interesting and very challenging problem to classify all the A-symplectic dualities ¥ in
the rotation invariant case without assuming that W is special.

In the radial case we have a complete classification of A-symplectic dualities as expressed by the following theorem
which can be considered a generalization of Theorem 1.2 above to all radial domains in C™ centered at the origin.

Theorem 1.6 Let M C C" be a complex domain containing the origin endowed with a radial Kahler potential .
Let U : U — U* be a A-symplectic duality between w = $00® and w* = $00®*. Then there exist an open subset
V C U, containing the origin, a radial function g : V — R and a unitary n x n matriz A € U(n) such that

(2) = 9DY(2)A(2), 2 €V, (1)
where ¥ : V' — R is the radial and real-analytic function on V' given by
W(z) = M @)2, o =a* = | + o+ ol (12)

and where f : M — R is the function associated to ® and M is the domain associated to M (see Section 3).
Consequently there exists a A-symplectic duality between w and w* if and only if

N f' (@) f (=Awf'(2)) =1, (13)

on an open neighbourhood of the origin of R contained in M.

The paper is organized as follows. The next two sections (Section 2 and Section 3) are dedicated to the proofs of
Theorem 1.5 and Theorem 1.6 respectively. In Section 4 we describe some applications and examples of our results.
The paper ends with an appendix containing a technical lemma which is a key ingredient in the proof of our theorems.
This lemma is indeed a simple corollary of the results developed in [11] for special symplectic maps. We have included
it here to make this paper self-contained as much as possible.

2 The proof of Theorem 1.5

Let M C C" be a complex domain containing the origin and let ® be a rotation invariant Kéhler potential. This
means that there exists ® : M — R, defined on the open subset M C R" given by

M={z=(21,...,2,) ER" zj = |2j>, 2 = (21,...,20) € M} (14)
such that ®(z) = ®(z). The function ® (resp. M) will be called the function (resp. the domain) associated to ®

(resp. M ). A real analytic map (not necessarily a diffecomorphism) ¥ : C' — S : 2z = (21, ..., 25) — (U1(2), ..., ¥, (2)),
between two complex domains C' C C™ and S C C™ containing the origin is said to be special if U;(z) = ¢;(2)z;, j =

1,...,n where ¢;,j = 1,...,n, are real valued functions defined on C. We say that a a special map ¥ : C — S : z +—
(P1(2) = Y1(2)z1,. .., Up(2) = ¢¥n(2)2y) is rotation invariant if there exist real valued functions ¢; : C'— R, which
we call the functions associated to U, such that 1;(z) = ¢;(z) for & = (21,...,2,) € C, x; = |z;|%.

We now prove Theorem 1.5.

Proof of Theorem 1.5: We start by proving the last part of the theorem, namely that a A-symplectic duality which is
special is necessarily rotation invariant. Actually we will show it for the special maps satisfying only the first equation
(8) defining a A-symplectic duality, namely ¥*wy = Aw. We can assume A = 1, namely ¥*wy = w. In fact the proof

extends easily to arbitrary A. Notice that w = %EZ,H (%z}zk + g—iékl) dz; N dzi, where, with a slight abuse

of notation, we are omitting the fact that the previous expression has to be evaluated at x; = |z1]%,..., 2, = |2a]%
Hence equation U*wy = w reads
n n x =
— 0%d 0P
dV,;, NdV,; = ——Z1Zk + =—90 dz; N\ dz. 15
>, = 3 (WW ot 22 ) nd (19



By comparing the (1, 1), (2,0), (0,2) components of the right-hand side and the left-hand side in this equality we get,

for every kkm=1,...,n,
oV, OV, oV, OV,
1
Z 0z Ozm, Z 0z 0z, (16)
and ~ B B -
—[09; 00; 9T, 9V, *e oo
= e — . 1
2 [c%k 0z O azm] Dzrday, om T g, Okm (17)

j=1

j
By inserting ¥, = 1,2; (and W, = 1;%;) into equations (16) and (17) we get respectively

% ) A A, A
wk Zk + —~ azk 8Zm ‘Zj| - 8Zk @Z’mzm + = 62’ 8Zk | J‘ (18)
M Ik 9% b
71;[}711 Zm + 71/1ka + wkﬂskm = mzkzm + Eékm (19)
which can be rewritten as
1 0y} "L O O, 1 31/} O
§6z7k k 37,:37”2”2 5 m'FZ e j| 2l (20)
and i . B
10y, 1 awk _ Nl 0P
2 D EPn Zm + = 59z, 2k + 1/1k5km = mzkzm + %6km- (21)

If we distinguish in equation (21) the cases m = k and m # k we get respectively

Re (%Zk) =G — Y} k=1,...,n (22)
0z,
18¢2 +18w’fz _ oo Zh2 (23)
2 0z, m 2 0Zm, b 0xL0T, kem

52 & 9P . . . . .
gﬁ |2x|? + g—q’ is a rotation invariant function.
k

where G, =

Equation (20) implies that Zlm zm is symmetric in k,m. So if we multiply equation (23) by z,,, assume z; # 0
and divide by Z; we can rewrite 1t as

Re (8‘”‘% ) = Hym (k # m). (24)

Zm
0Zm

Up to changing the order of variables, we can assume k = 1. Let us set ¢? = F. Equations (22) and (24) can be
written then as

Re a—le =G-F 25
(524) (25)
Re (gizm) — H, (m # 1), (26)

where we have set G, = G and Hy,,, = H,,. So we need to show that the real analytic function F' is rotation invariant
(F is real analytic since by definition a special map is real analytic). We will prove that

it Fintiite tin

021+ ... 0z 0291 ... Oz

0) =0

whenever (i1,...,%n) # (j1,---,Jn)- Let us assume first that iy # ji, where k # 1. Without loss of generality we can
assume that i > ji (otherwise we conjugate the derivative). Notice that equation (25) can be rewritten as



10F 10F _

F=G—~-—2z— ~—7. 27
2 821 A1 2 62’_1 1 ( )
Since G is rotation invariant, we get
O*F %G _;, 19%TIF 10%+EF _
w - Ak o PP S T (28)
Dz ox}k 2020z 2050z
and then, since ji < g
ok tiv | 1 §ktirtlp 1 §iktirtlp
Zk— 5 z (29)

- = _— - 7.

0z 0z 20210z 0z 2050z 0z,F
for some function R. By deriving equation (29) with respect to variables different from zi, Zy, i, Z, it is clear that
the right-hand side writes as a sum of the kind Az, + Bz1 + CZz; and then vanishes when evaluated in z = 0. On the
other hand, if we derive the equation with respect to z; (the case Z; is analogous), then the right-hand side of (29)
becomes

OR 1 §xtirtlp 1 §ktirt2p 1 Ok tikt2
9 T 20m050 000 202050070 | 202050505 | 30)
1 2107, 0z 21070z, 2102107 0%
so that equation rewrites as
3 Hiktirtlp OR 1 §tirt2p 1 Ot tikt2
5 A A ira_in :75k—*72 e BN — ik51. (31)
2 02,07 0z}, 0z1 202302,7+ 0z, 2021021027+ 02}
In general, deriving p times with respect to z; and ¢ times with respect to z; the equation writes as follows
§ixtistrtap
c - - = Az, + Bz + Czq, (32)
0z1P0z1 0z} 0z;F

for some ¢ > 0 and some functions A, B,C. Then by deriving again this expression with respect to those variables
different from z1, Z1, 2, Zx and evaluating in z = 0, it vanishes. In the case i1 > ji, just derive equation (27) first i,
times with respect to 21, 71 times with respect to z; and apply arguments similar to the above in order to prove that
the partial derivative vanishes at z = 0.

Assume now that there exists a special A-symplectic duality ¥ : U C M — U* C M* between w and w*. Then,
by what we showed W is rotation invariant. By applying Lemma 5.1 in the Appendix at the end of the paper to
C =U and S = U* equipped first with the potentials & = A® and 8 = |z|? and then with the potentials o = |z|? and
= A®* one gets that (8) and (9) are equivalent to the following equations on U (the open set associated to U):

72y 0%
Vh = Mo - (33)
1/},3-)\%( %xl,...7¢ixn> — 1, k=1,...,n.

Observe now that, by the very definition of duality, one has ®*(z) = —®(—z) and so %(m) = @(—x). Therefore

oy
equations (33) are equivalent to the following:

7 9%

w;% = )\ka7

72 )08 72 72 (34)

DAL <71/)1:c1,...,71/1nxn> — 1, k=1,...n

By inserting the first equation of (34) into the second one we get that (10) is satisfied on U c M. Conversely,
assume (10) holds true on a open neighbourhood of the origin, say W € M C R™. Since ® is a rotation invariant

Kahler potential we can assume, by shrinking W if necessary, that the function é?ai is positive on W (cf. formula
(15) above at z = 0). Hence we can define Up:WCR* SR, k=1,...,n, by setting

- 0P

p(z) = ()\8—(9:))%, zeW. (35)
Tk

6



It follows by (10) that equations (34) (and hence equations (33)) are satisfied on 1. Hence, again by Lemma 5.1, the
rotation invariant special map U : W — M* : 2z +— (¢Y1(2)21,. .., ¥n(2)2,) defined by ©;(z) = ¢, (x) (where W is the
open set whose associated set is W) satisfies U*wy = Aw and U*Aw™* = wy. Since ¥ is a local diffeomorphism sending
the origin to the origin it follows by the inverse function theorem that there exist open neighbourhoods of the origin
UCW C M and U* C M* such that the restriction ¥;; : U — U™ is a diffeomorphism and hence ¥ is a special
A-symplectic duality between w and w*. Finally, notice that equation (35) shows that ¥ is uniquely determined by
the potential ®. O

3 The proof of Theorem 1.6

Let M C C™ be a complex domain containing the origin. Let assume that ®, the potential of the Kéhler form w, is
radial and real analytic. Therefore there exists a real analytic function f : M — R, defined on M = {zreR|z=
|z|2, z € M} such that ®(z) = f(z). The function f (resp. M) will be called the function (resp. the domain)
associated to ® (resp. M ). In what follows, due to the radiality of ®, all the neighbourhoods of the origin involved
can be taken to be open balls centered at the origin (of a suitable radius).

Before proving Theorem 1.6 we make a remark about it. Notice that the maps ¢; and ¢ from V to V given by
©01(2) = A(z), A€ U(n) and pa(2) = €9*) 2 where g is an arbitrary radial function on V satisfy ¢iwg = @hwo = wp
and pjw = 5w = w (the equalities regarding the map ¢; follow by the U(n)-invariance of wy and w while those
regarding o follow by straightforward computations). Hence Theorem 1.6 is telling us that, in the radial case, a
A-symplectic duality between w and w* is uniquely determined, up to the composition with a unitary transformation
and to the multiplication with a S!'-valued radial function, by the special A-symplectic duality:

2 P(2)z, P(z) = (Af(2)%, 2 = |22 (36)

Proof of the second part of Theorem 1.6: We start proving the second part of the theorem (namely equation
(12) and the fact that equation (13) is equivalent to the existence of a A-symplectic duality). So assume that equation
(13) is satisfied. Then, by Theorem 1.5 (cfr. formula (35)) the map ¥ given by (36) is (in a suitable neighbourhood
of the origin) a (special) A-symplectic duality between w and w* (this also proves (12)). Conversely, if ¥ : U — U* is
a A-symplectic duality between w and w*, then, by the first part of the theorem, it is of the form (11) in a suitable
neighbourhood V' C U of the origin. Therefore, by the previous remark there exists a special A-symplectic duality
between w and w* given by the map (36) and hence equation (13) holds true again by Theorem 1.5 (on a suitable
neighbourhood of the origin of R). O

Proof of the first part of Theorem 1.6:

The proof of the first part of the theorem, namely that a A-symplectic duality can be written as (11) is quite involved
since we are not assuming ¥ to be special. It is obtained by various steps. The first one deals with the complex one
dimensional case.

Step 1. Let M C C be a 1-dimensional complex domain containing the origin. endowed with a radial Kdhler potential
D andlet U : U — U™ be a A-symplectic duality between w = %85@ and w* = %85@*. Then there exist radial functions
g:U—-Rand:U — R such that

U(z) = 9 y(2)z. (37)

Moreover i is given by

B(z) = Af @)}, @ = |2 (38)

Remark 3.1 Notice that in the one-dimensional case, in contrast to the general case, we are not forced to restrict
to V C U in order to get (37). It should be possible to give an alternative proof of Theorem 1.6 when n > 2 (cf. the
proof of Step 3 and Step 4 below) where one does not need to shrink U (this is obviously true if ¥ is assumed to be
real-analytic). Nevertheless for our purposes this is not really important since in this paper we are interested only on
the local behavior of a A-symplectic duality.



Proof: Let us assume that U = D,(0), U* = D,~(0), where a and a* are suitable real numbers. Let (r,0) (resp.
(p,m)) be polar coordinates on U (resp. on U*). Then we have

wo =1 dr Adf (39)
w=S(r*)rdrAdd (40)
w" = S(=p*)p dp Ndn (41)

(xf’)'. Notice that, by (40), S > 0 because w is a Kéhler form. Let ¥ be given in polar

where we have set S(x) =
= (p(r,0),n(r,0)). Then T*wy = Aw writes

coordinates by ¥(r,6)

p(prme — ponye)dr A dO = \S(r?)rdr A df (42)
and U*\w* = wy writes
MoS(—p?)(prme — pemy)dr A dO = rdr A db. (43)
Let us write these equalities as scalar equations as follows
p(prno — pony) = AS(r?)r, (44)
ApS(=p*)(priie — peny) = . (45)

Notice that (p,1n9 — peny) is the Jacobian determinant Jy of ¥, and by (44) we have Jg > 0 (recall that S > 0). If
we substitute (44) in (45) we get

S(—p*)S(r?) = A2, (46)
If we derive this equation with respect to 8 we get
—25'(=p?)ppeS(r*) = 0. (47)

Now, if pg # 0 at some point, it does not vanish for r belonging to some open real interval. Then, since S > 0, it
must be S = 0 in this interval. But, by (40) this would imply that w is proportional to wyp, in contrast with our
assumption. We conclude that pg = 0, i.e. p depends only on r. Moreover, (44) becomes

ppr1e = AS(r?)r (48)

Since Jy = p,np does not vanish, both p, and 79 are not zero, so this equation implies that p(0) = 0, that is ¥(0) = 0.
Now, if we divide (48) by pp, and integrate we get

AS(r?)r
n=—-"-0+c(r) (49)
ppPr
for some function ¢. Now, let us fix 7o and let us consider the map f : S} — S;(TO), e? — e induced by ¥ on the

circle centered at the origin and of radius rg, where 7 is given by (49). On the one hand, the degree deg(f) of this
map equals 1 because VU is an orientation-preserving diffeomorphism (Jg > 0), on the other hand we have

1 [ dn AS(r?)r
den(f) = 5= [ Gan =2

[— (50)

so that we get %ﬁj)r =1 and thus 7 = 0 + ¢(r). Then
W(re) = plr)e™ = plr)e e,

which proves (38) for ¢(z) = p(r)/r and g(z) = ¢(r). Finally, formula (38) is exactly (12) (which we have already
proved in general) in the one-dimensional case. (I

Before passing to the general case we pause to obtain additional results needed for the proof. Let ® : M — R be a
radial potential for w, let w* be its dual symplectic form defined in M* and let f : M — R be the function associated
to ®. A simple computation shows that:

w=f%M%%@VFAad5+fﬂdﬂw (51)
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ot = =" ([P S @If ATIEP) + £ (~]ef)en. (52

Remark 3.2 Notice that the assumption that w and wy are not proportional made at the beginning of the paper in
the radial case simply means that it cannot exists an open interval of R where f’ is constant. In particular it cannot
exist any constant ¢ such that xf” + f’ = ¢ in some open interval of R.

Given a diffeomorphism ¥ : U — U* between open subsets U, U* C C” containing the origin we introduce the
operators B, B} € End(T,U) as follows:

wy(+,) =wo(Bs,+), wil-)=wo(B:-,-). (53)

We can compute explicitly both operators B,, B¥ by using equations (51) and (52). Namely,

B. = f"(|z)z 0z + f(l2*)1d (54)
Bl = —f"(-|el")z 02+ f'(-|2*)1d (55)
where .
(0 D)) i= (0.2) 2 = (3 v55)2
j=1
and where wy is the flat form, i.e. wo(v,w) = £00|z|*(v,w) = —Im({v,w)) = —Im(}_,; v;wy) (so that go(v,w) =

wo(v,iw), and (-,-) = go — iwp) . Notice that both operators B, and B} satisfy B,(Cz) = B}(Cz) = Cz. Define
ad¥s : Ty, ) U* — T,U by the equation

wo(d¥,(v), w) = wo(v, dV3(w))

for all z € U and for all v € T,U and w € Ty(,)U*. We can now translate the A-symplectic duality conditions for
U : U — U* in terms of the previous operators. Indeed, the equations of the symplectic duality give

wo(d¥,(v),d¥,(w)) = dw, (v, w) = Awo(B,v,w),

Aw (d¥;(v), dV 5 (w)) = Awo(By(,)d¥:(v), d¥.(w)) = wo(v, w),

for all v,w € T,U. Then we get respectively:
dV5 odV, = \B, (56)

AV o ByyodV, =A""1d, (57)
By inserting into (57) the explicit formula of B\P( ) given by (55) we get:

A = AU o (— ([ U(2)P)U(2) 0 W(E) + F(— W ()2 d) 0 ¥ =
= ()P 0 W (2) Tz 0 AU, + (W (2)2)dbS o .
By (56), (54)
2)dW: 0 W(z) © () 0 A, + f'(~|¥(2)?)AB. =

S A 16]
= —f"(=1¥(2)[)d¥: 0 U(2) © W(2) 0 . + Af'(—[U(2)]*) f"(|2)2 © 2 +
+ A (2P (127 1d
Finally, by the very definition of ® one gets:
A = (= U(2)?)dP (AP (), U (2))¥(2)) +
+ AP (F7(127)2 0 2+ £(12*) 1d)

We are now ready to continue the proof of the theorem.



Let us come back to the general case. In all the following steps ¥ : U — U™ is a A-symplectic duality between
open subsets of C™ with n > 2.
Step 2. The map ¥ sends the origin to the origin, i.e., ¥(0) = 0. Consequently f'(0) = A\~ and w = w* = A" twy
at the origin 0 € U C C™.
Proof: Taking z = 0 in (56) and (57) and taking into account (54) and (55) one gets:

AU 0 d¥y = \By = Af/(0) 1d
dW§ o By gy 0 d¥o=A""1d
which imply By, ) = fAT702) Id . This together with (55) gives:

)\—2
f"(0)

Assume now, by contradiction, that ¥(0) # 0. Then the previous equation forces — f”(—|¥(0)|?) = 0 which, together
with (52), implies that w* = cwg at the point ¥(0), where ¢ = f'(—|¥(0)|?). Since both forms wy,w* are U(n)-
invariant it follows that w* = cwy at all points of the sphere centered at the origin of radius r = |¥(0)|. Since ¥ is
a diffeomorphism there exists a non constant smooth curve v : (—¢,€) — U such that v(0) = 0, 6 = |y(e)| > 0 and
[T (y(t)| = |¥(y(0))] =, for all t € (—e¢,€). We claim that w and wq are proportional inside the ball Ds(0), i.e. the
ball centered at the origin of radius 6. This will give the desired contradiction since we are assuming that wg and
w are not proportional (see Remark 3.2). In order to prove our claim let 3 = ¥(v) be the image of v under ¥. By
construction, the curve 3 is contained in the sphere of radius r centered at the origin. It follows, from the previous
discussion, that w*|3 = ¢ wo|g. This, together with the fact that ¥ is a A-symplectic duality, implies (by restriction
to the curve «) that

By o) = —f"(=12(0)*)¥(0) © ¥(0) + f'(~[(0)]*) Id = Id. (59)

(o)l = Awlys (B ")y = Ae (W) |, = wol,

and so w|, = A" 2¢"wyl,. Thus, since both forms w,wy are U(n)-invariant it follows that the above equalities hold
for all the points on the sphere centered at zero of radius |y(¢)|, for all t € (—e,e). Now if ¢ runs from 0 to € the
radius of these spheres runs from 0 to §. So we get that w and wy are proportional to each other on Ds(0), as we
claim. The last part of Step 2 is now straightforward. Indeed, since ¥(0) = 0 by (59) we get (f(0))? = A2 and since
f/(0) > 0 (this inequality is a consequence of (51) and the fact that w is a Kahler form) it follows that f’(0) = A™1,
which again by (51) and (52) implies w = w* = A~ 1wy at the origin. O

Step 3. There exists an open subset W C U containing the origin and a nowhere dense subset S C W such that:
(dV,(Cz2),¥(2))=C, Vze W\ S, (60)

i.e., for each z € W\ S and § € C there exists o € C such that (d¥,(az), V(z)) = 5.
_|_

Proof: Let n = x + iy be a complex number. Then (dV,(nz), ¥(2)) = za(z) + yb(z), where
)

a(z) = (dV,(2),%(2)), b(z) = (dV,.(iz), U(2)).

To prove this step we need to find an open subset W C U containing the origin and a nowhere dense set S C W such

that a(z) and b(z) are R-independent on W \ S. We first show that there exists an open subset W C U containing

the origin where b(z) # 0 for all z € W\ {0}. Indeed, assume, by contradiction, that such a set does not exist. Then

there exists a sequence {z,}, z, € U, z,, # 0, with z, — 0 as n tends to infinity and such that b(z,) = 0 for all n. Set
Zn

Wn = 127 and t, = |z,|. Then z, = t,w,, |w,| =1 and ¢,, — 0. Without loss of generality, since the unit sphere is

compact, we can assume that there exists £ € U, [¢| = 1, such that w,, — &. Therefore
0="0(2n) = ({tndUs, w, (1wy), U(t,wy)),
for all n. Dividing by ¢2 and taking the limit as n — oo we get,

(dWo(i€),d¥o(€)) = 0.
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On the other hand

m((d¥o(i§),dVo(§))) = —wo(d¥o(i&),d¥o(§)) = — (¥ wo)o(i€,$)
= —wo(i€, &) = Im((i€, ) = [¢]* =1,

which contradicts the previous equality. (The equality (0*wp)g = wg follows by (U*wp) = Aw and the fact that w at
the origin equals A~ lwg, by Step 2).

Fix now an open set W containing the origin such that b(z) # 0 for all z € W\ {0} and let S be the set of points
in W where the functions a and b are R-linearly dependent, i.e. S consists of those z € W for which there exists a
real number r(z) such that a(z) = r(z)b(z). Notice that 0 € S. For each z € S let X(z) be the vector at z defined by

X(z) =(1—1ir(z))=. (61)
Then it is immediate to see that
(d¥,(X(2)),¥(2)) =0,Vz € S. (62)

The proof will be completed if we show that the interior of S is empty. Assume the contrary and let S be an open
subset contained in S. Then (61) gives rise to a smooth vector field X on S. By inserting X(z) in both sides of
equality (58), using (62) and (z ® 2)(X (2)) = (X(2), 2)z = |2|*X (2), one gets:

(1272 © 2(X(2) + £/ (211 X (2))

|2
AP+ £(121%) X (2)

AX () = Af(-E(2)
— AP(u)
which implies
A2 = 1P (=P + F(12P) -
Let now z(t) C S be an integral curve of the vector field X (z), where ¢ is varying on an open interval, say I C R.
2 ~
Notice that (62) i 8;'(' (2) = 0 for all z € S, and hence |¥(2(t))|? is a constant, say d, for all t € I. By
inserting z(t) in the above equality we then get:

c=f"(l2OP) =) + f(l2()), t € 1,

where ¢ = (\2f’(—d))™!. On the other hand it follows by the very definition of X(z) that |z(¢)|? is not a constant
function on I. Hence, when t is varying in I, x = |2(¢)|? is varying in a non-empty open interval of the real line. In
this interval the function f satisfies the differential equation f”(z)x + f'(x) = ¢ contradicting our assumption (see
Remark 3.2). O

Step 4. There exists an open subset V. C U where the following condition is satisfied: given z € V and f € C one
can find a complex number & (depending on B and z) such that dV,(5z) = 0V(z). If this happens we will write

d¥,(Cz) =C¥(2), Vz € V. (63)

Proof: Observe first that equation (63) is equivalent to
d¥i(CU(z)) =Cz, Vz €V, (64)

i.e. for given z € V and 8 € C we can find 6 € C such that d¥$(6¥(z)) = dz. Indeed by (56) and by B,(Cz) = Cz
one has
d¥(d¥,(Cz)) = AB,(Cz) =C=z

and by applying (d¥$)~! on both sides we get (63).
In order to prove (64) let 5 € C and W and S as in Step 3. Then for z € W\ S there exists a € C (depending on
B and z) such that (d¥,(az), ¥(z)) = 8. By inserting az in both sides of formula (58) we obtain:

A laz = = f(=[W(2) )WL (BY(2) + Af' (=[T(2)]*) (f"(|2[*){az, 2) + af'(|2*)) 2

Hence

F (=19 (2)]?)d¥s(89(2)) = 72, (65)
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where v = Af/(—=|¥(2)[?) (f"(|z*){az,2) + af'(|z*)) — A'a. Since f is real analytic and ¥ is a diffeomorphism
f"(=|¥(2)|?) can vanish only in a discrete number of points in W\ S. Let V' .C W be an open set around the origin
which does not contain any of these points. We want to prove the validity of (64) in the set V. This is obvious for
z =0 (since ¥(0) = 0) and for all z € V' \ (VN S) (this follows by (65)). So it remains to prove (64) for the points
in VNS\{0}. Let 20 € VNS, 20 #0 and 2, € V\ (VNS), 2z, # 0, be a sequence converging to zo. Then, given
B € C there exists a sequence d,, of complex numbers such that d¥$ (5¥(z,)) = 0,2, (this follows again by (65)).
By taking the limit as n — oo the left-hand side of the previous equality converges and therefore the sequence 9, is
forced to converge to a complex number, say o, satisfying d¥3 (8¥(z0)) = doz0, and we are done. O

Step 5. Let L C C" be a complex line through the origin. Then there exists a complex line through the origin L*
such that
U(LNU)=LNU™

In particular d¥q € U(n).

Proof: Let zgp € L. By the U(n)-invariance of wp,w,w* we can assume ¥(zp) € L£. Thus, we need to show that
U(LNU) = LNU*. Equivalently we have to show that for every & € C"* = R?" orthogonal to £, i.e. go(z,&) = 0 for
all z € £, and for every smooth curve y(t) € L, such that v(0) = zg, one has go(¥(v(¢)),£) = 0, in the interval of
definition of (t), say t € (—a, a). Introduce the function ¢¢(t) = go(¥(v(¢)),&). Then, by using Step 4, we get

doe(t)
dt

= g0(d¥,) (Y'(£)), &) = B)go (¥ (1(1)), ) = B(t) ¢ (1),

for some smooth function 3(t),t € (—a,a). Then ¢, verifies a first order ordinary differential equation. Since ¢¢(0)
is zero then ¢¢ = 0. Thus, U(y(t)) € £ for all ¢, and this proves the first part of the step. In order to prove the last
assertion notice first that d¥q is linear symplectomorphism from (R?",wp) to itself. Indeed, since W is a symplectic
duality one has d¥jwy = Aw|o = AN\ "twp (the last equality is due to the second part of Step 2). Moreover, by using
the first part of the present step (namely the fact that ¥ sends complex lines through the origin to complex lines
through the origin), a simple linear algebra argument yields d¥¢(iv) = i d¥q(v), for all v € C™. Since d¥( preserves
the orientation dW¥g(iv) = i d¥q(v), for all v € C", and hence d¥, € GL(n,C) N Symp(R?") = U(n). O

Final step. There exist an open V C U, a radial function h:' V — C and A € U(n) such that

Hence h(z) = €"93)y(2) where g and 1 are radial functions on V.

Proof: By Step 5, ¥ restricted to a suitable open subset V' C U sends complex lines through the origin (intersected
with V) to complex lines through the origin (intersected with ¥(V')). Hence there exists a complex valued function
h:V — C such that ¥(z) = h(z)d¥o(z). Setting A = d¥, € U(n) it remains to prove that h is radial, i.e. it depends
only on |z|?. Since A*wy = wp and A*w = w we can assume that ¥(2) = h(2)z.

We first show that |h(z)|? is radial. Equivalently we will show that d(|h|?),(v) = 0 if v is a non-zero vector
perpendicular to z, i.e., go(z,v) = 0, for all z € V, z # 0. Notice that this is true when v = iz, namely d(|h|?).(iz) = 0
for all z € V,z # 0. Actually a strongest condition is true, namely dh.(iz) = 0 for all z € V' \ {0}. Indeed, if one
restricts ¥ to the complex line £ C C™ generated by z one gets a A-symplectic duality between (£ N V,w|zqv) and
(Y(LNV),w*gnv)) and the claim follows easily from the one-dimensional case (see Step 1 above). In order to
prove our assertion for arbitrary v orthogonal to z we can then assume that v is perpendicular to spang{z, iz}. This
means that wo(z,v) = wo(iz,v) = 0. Using (51) and (52) we also get w,(z,v) = w,(iz,v) = 0. Hence, on the one
hand, one gets (U*wy),(iz,v) = Aw(iz,v) = 0. On the other hand,

0= (¥"wy).(iz,v) = wo(dh,(iz)z + h(2)iz, dh.(v)z + h(z)v) =

=wo(h(2)iz, dh,(v)z + h(2)v) = wo(h(2)iz, dh,(v)2) + wo(h(z)iz, h(z)v) =
= wo(h(2)iz, dh.(v)z) = —Im((h(2)iz,dh.(v)z)) = |z|*Real (h(2)dh. (v)) =
e . %

- (h()h=(0) + A)dh () = E-d(hP).(0).

It follows that d(|h|?).(v) = 0 and hence |h|? just depends on |z|*.
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We now show that h is radial. With the same considerations just made for |h|? it is enough to show that
dh.(v) = 0 for all z € V'\ {0} and for all v perpendicular to spang{z,iz}. For such z and v one has, on the one hand,
(T*wp).(z,v) = Aw(z,v) = 0. On the other hand,

0= (Wwn):(2,0) = |22 (dh A dR). (2, 0) + %Zh(z)éj(dzj/\dﬁ)z(z,v)—f—

j=1
h(z)(dh A dz;).(z,v) + |h|Pwo(z,v) =

R

|Z\2 (dh A dh). (z,v)+|2|2%h(2)dﬁz( ) = IZI2 h(z)dh(v) .

N\N

Therefore
0 = (dh A dh).(z,v) + h(2)dh.(v) — h(z)dh.(v) = (dh A dh).(2,v) — 2h(2)dh. (v),

where the last equality is a consequence of the fact that we just proved that |h|? is radial (and hence 0 = d(|h|?).(v) =
h(z)dh,(v) + h(z)dh,(v) for all z € V' \ {0} and for all v perpendicular to spang{z,iz}).
Multiplying both sides of the previous equality by |h(2)|? we get:

0 = [h(2)[*dh.(2)dh-(v) — |h(2)]*dh-(v)dh.(2) — |h(2)|*2h(2)dh. (v) =
R(E)dh (V) dh- (0) — |(2) Pdhs (0)dFs (2) — [h(=)P2R()dh- () =
= —h(2)dh.(v) (Wz)dhz(z) + h(2)dh, (2) + 2|h(2) )

= —h(2)dh. (v) (d(|h]?)=(2) + 2/h(2)[?) .

Note that h(z) # 0 for z # 0 since the map ¥ : V — U(V), z — h(z)z is injective (it is a diffeomorphism). Hence,
in order to show that h is a radial function it is enough to prove that d(|h|?).(2) + 2|h(2)|? cannot vanish on any
open subset of V' \ {0}. Since |h|? is radial we can restrict the problem to the real line Rey, e; = (1,0,...,0). More
precisely, by defining o(t) = |h(te1)|? and I = {t € R| to’(t) + 20(t) = 0} the radiality of h will be guaranteed if I
does not contain any open subset of the real line. Assume, by contradiction, that there exists such an open subset.
Then in this set o solves the differential equation to’(t) + 20(t) = 0 and so o(¢t) = ﬁ for some real constant c. This
2

is the desired contradiction since |h(0)|? = 0(0) is a well defined real number. O

An immediate consequence of Theorem 1.6 is the following corollary which can be considered a generalization of
the second part of Theorem 1.1.

Corollary 3.3 Let ¥ : U — U™ be a A-symplectic duality between two radial forms w and w*. Then there exists an
open subset V. C U where the restriction of VU takes complexr and totally geodesic submanifolds through the origin of
(V,w) to complex and totally geodesic submanifolds through the origin of (¥(V'),wo).

Proof: Let V C U C C™ be an open subset containing the origin such that the restriction of ¥ to V is of the
form (11), i.e. W(z) = e*p(2)A(z), z € V. Since w is radial it is easy to see that a complex and totally geodesic
submanifold of (V,w) of (complex) dimension k is the intersection of V' with a k-dimensional linear subspace of C™.
Therefore ¥(VNT) =T*N¥(V) where T is the k-dimensional space of C™ given by A(T). O

4 Applications and examples

In this section we provide some examples and applications of our results. The first two subsections deal with Hartogs
domains and the Taub-NUT metric respectively which are important examples in the rotation invariant case. In the
third subsection, where we consider the radial case, we exhibit an example of radial Kéhler form (different from the
hyperbolic metric) for which there exists a A-symplectic duality. In all this section given a rotation invariant (or even
radial) Kéhler form w = %85@ (on an open subset of C™ containing the origin) we say that it admits a A-symplectic
duality if there exists a A-symplectic duality ¥ : U — U* between w and w* = %85@*, where ®* is the (local) dual
of ® (defined on a suitable neighborhood M* of the origin).
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4.1 Hartogs domains

Let 1g € RT U {+occ} and let F : [0,29) — (0,+00) be a decreasing real analytic function, on (0,x¢). The Hartogs
domain Dp C C™ associated to the function F' is defined by

Dr = {(20, 21, -y 2n—1) € C" | |20]* < z0, |21]* ++ + [20-1]" < F(|20*)}.

One can prove that, under the assumption —(%)/ > 0 for every x € [0, zg), the natural (1,1)-form on D given
by
1

(I20?) = |22 * = -+ = [z [?

1 —
P = 28610g 7 (66)
is a K&hler form on Dp. The previous equality is equivalent to the strongly pseudoconvexity of D (see [5] for a
proof and also [6], [8], [12] and [9] for other properties of these domains).

Notice that, when 29 = 1 and F(x) = 1 — z, then the corresponding Hartogs domain is the n-dimensional unit
ball endowed with the hyperbolic form wyy,. In this case, we have already observed in the Introduction that wy,,
admits a special A-symplectic duality. We now prove that in fact this is the only case among Hartogs domains,
namely if (Dp,wr) admits a \-symplectic duality then (Dp,wr) is holomorphically isometric to an open subset of
the complex hyperbolic space. In order to prove our assertion notice first that the potential for the Ké&hler form wp
is rotation invariant and has é(wo,xl, cey 1) = —log(F(xo) — Z;:ll x;) as associated function. Therefore by
Theorem 1.5 (cf. equations (10)) (Dp,wr) admits a A-symplectic duality iff the following two equations are satisfied
on a neighbourhood of the origin of R™:

)\2 F/(LU()) ) ( /\3900 ) -1

F(zo) = Y 2 F(— W%) +300) )‘am T

and
1 1

1 : 1
F(zo) =322 x5 F(=A W»’CO) +2255 )\890 Zj
Substituting the second one into the first one we get

/ / Az F/(xo)
N2 F (20) - F 0 =
(7o) <F<xo> S ) :

If we fix xo in this equation and let ¢ = Z 1 x; take values in a small open interval contained in [0, F(zo)), we
get that F'(x) is constant on a sufficiently small interval, and hence F” is constant. So F(x) = ¢; — cox for some
c1,¢2 > 0, which implies that Dp is holomorphically isometric to an open subset of the hyperbolic space CH™ via

. Zn—
the map ¢ : Dp — CH™, (ZO,Zl,...,Zn_l)H<\/CZIUW’ zé17,..7\/al).

4.2 The Taub-NUT metric

n [7] C. LeBrun constructed the following family of Kéhler forms on C? defined by wy, = £09®,,, where
(U V) =U+V 4+mU*+ V), m>0

and U and V are implicitly defined by

‘Zl|2 _ eQ'm(U—V)U'7 |22|2 — e?m(V—U)V

For m = 0 one gets the flat metric, while for m > 0 each of the metrics of this family represents the first example of
complete Ricci flat (non-flat) metric on C? having the same volume form of the flat metric wg. Moreover, for m > 0,
these metrics are isometric (up to dilation and rescaling) to the Taub-NUT metric. In [11] it is proven that (C2,w,,)
is globally symplectomorphic to (R*,wp) via a special symplectic map.
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We claim that there ewists a special \-symplectic duality ¥ for (C% w,,) if and only if m = 0. In order to prove
our claim let x; = |2;|2, j = 1,2. By the inverse function theorem one easily gets

6(I)m _ (1+2mv)62m(V7U) ; a(I)m _

1 omU 2m(U—-V)
(9{1}1 81'2 ( +am )6

B‘i‘m
812

so that %xl =U + 2mz125 and x2 =V + 2maxi 2. Equations (10) for 2o = 0 write respectively

)\26—2mU(ac1,0)6—2mU(—>\U(;c1,0),0) -1

MN(1 4 2mU (21, 0))e*™V @10 (1 4 2mU (=AU (21, 0), 0)) 2™V (ZAV(@1.00.0) — 1,
By the first one we get
1
U(_AU(‘/ED 0)7 0) = IOg A— U(mh 0)
m

which, replaced in the second one, gives
M1 4 2mU(21,0)) (1 + 2log A — 2mU (x1,0)) = 1.

The latter is a polynomial equation of degree 2 in 2mU (z1,0). Let m # 0. Then, either this equation has not solution,
and we are done, or it implies that U(z1,0) is constant in a neighbourhood of 0. But in this case, since x; = >™VU,
also 1 must be constant, which is impossible. This proves our claim.

4.3 Examples in the radial case

Let M be an open neighbourhood of 0 in C", endowed with a radial K&hler form w = %85]", with f = f(]z|?). In this
case, we know that the existence of a radial invariant A-symplectic duality is guaranteed by equation (13), namely
N2 f'(x)f'(—=Axf'(x)) = 1 on a suitable neighbourhood of the origin of R.

It is easy to see (in accordance with what we already knew) that f(z) = +a (the flat metric), f(z) = —+ log(1—x)
(the hyperbolic metric) and f(z) = § log(1 + ) (the Fubini-Study metric) satisfy this equation. In order to see other

solutions different from these cases, notice that (13) can be rewritten as
G(G(x) ==z (67)

where G(x) = —Azf’(x). Thus if the graph of y = G(z) is symmetric with respect to the straight line y = z, then

G(x) satisfies (67). Take for example
V2 1/

which is defined in a neighbourhood of 0, satisfies this condition (we obtained this function by simply rotating clockwise
the graph of the even function y = —? by an angle of 7/4). Notice also that this G is analytic in 0 and satisfies
G(0) = 0, so that G(x)/x is also analytic. Then, by integrating f'(z) = —G(z)/A\x, we get a function f(z) which
satisfies the equation of symplectic duality and such that f/(0) = fG;SO) = % > 0, so that it defines a Kéhler metric
in a sufficiently small neighbourhood of the origin. A simple calculation shows that the Kahler metric associated to
this potential f has not constant curvature and so this yields a Kéhler metric which admits a A-symplectic duality
but which does not have constant curvature.

Finally, an easy example of potential which admits a local dual but which does not admit a A-symplectic duality

is given by f(z) =x — %2, x = |z|2, in a suitable neighbourhood of the origin.

5 Appendix

The following lemma provides necessary and sufficient conditions for a given rotation invariant special map to be
symplectic.
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Lemma 5.1 Let C C C" and S C C" be two complex domains containing the origin endowed with rotation invariant
Kdhler potentials o and 3 and corresponding Kdihler forms w, = 500a and wg = 50003 respectively. Then a rotation
invariant special map ¥ : C' — S satisfies U*(wg) = wq if and only if

0&
¢kaﬁ(,¢)lxla"'aw $n) a;i k::l?"'an7 (68)

where & : C C R* — R (resp. §: S C R — R) is the function associated to a (resp. ) (see Section 2 for the
definition of special maps).

Proof: Since

. n 29 -
WQZE Z < o6 ZZi—Faﬂ_(Sij)de/\dZ,‘

2 Pt Ox;0x ox;
one gets
i 0%B _9p _
- YW, 4+ ——(U)d;; | dU; A dTy,
22(5@8% j+8:cj( ) J) J
where gTBj(q/) = gf (D221, ..., p2x,) and 85;; (¥) = aia@j (D221, . .. p2xy).

If one denotes by
U (wg) = ¥ (wg) (2,0 + ¥ (wp)(1,1) + ¥ (wp)0,2)

the decomposition of U*(wg) into addenda of type (2,0),(1,1) and (0,2) one has:

T d%j3 _ 0B oV, OV,
o* = - W, + — (V)6
@lao=3 3 ( G (DY g () ) e (69)
T 923 _ 9B ov. 0V, IV, 0V,
o . Y0, T, + 2 (w)s; | (S22 ZT0 97 g A dg
T— 9%( 9B oV, T,
v = - N, + ()6, | —L = dz 2l 1
(wﬁ)(0’2) 2 ij;:l (8%81’]( ) v + 8IJ( )@]) aZ_k 3Z_Z (7 )
Since ;(2) = ¥;(|21|%, ..., |2n|?)2;, one has:
o, o _ - o, oY
= ; iOiky m—— = i 2
(9Zk 6$k %+ 'l/} 4§ 6zk 8$k e (7 )
and _ _ B ~
ov; Oy ov, oY, _ _
1Yk = i 73
0z T Oz T it ¢ * 0z, Oy, e ( )
By inserting (72) and (73) into (69) and (70) after a long, but straightforward computation, one obtains:
\I/*(WQ) 20) = 3 zn: @Zkil dzp N dz (74)
(20— 3 2
k=1
and ~ _
. i Apr + Al 0*B ~9 Ton o ~9 _
U (wg),1) = 3 kzlzzl ( 5 + D0, (W)Y ) zea + 87%(‘1’)51@1% dzy A dz, (75)
where ~ ~
NP g 0?3 W

16



Now, we assume that

i d%a da
\I’* = = — - 7.
(u)g) We kgl <ax o 22 + o 5lk> dzi Ndz

Then the terms ¥*(ws)(2,0) and ¥*(wg)(0,2) are equal to zero. This is equivalent to the fact that (76) is symmetric
in k,I.
Hence, by setting

- 98
I = fa—fl(xp), l=1,...,n (77)
equation (75) becomes
i 23 - 0B -
v = - A )2 ) ez + ——(U)0p2 | dzy A dZ
(wa)a,n) ngl ( kl+(’)xk8$l( Wiy )Z"Zﬁaxk( )0ty | dzi A dZ
i~ [ OTy _
_ 5 Z (MZkzl + Fk5k1> dzp \Ndz. (78)
k=1
So, ¥*(wg) = w, implies

i~ (OI i %@ %!
= —Z Doy | dzip Ndzp = - —F % — 0k | dzi A dZ.
5 kgl ((%k Zpz Ly w) R Naz =g kgl <8xk8:cl 2k + 921 kl) ZE N\ az
In this equality, we distinguish the cases | # k and | = k and get respectively

or, 0%a
— = k#£1
8£Ck axkaxl ( 7& )
and
% + N an + 875[
Oxy, Tk k= [“)x% Tk oxi
By defining Ay, =T, — 2

these equations become respectively

0Ar
and

— = —A,.
i T = k

The first equation implies that A; does not depend on z; and so by the second one we have

oa Ck
Ay =T} — — = —
k=1k 6$k; .’Ek’

(79)
for some constant ¢, € R. Since the domains contain the origin this forces ¢ = 0,Vk, and hence, by (77), we get

0 ~ 0é
Fk_wkaﬁ( ) 6(¢1x1,...,@/}2xn)=£027
namely (68).

In order to prove the converse of Lemma

1, notice that by differentiating (68) with respect to [ one gets
&*a 6
% 3
8£Ukail'l L wkwl
. . 25
with A, given by (76). By 6zk8xz = Bzamk amkaml wkwl 6zlamk wl wk one gets Ay =
addenda of type (2,0) (and (0,2)) in ¥*(wg) vanish. Moreover, by (76) and (78), it follows that U*(

Aji. Then, by (74), the

wg) = Wy O
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