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An Adaptive Sampling Technique for Passivity
Characterization and Enforcement of Large
Interconnect Macromodels

Stefano Grivet-Talocia, Senior Member, IEEE

Abstract—This paper deals with the characterization and
enforcement of passivity for linear lumped interconnect macro-
models. An adaptive accuracy-controlled frequency sampling
process is employed to identify a set of frequency bands where
the macromodel is locally passive. These results are employed
as a preliminary step, enabling the fast computation of imag-
inary eigenvalues of the Hamiltonian matrix associated to the
macromodel. Then, iterative perturbation is employed to remove
these eigenvalues from the imaginary axis and to achieve global
passivity. The resulting scheme is highly optimized for macro-
models having large dynamic order and with a sparse structure.
Significant speedup factors up to two orders of magnitude are
achieved with respect to a standard implementation of the same
passivity compensation scheme based on a full eigensolver.

Index Terms—Adaptive sampling, Arnoldi algorithm, complex
frequency hopping, eigenvalues, Hamiltonian matrices, linear
macromodeling, passivity, perturbation theory, scattering, sin-
gular values, sparse matrices.

I. INTRODUCTION

ACROMODELING is nowadays a common practice for
Mthe assessment of signal integrity (SI) issues in early
stages of the design of complex high-speed electronic systems.
A common approach to system-level SI analysis is to parti-
tion a complex interconnected system into several different and
well-defined structures, like e.g., transmission line segments,
via fields, connectors, discontinuities, etc. Each structure is sep-
arately analyzed via full-wave solvers in time or frequency do-
main or via direct measurements (when possible), in order to
derive its electromagnetic behavior over an extended frequency
band. Then the results are processed by suitable fitting/iden-
tification algorithms leading to some closed-form representa-
tion of the associated transfer matrix in the Laplace domain,
rational approximations being the standard choice for lumped
models. Finally, the various submodels are cast in a common
format (e.g., SPICE or VHDL-AMS) and interconnected for
system-level Signal Integrity analyses.

The final simulation step may seem straightforward, but in
fact serious difficulties may be encountered if any of the dif-
ferent macromodels is not passive. In fact, nonpassive compo-
nents may lead to unstable transient simulations due to their
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ability to generate more energy than they are fed with. Some
examples illustrating this loss of stability are available in [24]
and [26]. This is indeed a serious drawback that in some cases
makes the macromodels practically useless. Consequently, there
is a strong motivation underlying several research efforts by
both academia and industry towards efficient schemes for the
enforcement of the macromodel passivity. Several schemes have
been proposed so far. We can cite approaches based on a priori
assumptions on the macromodel representation [15], on linear
or quadratic programming based on a discrete set of frequencies
[16], [23], on convex optimization with passivity constraints
[17]-[19], and on Hamiltonian matrices [21], [22], [24]-[26].
When the macromodel size is limited, such schemes run with
moderate requirements of computational resources. However,
their applicability to large-sized macromodels is quite limited
due to the excessive computational cost involved in the passivity
enforcement.

Here, we concentrate on the class of methods based on the it-
erative perturbation of Hamiltonian eigenvalues. In fact, there is
still significant potential for improving their efficiency when the
number of internal states, or equivalently, the number of poles
of the macromodel is large. In this work, we show that an accu-
racy-controlled adaptive frequency sampling process, combined
with a customized scheme for the determination of few Hamil-
tonian eigenvalues restricted to small frequency intervals, may
result in very significant speedup factors with respect to more
standard implementations. In some cases, speedup factors up to
two orders of magnitude have been observed without affecting
the quality of the results.

More detailed preliminaries and motivations for the devel-
opments in this work are provided in Section II. The proposed
adaptive sampling scheme is presented in Section III. The algo-
rithms for the determination of the imaginary eigenvalues of the
Hamiltonian matrix and for the passivity compensation are sum-
marized in Section I'V. Finally, numerical examples will follow
in Section V.

II. PRELIMINARIES AND MOTIVATIONS

We consider linear macromodels in state-space form

{ z(t) = Az(t) + Bu(t) 0
y(t) = Cxz(t) + Du(t)

having N poles (size of A), with corresponding P X P transfer
matrix

H(s)=D+C(sI - A)™'B. 2)
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Only the scattering representation will be considered for (1)
and (2), but all the results in this work will be applicable with
obvious modifications to other representations, e.g., impedance
or admittance [25]. The macromodel in the state-space form (1)
can be obtained by applying some fitting algorithm, such as the
well-known Vector Fitting [8], to estimate poles and residues
from frequency-domain tabulated scattering parameters of the
structure under investigation. We assume that all poles, or
equivalently the eigenvalues of A, are strictly stable, so that the
transfer (scattering) matrix H(s) is nonsingular for R{s} > 0.
Since all state matrices are assumed real, the passivity of H(s)
can be checked only on the purely imaginary axis s = jw by
insuring that all singular values of H(jw) must be uniformly
bounded by one at any frequency

0; <1, Vo; €0(H(jw)), Vw. 3)
This condition is equivalent to
(1-H"(jo)H(jw)) >0, Vo @

where # denotes complex conjugate transpose. In the fol-
lowing, we will also assume asymptotic passivity (i.e., the
singular values of D are strictly less than one), together with
controllability and observability of the state-space realization
(1). These two conditions are easily enforced as described
in [26]. Finally, we will only work with macromodels in
sparse form as discussed in [26] and [35], characterized by
sparse state-space matrices. The basic condition underlying
all developments requires that (jwI — A) can be inverted at
a small computational cost. Therefore, we will assume A to
be block-diagonal, with blocks of size 1 for the synthesis of
real poles and of size 2 for complex pole pairs. Note that this
choice is always possible in the construction of the state-space
realization and leads to a O(N) computational cost for the
evaluation of the transfer matrix at a given frequency.

The well-known theory of Hamiltonian matrices [20], [25]
identifies the frequencies wy at which one of the singular values
o; reaches the threshold v = 1 with the purely imaginary eigen-
values iy, = jwy, of the Hamiltonian matrix

Mo (A- BR 'D'C —-BR 'BT )
- c's™'c -A" +C"DR'B"

where R = (DD —I)and S = (DD* —I).

If some imaginary eigenvalues are found, the macromodel
is not passive and compensation must be performed. The iter-
ative perturbation scheme of [21] and [25] can be used to dis-
place these eigenvalues from the imaginary axis and to achieve
passivity. No details about the main algorithm will be provided
here, since they are available in the open literature. We recall
that the main numerical tools required by this scheme are eigen-
value determinations and least squares solutions of small linear
systems. In other words, the compensation is performed via
algebraic operations that do not need frequency sampling for
checking and/or enforcing (3). On the other hand, the need of an
eigensolution of the Hamiltonian matrix becomes a weak point
when the dynamic order NV is large, since the associated cost
scales as O(NN3). As a consequence, when a standard full eigen-
solver is employed, the standard Hamiltonian-based scheme of

Fig. 1. Use of multiple shifts along the imaginary axis for the determination of
few eigenvalues of the Hamiltonian matrix close to the imaginary axis (crosses),
neglecting the other part of the eigenspectrum (squares). Circles indicate the
convergence regions for the restarted Arnoldi process at each shift. The entire
bandwidth is processed in left panel, thus requiring a possibly large number of
shifts. Right panel shows that a significant reduction in the number of shifts
may be achieved by skipping some carefully selected frequency intervals (thick
lines).

[21] and [25] can only be applied to moderate-size macromodels
with a reasonable computational cost. We remark that the same
cubic scaling law applies to the computational cost per iteration
of state-of-the art convex optimization approaches [17]. Here,
we are trying to reduce this cost.

Some progress in speeding up the algorithm has been doc-
umented in [26] and [35]. In these works, a dedicated eigen-
solver for the selective determination of the imaginary eigen-
values of Hamiltonian matrices admitting sparse decomposi-
tions was presented. This eigensolver is based on a multishift
restarted Arnoldi process [30], [31], [39], similar to the complex
frequency hopping (CFH) scheme [32]. A bisection process is
performed on the full bandwidth encompassing all imaginary
eigenvalues (if present), and multiple shifts are placed along the
imaginary axis. A dedicated Arnoldi process aimed at the de-
termination of few closest eigenvalues to each shift is run, and
the results are collected to gather the full set of imaginary eigen-
values. All details are reported in [26] and [35], and a schematic
illustration is provided in the left panel of Fig. 1. The advan-
tage of this scheme in terms of required operations is signif-
icant, since the computational cost scales with the number of
states only linearly, as O(cN). Unfortunately, the constant ¢
may be very large, since it is roughly proportional to the number
of shifts and to the squared size of the Krylov subspace being
used at each shift, the main bottleneck being the unavoidable or-
thogonalization of the Krylov vectors. In particular cases char-
acterized by a Hamiltonian eigenspectrum clustered around the
imaginary axis, the number of shifts grows very large and the
speedup factor with respect to a standard full eigensolver results
quite moderate. These difficulties are documented in [26].

The above considerations lead to the conclusion that a re-
duction of the number of shifts could significantly improve the
efficiency of the entire compensation scheme. This is indeed
the purpose of this work. We show that an adaptive sampling
process can be applied to identify the strictly passive frequency
bands, where no imaginary eigenvalues can be located, by
checking (3) or (4) directly at carefully selected frequencies.
Although it is widely recognized that this procedure may be
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cumbersome and computationally expensive, this is not the
case when a fast inversion of (jwI — A) is possible and when
N > P. It is obvious that this identification is however only
approximate, since only a finite number of frequency samples
are tested. Indeed, we will use this frequency sweep test only as
a preliminary step, aimed at the exclusion of a set of certainly
passive frequency bands from the more accurate but expensive
check based on the imaginary Hamiltonian eigenvalues. The
multishift eigensolver, applied to these reduced-size frequency
bands, will only need a reduced number of shifts with respect
to its full-bandwidth application, as depicted in the right panel
of Fig. 1. Consequently, the computational cost will be signif-
icantly reduced. Preliminary results of the proposed adaptive
sampling techniques were available in [27]. The following
high-level list illustrates the various steps of the proposed algo-
rithm, pointing out the section where the details are developed.
1) Perform an accurate frequency sampling of H(jw) (Sec-
tion III):
a) estimate the upper frequency (Section III-A);
b) perform an initial coarse sampling (Section III-B);
c) iteratively refine the frequency samples until suffi-
ciently accurate (Section III-C).
2) Extract the frequency bands where H (jw) is certainly pas-
sive (Section III-D).
3) Apply a multishift process to each of the remainig fre-
quency bands and collect all imaginary Hamiltonian eigen-
values (Section IV and [26]).

III. ADAPTIVE SAMPLING

This section presents an adaptive frequency sampling tech-
nique aimed at the detection of frequency bands where local
passivity is guaranteed. More precisely, the expected result is
a collection of frequency intervals

Q
(passive _ U Qq; Qq — (wq,waq,l) (6)
qg=1
such that
0; <1, Vo, €o(H(jw)), VYwe Qrasive 7

It will be convenient to work with the squared singular values
i = o2, which are subject to the same unitary boundedness
condition (7) for passivity. The \; are the eigenvalues of the
Hermitian matrix

O(jw) = H (jw)H (jw) )

and are therefore strictly real and positive. We will collect the
associated eigenvectors, denoted as v;, in the modal matrix V.
Due to the fundamental properties of Hermitian matrices we
have

VT (jw)O(jw)V (jw) = diag {\i(jw)} ,
VE(ju)V(jw) =1 Vw. 9)
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We remark that even in case of \; with multiplicity larger than
one, there always exists a modal matrix V satisfying (10), since
© cannot be defective [33].

The generation of the frequency samples follows a sequence

of steps that are itemized below.

1) Estimate the frequency wy,.x providing an upper bound for
all imaginary eigenvalues jw;, of the Hamiltonian matrix.
The existence of this upper frequency is guaranteed by the
asymptotic passivity of the macromodel, here assumed a
priori.

2) Generate an initial set of frequency samples based on the
distribution of the macromodel poles.

3) Check and iteratively refine the set of frequency samples
so that tracking of individual eigenvalues \; and associated
eigenvectors v; is achieved throughout [0, wyax]-

These steps are detailed in Sections III-A—III-C. Finally, in Sec-

tion III-D, we illustrate the procedure for the determination of
Qpassivc.

A. Upper Frequency

The upper frequency wnax 1S quite easy to estimate. In fact, it
is sufficient to have an estimate of the eigenvalue of maximum
magnitude of the Hamiltonian matrix M

(10)

|tmax| = arg max ||
since by definition

Wmax S |.U’rnax|' (11)
The evaluation of the maximum magnitude eigenvalue is a stan-
dard problem in numerical analysis, since the sequence

{x, Mz, M?z, ...} (12)
with proper normalization converges to the associated eigen-
vector. This is the basis of all Krylov-subspace projection
methods for selective eigenvalue determination. The reader is
referred to any numerical analysis text for details (see, e.g.,
[31] and [38]). We note here that the construction of the above
sequence only requires the application of the Hamiltonian
matrix to a given starting vector. This operation requires at
most 4N (P + 1) + 4P? operations, using the formulation of
[26]. Therefore, the estimation of w,,x can be performed at
a cost that is negligible with respect to the overall cost of the
passivity compensation process. Once wpay is known, we can
safely assume that all imaginary eigenvalues (if any) pr = jwg
of the Hamiltonian matrix are such that wy € [0, wWpax]- Also,
this implies that the rightmost strictly passive frequency band
in (6) extends to infinity and is expressed as g = (Wiax, 00).

B. Initial Sampling

A starting set of frequency samples providing a rough repre-
sentation of the frequency-dependent eigenvalues \;(jw) can be
determined by the distribution of the macromodel poles p,, =
Q4 7 Bn- These poles are known since, due to the assumptions
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on the state-space realization, their real parts are the diagonal en-
tries of A and their imaginary parts are placed in the first order
diagonals. Each macromodel pole contributes to the frequency
variation of the transfer matrix (hence of the eigenvalues ;)
mostly in a bandwidth centered at (3, with size approximately
|, |- This is evident from the partial fraction expansion of (2)

13)

H(s)=D+>_ 1_2’;)

S

showing that the frequency variations of H (jw) are due to the
superposition of the various partial fraction terms, each being
associated to a single pole. The highly resonant poles induce
local variations and require fine sampling around the resonant
frequency. Conversely, highly damped poles induce smooth
variations, requiring a coarse and spread grid.

There are several choices for the generation of frequency
samples that well represent both magnitude and phase varia-
tions associated to each pole. Here, we consider a total number
of 2R + 1 frequency samples for each pole (only the poles with
nonnegative imaginary part are considered), expressed as

rmw
Wh, On + an2(R+1) r ,

(14)
These samples provide a uniform sampling of the phase asso-
ciated to each partial fraction term in (13). A small number of
samples per pole is needed. We used R = 3 in all numerical
tests of this work, which proved to be sufficient.

The samples generated for each pole are accumulated and
sorted. Then, only the frequencies enclosed in [0, wy,ax| are re-
tained, including the boundary samples. The resulting number
of samples is approximately (2R + 1) N. However, a last scan
is performed to remove those samples that are closer than a pre-
scribed threshold Aw. This step is necessary since the samples
coming from different poles may become very close or even co-
incident. For instance, repeated poles (hence repeated samples)
occur when the state-space realization is constructed from a par-
tial fraction representation (13) with residue matrices R,, having
rank larger than one [36]. Repeated samples are unnecessary and
detrimental for the algorithm to be presented. Various criteria
for the determination of the threshold Aw can be adopted, e.g.,
any combination of the conditions as follows.

* A prescribed portion ¥ of the entire bandwidth, Aw =

PWmax.

* As above, with 9 being parameterized with the number of
poles, ¥ = (Np)~*t, with p > 1.

* Aninterval parameterized by the smallest real part (in mag-
nitude) among all macromodel poles, Aw = v min, |ay,|,
withv < 1.

The specific choice is not critical, since even a poorly sampled
frequency axis will be subject to the iterative and accuracy-con-
trolled refinement detailed next. It is important, however, that
the minimum separation Aw between the retained samples is
not too large, otherwise the benefits of the poles-induced initial
sampling may be lost. Of course, there is a trade-off between
number of samples (hence CPU time) and accuracy of the initial
sampling. In this work, we use the second choice with p = 10.

C. lIterative Refinement and Tracking

We start here with an initial set of frequency samples
{Wm,m = 0,...,M} with wg = 0 and wp; = Wpax, de-
termined by the procedure of Section III-B. These samples
provide a rough but representative approximation of the fre-
quency dependence of the transfer matrix (2). In particular,
occurrence of sharp peaks and rapid phase variations due to the
presence of poorly sampled regions is avoided by construction.
The purpose of this section is to present a simple iterative
refinement strategy leading to an accuracy-controlled sampled
frequency axis. The accuracy metric that is relevant here must
be related to the frequency variations of the eigenvalues );,
since their values are to be used to detect the strictly passive
frequency bands QP**V¢ in (6). It turns out that a more con-
servative accuracy measure is provided by the eigenvector
matrix V', which is more sensitive than the eigenvalues to the
perturbations induced by frequency variation. For instance, it
is well-known that two eigenvectors may become extremely
sensitive to perturbations when their eigenvalues are close,
even if each individual eigenvalue is well-behaved [33], since
the condition number of an eigenvector depends on the gap
between its eigenvalue and the closest other eigenvalue [31].
Therefore, we precompute during the initialization phase

* the matrices H,,, = H(jw,,) and ©,,, = O(jw.,);

* the eigenvalues A,,, = diag{\;(jwm)};

* the eigenvectors V,,, = V(jw,,).

We start with the assumption of simple eigenvalues at each
frequency sample
Vi, i, m.

)‘i(jwm) # /\’i’(jwm)v (15)

This condition will be relaxed later. Let us choose a pair of
adjacent samples w,, and w,,4+; and consider the associated
eigenvector matrices V,,,, V,,,11. We want to determine if we
can use these matrices to track each eigenpair from sample m
to sample m + 1. Indeed, if the sampling is accurate enough,
the eigenvalues and the eigenvectors at sample m + 1 will be
small perturbations of those at sample m. A precise mathemat-
ical form of this statement must take into account two basic
facts in order to be applicable to the general case. First: any
eigenvector can only be computed up to an arbitrary phase term,
since if v, is an eigenvector also v;e/ ¥ is an eigenvector for any
; € [0,2m). Moreover, most numerical eigendecomposition
routines only enforce ||v;|| = 1, without any explicit control
on the phase 1;, which may differ from one frequency sample
to another. Therefore, we need a parameterization of the eigen-
vector matrix which takes into account this arbitrary and un-
known phase factors. To this end, we define a diagonal matrix
Vmt1 = diag{e’¥:}. Right-multiplication of V,, by this
matrix provides the aforementioned parameterization. Second,
the ordering of the eigenpairs may vary from one sample to the
next, and this ordering is also unknown. We take this into con-
sideration by defining an unknown permutation matrix P, p,41
having a single unitary entry in each row and column. Right-
multiplication by this matrix provides a columnwise permuta-
tion. As a result, we have the following representation:

Vm+1 = Vm‘I,m,m+1Pm,m+l + 5Vm,m+l (16)
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where the first term is the eigenvector matrix at sample m,
whose columns are phase-shifted and permuted. The following
derivation allows to estimate the phase shifts ¥,,, ,,+1 and the
permutation matrix P, 41 that are necessary to “adapt” the
eigenvector matrix V,,, according to the ordering and to the
phases of the eigenvectors at sample m + 1. As a result, it will
be possible to regard the second term in (16) as a true (complex)
perturbation, independent of phase shifts and ordering. Our
final aim is to determine whether this perturbation 6V ., ;41
on the eigenvectors is small. We compute therefore the mutual
product

P H
Pm,m+1 = Vme+1

= ‘I’m,m+1Pm,m+1 + Vgévm,m+1~ (17)

In case of accurate sampling, the matrix P, ,+1 is a good ap-
proximation of a true permutation matrix, up to arbitrary phase
terms. We attempt the recovering of the true permutation matrix
by computing

Pomir =T (|Pomsal) (18)
where the operator Z(-) rounds towards the nearest integer its
matrix argument and the absolute value is taken component-
wise. Note that, in case of negligible perturbations 6V, ymy1,
this absolute value allows to get rid of the arbitrary phase terms,
which are cancelled out. In general, two cases may apply. If
P,, ;.11 is a malformed permutation matrix, the amount of per-
turbation in the eigenvectors from sample m to sample m + 1 is
too large, and no tracking can be performed. This implies that
also the eigenvalues at sample m+ 1 cannot be regarded as small
perturbations of those at sample m. There will be no guarantee
of accuracy within the considered frequency interval, which is
flagged and will be refined at next iteration. If instead the result
is a valid permutation matrix, it can be inferred that eigenvectors
can be tracked from sample m to sample m + 1. The individual
eigenvalues at sample m + 1 will also be small perturbations of
those at sample m, and no refinement of this frequency interval
is needed. In order to validate this assumption, we compute the
product

~T ~
Jm,m-{—l :Pm,m+1Pm7m+1

T
= Pm,m+1‘Ilm,m+1Pm,m+1

~T "
+ Pm,m+1Vm5Vm,m+1 .

If the estimate IADm,mH is correct, matrix Jy, ,,,+1 is a small per-
turbation of a phase-shifted identity matrix (showing the effect
of a correct reordering of the eigenvectors), with the perturba-
tion terms being the components of 6V, ,,,+1 With respect to
the reordered eigenvectors at sample m. The frequency interval
is accepted as accurate when the simple estimate on the amount
of perturbation

max { ([T ms1| = D)l } <€ (19)

is satisfied for a sufficiently small threshold ¢ (the absolute
values always being taken componentwise). We use in this
work ¢ = 0.2. If this is not the case, the interval is flagged
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Fig. 2. Eigenvector perturbation defined as in (19) at initial (top) and final
(bottom) iterations of the adaptive sampling process. Big circles in the top panel
indicate the frequency samples associated with incorrectly formed permutation
matrices.

as inaccurate and it will be refined at the next iteration. An
illustrative plot of the perturbation estimate in (19) is provided
in Fig. 2 for a test case (denoted as Case III in Section V). Note
that in the bottom panel, corresponding to the final result of the
adaptive sampling process, the perturbation estimates between
any pair of adjacent samples are uniformly bounded by the
adopted threshold.

Iterative refinement is achieved by inserting an additional fre-
quency sample at the midpoint of each flagged interval, and by
repeating the above checks only on the newly generated inter-
vals. The above procedure is very simple and straightforward,
yet it allows to track the frequency dependence of individual
eigenvalues \; even if they cross each other between any pair
of frequency samples. Eigenvector tracking is essential in this
case, since the computed permutation matrix allows to estab-
lish a one-to-one correspondence between the eigenvalues at the
two frequencies, independent on the ordering obtained from the
adopted eigensolver. Fig. 3 shows a snapshot of the initial and
final sampling of the eigenvalues \;(jw) for the same test case
used in Fig. 2. Although the initial sampling is already quite
representative of the significant frequency variations, the final
sampling allows tracking of each eigenvalue throughout the fre-
quency band of interest.

The only case when the procedure may break down occurs in
case of multiple eigenvalues. In this case, even though the in-
variant subspace associated to the multiple eigenvalue is well
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Fig. 3. Spectrum of eigenvalues \;(jw) at the initial and final iterations of the
adaptive sampling process for an illustrative case.

determined, the actual basis of eigenvectors for this invariant
subspace is not unique, depending on the eigensolution algo-
rithm and in some cases even on different runs of the same al-
gorithm. Therefore, a correct permutation matrix will never be
obtained by (18). However, this case is easily detectable, e.g.,
when

max |A;(jwm) — Air (jwn )| < ke max [A;(jwn )| (20)

where ¢ is the machine precision and k£ > 1 is a small constant.
Since the occurrence of multiple eigenvalues is not structurally
stable with respect to the small variations of the frequency, the
above condition will not be satisfied at samples m — 1 and
m + 1. Therefore, it is sufficient to eliminate the critical fre-
quency sample m whenever (20) is satisfied during the refine-
ment iterations. The left and right neighbors will guarantee both
eigenvector and eigenvalue tracking even through the crossing

point. Fig. 4 provides a graphical illustration for a simple 2 x 2
test case with eigenvalues and eigenvectors expressed as

A1,2 =1+ 0.9sin(rz/2)

cos(z — a)

V= (—Sin(x—a) Sin(x_a)>'

cos(z — a)

D. Detection of Strictly Passive Frequency Bands

In this section, we illustrate a procedure for the determination
of the strictly passive frequency bands of (6) and (7). Since these
passivity conditions must be satisfied for any w € 2, care must
be taken in drawing such conclusions only from a set of discrete
samples. Indeed, there is no a priori guarantee that the passivity
threshold v = 1 will not be exceeded at some frequency that
was missed during the sampling process. This becomes critical
when one or more eigenvalues \; become close to the threshold.
In this case, it may be difficult to infer whether there is a poten-
tial passivity violation using hard thresholding. We show in the
following how the procedure of Sections III-B and III-C allows
to handle these difficulties.

We recall that the eigenvector tracking procedure of Sec-
tion III-C leads to a set of accuracy-controlled frequency
samples. At each sample w,,, the eigenvalues A,, and the
eigenvectors V,,, are known. Since also the permutation ma-
trices allowing to track each eigenvalue at different frequencies
have been derived, we will assume in the following that the
eigenpairs have been reordered so that each \;(jw) for fixed
1 is a continuous and differentiable curve versus frequency.
This fact is essential for the detection of the strictly passive
bandwidths, which is detailed next. Under these assumptions,
we can safely assume that

eTn+1 = em + 6em,m+1
Vm+1 = Vm + 6Vm,m+l

Am+1 :Am + 5Am,m+1 (21)
where the various perturbation terms are small. This enables us
to provide first-order estimates of the eigenvalues A, ;1 starting
from the adjacent sample m.

At least two different first-order estimates for the eigenvalues
at sample m + 1 can be computed. The first one uses the eigen-
vectors at sample mm and the known perturbation §©,,,. We have

/ H H
Am+1 = Am + Vm(S@m,m-‘,-le = Vmgm—l—lvm (22)
Since the exact eigenvalues A, ;1 are also known, we can as-
sociate a prediction error, expressed as

(23)

Amr = m?X{l(A;nH)ii = (Amgr)ail}-

The interval (wy,,wm+1) is concluded to be passive, with all
eigenvalues less than the threshold v = 1, when

v = max {Ai(jwm1)} > BAms, (24)
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Fig. 4. Handling multiple eigenvalues. Panel (a) reports the two coarsely sampled eigenvalues A; > including a sample at + = 0 (highlighted by a star) where
A1 = A,. Circles correspond to malformed permutation matrices, computed as in Section III-C. Skipping the critical sample z = 0 in panel (b) leads to a correct

numerical identification and tracking of each eigenvalue.
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(b) non-passive
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’ +/1-/ Nit1 + BAms1 —
g :
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Aiymt1 + Amga

Wm

(c) undetermined

Fig. 5. Classification of passive intervals (left) satisfying (24) and non-passive intervals (middle) satisfying (25). All other intervals (right) are characterized by
eigenvalues that are too close to the threshold to be classified based on the frequency sampling test only.

where [ is a suitable safety factor. In this work, we used 5 = 5
in all numerical tests. It is important to note that condition (24)
parameterizes how close can an eigenvalue A; (jwy,+1) is to the
threshold in terms of its maximum prediction error A, 41, as
depicted in Fig. 5. Detection of strictly nonpassive intervals is
straightforward, since it is sufficient to test the maximum eigen-
value at both edges via

max {Ai(jwm), i(jwm+1)} > 7. (25)

When both conditions (24) and (25) are not satisfied, no con-
clusions can be drawn on the actual passivity or non-passivity
within the corresponding interval, since the largest eigenvalue
is too close to the threshold (see Fig. 5). This interval must be
flagged as “suspect passivity violation” and must be checked by
a more precise test, to be presented in Section IV.

An alternative estimate for the prediction error on each eigen-
value can be obtained by applying linearization to each curve
Ai(jw). This is accomplished by the following steps. First, the
frequency derivative of the transfer matrix (2) is computed at
each available sample as

g - | _

—_iC(4 _ A2
m= jC(jwmI — A)"*B.

(26)

Wm

This is used to derive a first-order expansion of ©(jw) around
wm,» Which reads

O(jw) ~ O, + (w — W) {H;fme n Hgﬂjn}

=0, + (w—wn)O,,. (27)
Finally, the frequency-dependent linearizations of the eigen-
values around w,, is obtained from the diagonal entries of

A//

=AM+ (W —wa)VEO V. (28)
This estimate can be used as above in (23) to compute an alter-
native linear prediction error for the determination of the strictly
passive intervals. Very similar results were obtained by the two
estimates (22) and (28). Therefore, we report in this work only
results based on the estimate (22), which allows to save the extra
computations in (26) and (27) required by the eigenvalues lin-
earization process.

A remark on a possible situation that may lead to a failure
of the proposed test. It is conceivable that the transfer matrix
H (jw) exhibits a limited periodic behavior. This implies that,
in case two of the initial samples are displaced by exactly one
period, all eigenpairs will be identical at the two samples, with
practicaly no perturbation. The linear prediction error will also
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be negligible, and (24) will be satisfied without any real connec-
tion to the actual behavior of the eigenvalues inbetween the two
samples. This in turn may flag as strictly passive a frequency
band that is instead “suspect.” However, the proposed defini-
tion of the poles-dependent initial set of frequency samples (see
Section III-B) is very likely to rule out this situation, which is
indeed extremely rare and was never observed in our numerical
tests.

To summarize, after checking all the frequency intervals
arising from the adaptive sampling process, we obtain the
following decomposition

assive suspect
QP U Q9P =0, wipax]

Qpassivc ) quspoct — w (29)
where the “suspect” frequency bands
Q/
rwrect — | [t g, ] (0)
q=1

include both non-passive and undetermined intervals. Imaginary
Hamiltonian eigenvalues can indeed be located in any of these
intervals, which will need further checking, in order to resolve
the ambiguity arising from the finite size of the considered fre-
quency samples. Fig. 6 depicts the results of the proposed iden-
tification of the passive bandwidths P25V for the test case
under consideration. Note that, due to the adaptive sampling
process, quite accurate estimates of the maximum passivity vio-
lation amounts, i.e., the maxima reached by the singular values
in each “suspect” frequency band, are available. These are also
highlighted in the plot. We conclude this section by noting that
the complete adaptive sampling scheme has a computational
cost that scales quadratically as O(/N?) with the macromodel
size, since the cost per sample is O(N) and the number of sam-
ples is also proportional to N.

IV. IMAGINARY EIGENVALUES AND PASSIVITY ENFORCEMENT

We give here a brief outline of the complete algorithm for the
identification of all imaginary eigenvalues of the Hamiltonian
matrix (5). The main steps of the proposed scheme are listed
in Algorithm 1. Note that steps 1-8 are just a summary of Sec-
tions III-A-III-C and do not need additional comments. The re-
sult of step 8 is a set of strictly passive disjoint frequency bands
Qpassive which do not need to be processed any further. These
intervals are highlighted by thick lines in Figs. 1 and 6.

The loop in steps 9—12 is performed over the finite number @’
of disjoint subintervals [w] o, w; ;] that could not be classified as
strictly passive during the adaptive sampling process. The com-
putation of the imaginary eigenvalues of the Hamiltonian ma-
trix restricted to each subinterval is performed at line 10. The
algorithm that is employed here has already been described in
full detail in [26] and [35] and is not repeated here. We only
recall that a bisection process is started by placing two shifts
Jjwy o and jw; | at the edges of the interval. A restarted Arnoldi
process is run at each shift in order to compute the closest eigen-
values of the Hamiltonian matrix. The converging eigenvalue
which is furthest to the shift also determines a convergence
circle (see Fig. 1 for a graphical illustration), insuring that all

Singular values G,
1.01 T T T T

0.99r 4 3,/‘-:'~.\§:, N At PR o 1

R S R

0.98 . . | L

0 0.1 0.2 0.3 0.4 0.5
Normalized frequency

Fig. 6. Detection of passive frequency intervals £2P2*ive highlighted by thick
lines at the singular value threshold v = 1. The “suspect” frequency bands
are depicted by a thin dashed line, with the corresponding maximum passivity
violation amount being highlighted by a continuous thin line. The dots are the
available samples of the singular values o ;.

Algorithm 1 Find all imaginary eigenvalues S = {jwy} of
Hamiltonian matrix M of (5).
Require: state-space matrices A, B, C, D
1: compute the upper bound wp,ax for all Hamiltonian eigen-
values as in Section III-A
2: generate a set of initial M samples based on the poles
distribution, as in Section III-B
3: while M > 0 do
compute and store @,,, V,,,, A, form=1,.... M
as in Section III-C
5:  estimate eigenvector perturbations via (19) and identify
frequency intervals to be refined
redefine M as number of new required samples
end while
compute P51V and QUsPect based on (6), (24), and (30)
forg=1,...,Q do
10:  perform a multishift bisection process [26], [35] on each
sub-interval [wy o, wy ;] € Q5P
11:  collect the detected imaginary eigenvalues in S,
12:  collect the maximum violation amounts in o2,
depicted in Fig. 6
13: end for
14: collect all subsets of imaginary eigenvalues S = U;S,

Y ® 2D

as

eigenvalues within the circle are found. If the collection of con-
vergence circles cover entirely the interval [w] ,, wy 1], itis guar-
anteed that all imaginary eigenvalues within the latter have been
found. Otherwise, new shifts jw, r are placed in the midpoints
of each uncovered portion of the interval and the scheme is it-
erated until completion. We remark that the computational cost
for this determination scales only linearly with the number of
macromodel states. See [26] and [35] for details. Further op-
timizations and enhancements could be provided by structured
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Arnoldi methods exploiting the symmetry of the Hamiltonian
eigenspectrum [42], which were not investigated here.

The maximum singular value o, within each of the “sus-
pect” frequency bands is readily estimated by searching the
maximum among the finite number of available samples, as dis-
cussed in Section III-D. Although this estimate can be refined to
arbitrary precision by applying the techniques of [20] and [25],
this is carefully avoided here. In fact, these techniques require
additional determinations of the Hamiltonian eigenspectrum,
which in turn increase the computational cost. Since these
maxima are only used by the passivity compensation scheme
for the automatic displacement of the imaginary Hamiltonian
eigenvalues, their estimate do not need to be extremely precise.
The above considerations allow an extra speedup of the overall
passivity enforcement scheme.

We conclude this section by recalling the main passivity en-
forcement scheme, fully documented in [21] and [25]. The com-
puted imaginary eigenvalues of the Hamiltonian matrix pinpoint
the frequencies at which the singular value curves touch or cross
the passivity threshold v = 1. The associated left and right
eigenvectors, which are also known as a byproduct at the end
of the Arnoldi iterations, are used to linearize the frequency-de-
pendent singular values at the crossing points. The slopes of
these linearizations lead to a precise determination of the true
bandwidths where passivity violations occur. Note that these
cannot be estimated by Algorithm 1 with sufficient confidence
level. The slopes and the maxima ol are then employed as
in [25] to predict suitable relocations of the imaginary eigen-
values allowing to reduce the size of the passivity violation in-
tervals. The actual displacement is performed by computing a
modified state matrix C corresponding to the above relocations,
based on linear perturbation theory. This results in a small un-
derdetermined linear system having a row count identical to the
number of imaginary eigenvalues to be solved. The accuracy of
the initial macromodel is preserved by enforcing the technical
condition

min Tr {(0 —C)W(C - C)T} 31)
during the solution of this system, where W is the controlla-
bility Gramian associated to the macromodel. The procedure is
iterated, until all imaginary eigenvaules have been removed and
therefore until the perturbed macromodel is passive. All details
are available in [25] and [26].

V. NUMERICAL RESULTS

The performance of the proposed methodology is demon-
strated on a large number of test cases, summarized in Table 1.
Each case is a macromodel derived from frequency tables of
scattering matrices obtained by full-wave electromagnetic sim-
ulations. Each model in the table was derived by computing a
rational approximation of the scattering matrix entries via the
macromodeling software TAEM [43], which is based on various
formulations of the well-known vector fitting algorithm [8]. All
models refer to interconnect structures commonly found in any
high-speed electronic system, and are grouped in Table I by
interconnect type. In particular, cases I and II are high-speed
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TABLE 1
BENCHMARK MACROMODELS USED FOR ALL NUMERICAL TESTS

Model Poles N | Ports P | Description

Case 1 820 10 Package interconnect
Case 11 1488 12 Package interconnect
Case III 450 6 Signal/Power bus
Case 1V 600 20 LGA via field

Case V 1000 20 LGA via field

Case VI 1368 18 Connector

Case VII 1616 18 Connector

Case VIII 1368 18 Connector

Case 1X 720 12 Connector

Case X 468 18 Via field

Case XI 646 18 Via field

Case XII 646 18 Via field

Case XIII 684 18 Via field

packaging structures (courtesy of Sigrity, Inc., Santa Clara, CA).
These two cases were already thoroughly analyzed in [26] and
[35]. Case III is a model of a 6-port interconnected system in-
cluding two power/ground conductors (ports 1 and 2), and two
signal conductors, terminated by ports 3—6. See [28] for a de-
tailed description of the geometry. Cases IV and V are two
macromodels of a 20-port via field under an LGA connector
(courtesy of IBM). These two models differ only for the number
of poles that were used in the rational approximation (see also
[26]). Cases VI-VIII represent different 3 x 3 sections of a high-
speed card-board connector over a bandwidth of 20 GHz (cour-
tesy of IBM). Case [X is a 12-port section of a DIMM connector,
inclusive of suitable segments of power/ground planes, vias,
signal lines, and pads (courtesy of IBM). Finally, cases X—XIII
represent various configurations of 3 x 3 via fields (courtesy
of IBM). We remark that results from previous implementa-
tions of the passivity compensation scheme for the first six cases
have been published elsewhere (see, e.g., [26] and [27]). These
cases are included in this report in order to show the signifi-
cant improvements that were achieved with the new proposed
algorithm. All other cases are new. We also note that all com-
putations have been repeated here on the same computer plat-
form, namely a Pentium IV-based PC with a 3-GHz clock under
a MATLAB R14 [41] environment, in order to allow relative com-
parison between various models. This explains some differences
in the CPU times herewith reported with respect to previously
published results.

The adaptive sampling strategy presented in this work re-
moves essentially the main limitation of existing Hamiltonian-
based passivity check and compensation algorithms, namely,
the excessive computation time required by the determination
of the Hamiltonian eigenvalues. Table II shows the CPU time
required by the extraction of the imaginary Hamiltonian eigen-
values associated to each macromodel in Table I. The column
labeled with “CFH (full)” reports the CPU time required by the
CFH-based sweep over the full bandwidth, without using the
adaptive sampling scheme. This is the algorithm that was docu-
mented in [26] and [35]. The column labeled with “CFH (adap-
tive)” reports the same CPU time obtained by the new presented
algorithm based on adaptive sampling combined with separate
CFH runs on the reduced-size “suspect” subbands. The speedup
factor is also reported, together with the maximum relative de-
viation among all pairs of detected eigenvalues. We remark that
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TABLE II
CPU TIME REQUIRED BY THE COMPUTATION OF THE IMAGINARY EIGENVALUES
OF THE HAMILTONIAN MATRIX. SEE TEXT FOR DETAILS. ALL COMPUTATIONS
WERE PERFORMED WITH A PENTIUM IV (3.0 GHz) PC

Model CFH CFH Speedup Max
(full) (adaptive) deviation
Case | 48 sec 3.7 sec 13 1.8x 1071
Case 11 26 sec 17 sec 1.5 2.8 x 1071
Case 11T 30 sec 8.1 sec 3.7 1.1x 107
Case IV 46 sec 18 sec 2.5 2.8 x 1071
Case V 160 sec | 26 sec 6 3.6 x 10718
Case VI 420 sec 41 sec 10 2.2 x 1071
Case VII 685 sec 51 sec 13 1.6 x 107
Case VIII | 476 sec | 48 sec 10 1.4x 107
Case IX 38 sec 12 sec 3.0 4.0 x 1071
Case X 13 sec 16 sec 0.8 9.5 x 10714
Case XI 72 sec 15 sec 4.7 1.2 x 107
Case XII | 72 sec 14 sec 4.9 4.2 x 1071
Case XIII | 59 sec 17 sec 3.4 2.8 x 1071
TABLE III

CPU TIME REQUIRED BY THE PASSIVITY COMPENSATION SCHEMES APPLIED
TO THE TEST CASES OF TABLE I; 74 : FULL EIGENSOLVER; 1'5: CFH
APPLIED TO THE ENTIRE BANDWIDTH; T'c: CFH COMBINED WITH ADAPTIVE
SAMPLING. THE SPEEDUP FACTORS ACHIEVED BY THE PROPOSED METHOD
ARE ALSO REPORTED IN THE LAST TWO COLUMNS. ALL COMPUTATIONS WERE
PERFORMED WITH A PENTIUM IV (3.0 GHz) PC

Model Iterations Ta Tp Tc Ta/Tc | TB/TC
Case | 9 30 min | 7.0 min | 34 sec 51 12
Case 11 13 83 hrs | 8.9 min | 2.8 min 174 3.1
Case 111 13 16 min | 6.6 min | 1.4 min 11 4.7
Case 1V 20 36 min 14 min | 4.6 min 7.8 3.0
Case V 13 77 min 35 min | 5.3 min 15 6.6
Case VI 7 96 min 58 min | 4.5 min 21 13
Case VII 18 14 hrs 4.1 hrs 15 min 55 16
Case VIII 9 111 min | 40 min | 7.4 min 15 5.4
Case 1X 23 105 min | 22 min | 5.5 min 19 4.1
Case X 27 43 min 17 min | 5.8 min 7.5 2.9
Case XI 23 128 min | 31 min | 8.3 min 15 3.7
Case XII 23 116 min | 29 min | 8.0 min 14 3.6
Case XIII 22 61 min 25 min | 7.3 min 8.3 3.4

the same imaginary eigenvalues were detected by the two al-
gorithms for all cases. As expected, higher speedup factors are
obtained for larger models. For models with similar size, the
best speedup occurs when the number of ports is small. This is
obviously due to the fact that the computational cost of the adap-
tive sampling scheme scales as the third power of the number of
ports P. For Case X, this overhead becomes comparable to the
actual eigenvalue computation time. We remark that the CPU
times reported in the “CFH (adaptive)” column are practically
coincident with the CPU time required for the global passivity
check of each macromodel.

The main objective of this paper is to speed up existing for-
mulations of global passivity enforcement schemes based on
Hamiltonian eigenvalues. Therefore, we applied three different
implementations of such passivity enforcement methods to all
macromodels of Table I, reporting the results in Table III. The
CPU times in the table are defined as follows.

T4 This column reports the CPU time required by the
standard passivity compensation scheme based on a
full general-purpose eigensolver. This scheme was first
documented in [25].

Case VI, magnitude

1 T T T
82,1
05k | ——nonpassive 1
- - -passive
S1,1
0 . . .
0 5 10 15 20
Frequency [GHz]
Case VI, phase (rad)
4 . . .

-4 L 1 I
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4 T T T
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Frequency [GHz]

Fig. 7. Comparison of Case VI macromodels before and after passivity com-
pensation. Some significant scattering responses before and after passivity com-
pensation are reported in both magnitude and phase.

Tp This is the CPU time required by the passivity
enforcement scheme described in [26], [35]. The
Hamiltonian eigenspectrum is computed via CFH
application to the entire bandwidth, without employing

any preprocessing step.

Tc This is the CPU time required by the scheme
proposed in this paper and based on a mixed adaptive
sampling/CFH application for the determination of the

Hamiltonian eigenvalues.

The speedup factors of the new algorithm with respect to the
other two implementations are also reported in the last two
columns. These results confirm that the proposed scheme leads
to a quite efficient passivity compensation even for the most
critical cases, for which the introduction of a sparse decompo-
sition of the Hamiltonian matrix in [26] was not effective. The
compensation is achieved in few minutes for all cases, thus
showing significant potential for its automated application to



236

complex multiport interconnect models characterized by a large
dynamic order. Note also that all different implementations of
the compensation scheme lead to identical results (and require
the same number of iterations), since the only differences are
in the actual routine that performs the identification of the
imaginary eigenvalues.

We complete the presentation by comparing in Fig. 7 a few
representative scattering responses of the passive models to the
corresponding ones of the nonpassive models before applying
the compensation scheme. We only report results for Case VI,
since Cases -V have been documented in [26], and identical
conclusions hold for all other cases. The deviation between pas-
sive and non-passive models is hardly visible. This confirms that
the passivity compensation is performed without compromising
the accuracy, and that no overtreatment occurs.

VI. CONCLUSION

A new accuracy-controlled adaptive sampling scheme is pro-
posed in this paper. The scheme allows to track continuously
throughout an automatically determined bandwidth the varia-
tion of individual eigenvalues (singular values) and eigenvec-
tors (singular vectors) of a given transfer matrix associated to a
rational macromodel. This tracking is used in turn to speed up
the computation of purely imaginary eigenvalues of the Hamil-
tonian matrix associated to the macromodel, thus enabling a fast
enforcement of the global macromodel passivity over the full
frequency spectrum. The numerical results provided for an ex-
tensive set of models representing various interconnect struc-
tures show a very weak dependence of the computational cost
with respect to the macromodel size. In other words, the pro-
posed scheme removes the main limitation of existing passivity
compensation schemes based on Hamiltonian eigenvalues, and
enables their systematic application in practical computer-aided
design environments for analysis and design of high-speed in-
terconnected systems.
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