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Abstract.

The vacancy energetics in CuInSe$_2$ are calculated with a hybrid functional (HSE06), which gives a better description of the band gap compared to (semi)local exchange-correlation functionals. We show that, contrary to present beliefs, copper and indium vacancies induce no defect levels within the band gap and therefore cannot account for any experimentally observed levels. The selenium vacancy is responsible for only one level, namely, a deep acceptor level $\epsilon(0/2^-)$. We find strong preference for $V_{Cu}$ and $V_{Se}$ over $V_{In}$ under practically all chemical conditions.
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1. Introduction

CuInSe\textsubscript{2} (CIS) is a semiconductor material mainly used as the absorber layer in thin-film solar cells. The solar cells incorporating CIS and its alloys, in particular Cu(In,Ga)Se\textsubscript{2} (CIGS), where In has been partly replaced by Ga, have outperformed all other thin-film candidates [1, 2], yet the fundamental reasons behind their outstanding performance are not well understood. The uncertainties can be traced back to the underlying defect physics. The operation and properties of the \textit{pn}-junction-based solar cells are determined to a large extent by defects through doping. In the case of chalcopyrites such as CIS, doping is caused by intrinsic defects instead of impurity atoms as in other, more conventional semiconductors. Nevertheless, still after years of extensive research, the intrinsic defects responsible for self-doping in CIS have not been identified. This information would be essential in order to understand and control the doping behavior of the material and, thus, improve the solar cell performance in a systematic way.

The problems related to defect identification partly arise from the structural complexity of the material. Indeed, CIS exhibits a dozen of possible intrinsic defects, not to mention all the defect complexes that can be formed. This has complicated the experimental characterization of the material. Various studies employing methods such as photoluminescence, cathodoluminescence, or Hall measurements (for a review, see e.g. [3]), while providing information on the electronic defect levels and defect concentrations, have not shed light on the atomic structure of the defects. Recently, even the origin of some of these levels has been questioned [4, 5].

The missing links between electronic and atomic structures of the defects can be obtained from density-functional-theory (DFT) calculations, and several studies in this field have been published [6, 7, 8, 9, 10]. These studies have pinpointed defects and defect complexes (namely, V\textsubscript{Cu}, Cu\textsubscript{In}\textsuperscript{+}In\textsubscript{Cu}, and 2V\textsubscript{Cu}+In\textsubscript{Cu}) which have remarkably low formation energies and are therefore expected to exist in CIS samples in considerable amounts. Transition levels corresponding to different defect charge states have also been predicted. For instance, considering the three vacancies, V\textsubscript{Cu} has been assigned with one shallow acceptor level [6, 9], V\textsubscript{In} with three transition levels [6], and V\textsubscript{Se} with one shallow donor and one acceptor state within the band gap [9].

Experimental observations have been eagerly interpreted based on these theoretical findings: for example, the experimentally found \textit{N}1 defect level has been related to V\textsubscript{Se} or V\textsubscript{Se}-V\textsubscript{Cu} complex [11] and the lowest acceptor level has been associated with V\textsubscript{Cu} [6]. However, these theoretical results should be dealt with caution since they have been derived within the local-density approximation (LDA) formalism, which is known to underestimate semiconductor band gaps and thus leads to uncertainties in defect energetics. The underestimation is particularly severe for materials with strongly localized \textit{d}-electrons such as CIS, where the repulsion between Cu 3\textit{d} and Se 4\textit{p} orbitals in the upper valence band is exaggerated to the point that the valence band maximum is pushed upwards and the LDA band gap is eliminated [9, 12, 13, 14, 15]. This problem has been attempted to solve with \textit{a posteriori} correction methods, which, nevertheless, have
not been proven to systematically improve the reliability of the results. Due to these ambiguities, the re-evaluation of defect energetics in CIS with more reliable methods is well motivated.

In this article, we show that the vacancies in CIS account for much fewer transition levels than what is presently believed: copper and indium vacancies create none, and selenium vacancy produces only one, a double acceptor. In the light of these new insights, the experimental results in this field should be reinterpreted. We have employed the range-separated hybrid functional HSE06 [16], which incorporates a fraction of non-local Hartree-Fock exchange. This gives an improved description of the CIS band gap as has been recently shown [12, 13, 14].

2. Computational details

The calculations have been performed with the plane-wave code VASP [21, 22] using the projector-augmented wave method (PAW) [23]. The plane-wave basis set is truncated with a cutoff energy of 400 eV. The parameter \( \alpha \) controlling the amount of Hartree-Fock exchange in the HSE06 functional is set to 0.25 as obtained from perturbation theory [24], and the range-separation parameter \( \omega \) is set to 0.20.

The fundamental bulk properties of CIS calculated with these settings are presented in Table 1. As can be seen, HSE06 improves the description of both the atomic and electronic structure: the values of all considered parameters are brought closer to experimental ones compared to semilocal PBE-GGA [17] results.

For defect calculations, one atom is removed from the supercell in order to create a vacancy, and the system is allowed to relax until the forces on each atom fall below 0.01 eV/A. The formation energies of the vacancies have been calculated as:

\[
E_f = E_{\text{defect}}^{\text{tot}} - E_{\text{bulk}}^{\text{tot}} + \mu_i + q(E_{\text{VBM}} + E_F),
\]

where \( E_{\text{defect}}^{\text{tot}} \) denotes the total energy of the supercell containing the vacancy, \( E_{\text{bulk}}^{\text{tot}} \) is the total energy of a bulk supercell, \( \mu_i \) is the chemical potential of the atom of type \( i \) that has been removed in order to create the vacancy, \( q \) is the charge state of the vacancy, \( E_{\text{VBM}} \) is taken as the energy corresponding to the valence band maximum

Table 1. Calculated lattice constants \( a \) and \( c \), band gap \( E_g \), and Cu 3d peak position for CuInSe\(_2\).

<table>
<thead>
<tr>
<th></th>
<th>( a ) (Å)</th>
<th>( c/2 ) (Å)</th>
<th>( E_g ) (eV)</th>
<th>( E_{3d} ) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>This work:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE-GGA</td>
<td>5.871</td>
<td>5.909</td>
<td>0.01</td>
<td>-1.8</td>
</tr>
<tr>
<td>HSE06 (( \omega =0.20 ))</td>
<td>5.824</td>
<td>5.866</td>
<td>0.86</td>
<td>-2.3</td>
</tr>
<tr>
<td>HSE06 (( \omega =0.13 ))</td>
<td>5.839 [14]</td>
<td>6.140 [14]</td>
<td>1.07 [14]</td>
<td>-</td>
</tr>
</tbody>
</table>
(VBM) of the bulk material, and \(E_F\) is the chemical potential for electrons defined relative to the VBM \([25]\).

The transition energy is defined as the Fermi level position where the lowest-energy charge state changes from \(q\) to \(q'\):

\[
\epsilon(q/q') = \frac{E_{\text{tot}}^{\text{defect}}(q) - E_{\text{tot}}^{\text{defect}}(q')}{{q'} - q} - E_{\text{VBM}}.  
\]

(2)

The chemical potentials \(\mu_i\) can be defined with respect to the chemical potentials of the elemental solids \(\mu_i^0\): \(\mu_i = \mu_i^0 + \Delta \mu_i\). In this case, \(\mu_i^0\)’s are obtained from fcc Cu, bct In, and trigonal Se. \(\Delta \mu_i\) depends on the chemical composition of the material and is restricted to vary within the stability range of the chalcopyrite phase. The upper bound \(\Delta \mu_i = 0\) (corresponding to \(i\)-rich conditions) ensures that the elements do not precipitate into their elemental phases, while the lower bound marks the limit where competing phases such as CuInSe\(_3\) and Cu\(_2\)Se\(_2\) start to form as described in \([6, 8]\).

In order to take into account finite-size effects arising from the use of supercells in defect calculations, we have used finite-size scaling as discussed in \([26]\), which requires performing a series of calculations using feasible different-sized supercells. In this work, we have considered the convergence of the configuration energy \(E_{\text{conf}} = E_{\text{tot}}^{\text{defect}} - E_{\text{tot}}^{\text{bulk}}\) instead of the formation energy in order to avoid defining \(E_{\text{VBM}}\), which we can take from the bulk calculation after finite-size scaling \([27]\). We have employed supercells of 32, 64, and 144 atoms, where the Brillouin zone sampling was done correspondingly using \(2 \times 4 \times 2\), \(2 \times 2 \times 2\), and \(2 \times 2 \times 2\) k-point sets. The \(\Gamma\)-point was used for the Hartree-Fock part. Due to the uncertainties involved in using only three values for the fit, we took the extrapolated value as an upper limit for \(E_{\text{conf}}\). We repeated the extrapolation procedure with the PBE-GGA functional employing supercells up to 512 atoms and then added the so derived energy difference \(\Delta E = E_{\text{tot}}^{\text{PBE}} - E_{\text{tot}}^{\text{PBE}}\) to the corresponding
64-atom HSE06 result similarly to [28]. Since PBE-GGA is known to overestimate the static dielectric constant, we can expect the obtained value to be an appropriate lower limit for $E_{\text{conf}}$. We thus calculate the values of the configuration energies as an average of the lower and upper limits and, at the same time, obtain error estimates for them.

3. Results and discussion

The removal of either a Cu or In atom from the lattice has qualitatively similar implications on the atomic and electronic structure of CIS. This is expected since both cations have a similar chemical surrounding consisting of four nearest-neighbor Se atoms. With the creation of a cation vacancy, the Se atoms relax inwards nearly isotropically: 0.07 Å (≈ 3% of Cu-Se bond length) in the case of $V_{\text{Cu}}$ and 0.21 Å (≈ 8% of In-Se bond length) in the case of $V_{\text{In}}$ as shown in Figure 1. The relaxation is more pronounced for $V_{\text{In}}$ since the In atom is larger than Cu.

Based on the careful analysis of the band structure (see Figure 1) and local density of states (LDOS), we conclude that no defect levels are induced within the band gap from either cation vacancy. Indeed, the only stable charge state is $-1$ for $V_{\text{Cu}}$ and $-3$ for $V_{\text{In}}$, corresponding to the fully occupied valence band. As seen from Figure 1, defect-induced single-particle levels appear deep in the valence band, at approximately 2.5 eV below the VBM. These levels will always be occupied and therefore will not affect the doping behavior of CIS.

Our results strongly disagree with previous theoretical studies, which have found transition levels for both $V_{\text{Cu}}$ and $V_{\text{In}}$. A very shallow acceptor state $\epsilon(0/-)$ has been attributed to $V_{\text{Cu}}$ [6, 9], and $V_{\text{In}}$ has been claimed to exist in charge states spanning from 0 to $-3$ [6]. These results have been derived within the LDA formalism and have required the application of additional \textit{a posteriori} correction schemes for the band gap. For instance, Lany \textit{et al.} [7, 8, 9, 10] used the band-edge correction to realign the VBM based on the LDA+U method and then shifted the CBM to recover the experimental band gap. However, one should be careful when using this type of correction in cases where there is no band gap to begin with, since its application has been justified only for localized defects that are described well enough already at the LDA level [29]. Additional uncertainty is brought about by the choice of finite-size correction methods: the application of different potential alignment schemes result in qualitatively different outcomes ([7] vs. [9]). In another study [6], a small band gap was obtained with the linearized-augmented plane-wave method (LAPW), which was then stretched out with the scissor scheme. While the scissor scheme has been found to perform quite well in some cases after correcting for the finite-size errors [26], in this case, the supercell employed was too small (32 atoms) to represent accurately the total energies of systems including charged defects, even after local potential alignment.

In addition to the reasons outlined above, the discrepancies between our results and previous studies can stem from different ways of determining the position of the VBM. Notably, we have taken the value for $E_{\text{VBM}}$ from the corresponding eigenvalue at the
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**Figure 2.** Vacancy formation energies as a function of the Fermi level. At the Cu-rich limit, the corresponding chemical potentials for In and Se are $\Delta\mu_{\text{In}} = 0$ eV and $\Delta\mu_{\text{Se}} = -1.21$ eV. At the Cu-poor limit, the chemical potentials are $\Delta\mu_{\text{Cu}} = -0.79$ eV, $\Delta\mu_{\text{In}} = -1.63$ eV, and $\Delta\mu_{\text{Se}} = 0$ eV. The dotted lines give error estimates for the formation energies at each Fermi level position. The dashed line marks the band gap obtained with HSE06.

Gamma-point in bulk calculations. In contrast, a correction term has been applied in [6], and LDA+U has been used to align the $d$-electron peak with photoemission spectra in [9]. Both ways shift the VBM downwards to such an extent that, for instance in the case of $V_{\text{Cu}}$, the $\epsilon(0/−)$ transition state is revealed. This shift seems to be larger than what is obtained from HSE06 calculations, which is also known to push the VBM down [30].

Compared to the cation vacancies, $V_{\text{Se}}$ has quite a different effect on the electronic structure of CIS. In the chalcopyrite lattice, Se atom is surrounded by two Cu and two In atoms. With the removal of the Se atom, the nearest-neighbor In atoms relax towards each other, whereas the Cu atoms move away from each other (see Figure 1). The dangling bonds create a single-particle defect level inside the valence band (similar to $V_{\text{Cu}}$ and $V_{\text{In}}$) and another level above the VBM. These levels are clearly seen in Figure 1. For the neutral charge state, the unoccupied defect level appears even above the CBM, but the addition of two electrons shifts the level down to within the band gap. This lowering of the defect state is accompanied by enhanced lattice relaxation around the vacant site: $V_{\text{Se}}^0$ has a relaxation energy of 1.13 eV, whereas $V_{\text{Se}}^{2−}$ relaxes up to 1.55 eV with the In atoms moving even closer to each other (4% of In-Se bond length compared to $V_{\text{Se}}^0$). The charge density corresponding to the defect level is well localized between the In atoms.

Our results concerning the transition levels of $V_{\text{Se}}$ also differ from previously reported ones. Lany et al. have postulated that $V_{\text{Se}}$ is a negative-U defect having a shallow donor level $\epsilon(2+/0)$ and an acceptor level $\epsilon(0/2−)$ or $\epsilon(0/−)$, depending on which type of potential alignment correction is applied [7, 9]. Contrary to their work, we find only the acceptor level, $\epsilon(0/2−)$, within the band gap at 0.85±0.20 eV above the VBM. We have to dismiss the amphoteric behavior of $V_{\text{Se}}$ since we do not find the 2+ charge state to be stable within the band gap irrespective of the initial geometry of the calculation setup. This discrepancy arises from the same reasons as discussed above for $V_{\text{Cu}}$. 
Figure 2 shows the vacancy formation energies as a function of the Fermi energy. The formation energies have been computed with Eq. 1. The range of the Fermi energy extends from the calculated VBM (corresponding to 0 eV) up to the experimental band gap (1.04 eV).

Based on our results, $V_{Cu}$ is the most prominent out of the three vacancies in CIS as it has the lowest formation energy under practically all conditions. The low $V_{Cu}$ formation energy is in line with the experimental observation that CIS is easily grown Cu-poor [3] as well as previously published theoretical studies [6, 8, 9, 14]. Further, it leads to Fermi level pinning when the formation energy drops below zero. In our case, depending on the chemical conditions, the Fermi pinning level can vary from $0.62 \pm 0.15$ eV up to the gap value, which is compatible with experimentally determined Fermi pinning levels of around 0.85 eV for Cu-poor films reported in [31].

Concerning the two other vacancies, $V_{Se}$ has a formation energy comparable to $V_{Cu}$ in Cu-rich conditions but becomes energetically less favorable under Cu-poor conditions. In contrast, $V_{In}$ exhibits high formation energies almost irrespective of chemical conditions, implying that it will contribute insignificantly to vacancy concentrations in CIS material. As a whole, the relative magnitudes of the formation energies of the different vacancies follow quite well previously published results [6, 9] although the values obtained in this study are larger.

4. Conclusion

In summary, we have presented vacancy energetics for CIS obtained from hybrid-functional calculations. We have shown that, contrary to present beliefs, $V_{Cu}$ and $V_{In}$ induce no defect ionization states within the band gap and therefore cannot account for any experimentally observed levels. $V_{Se}$, on the other hand, is responsible for only one level, a double acceptor level at $0.85 \pm 0.20$ eV above the VBM. Because of its relatively low formation energy, $V_{Cu}$ is expected to exist in CIS material in substantial concentrations. Overall, there is strong preference for $V_{Cu}$ and $V_{Se}$ over $V_{In}$ under practically all chemical conditions. According to previous theoretical studies, vacancies in CIS can form larger aggregates and complexes with antisites [6, 7]. The energetics of these complexes should be now re-examined with a more accurate procedure.
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