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Abstract: We consider the direct application of balancing techniques to unstable
periodic systems by extending the balancing concepts to arbitrary periodic systems.
We extend first the balancing concepts to unstable discrete-time systems by defining
the reachability and observability grammians from appropriate right and left coprime
factorizations with inner denominators. Further, we extend this new balancing
method to unstable linear time-varying discrete-time systems with periodically
varying coefficient matrices. The new balancing approach serves as basis to develop
balancing related order reduction methods for unstable periodic systems using
accuracy enhancing square-root and balancing-free algorithms.
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1. INTRODUCTION

For a stable periodic system, numerical proce-
dures for balancing (Varga, 1999) and model re-
duction (Longhi and Orlando, 1999; Varga, 2000)
have been developed recently. These methods ex-
tend the well-known balancing and model re-
duction techniques for standard systems to the
periodic case. To reduce unstable periodic sys-
tems, two embedding approaches extending simi-
lar techniques for standard systems, can be used
in conjunction with balancing techniques.

In the first approach, the unstable periodic system
is additively decomposed as the sum of its stable
and an unstable parts. Then the order reduction
is performed only on the stable part using ap-
propriate balancing related methods. The reduced
model is formed as the sum of the reduced stable
part and the unstable part. This approach has
the disadvantage that the unstable part is copied
unmodified back into the reduced model, although
sometimes a lower order approximation would be

possible if this part is also reduced. In particular,
if the unstable part is non-minimal, the reduced
model results non-minimal too.

The second approach relies on coprime factoriza-
tion techniques and therefore implicitly involves
the reduction of both stable and unstable parts.
The unstable periodic system can be expressed
in a coprime factorized representation, where the
factors are stable periodic systems. Using bal-
ancing related techniques, the compound system
formed by appending the two factors is reduced
and the reduced factors are recovered. Finally, the
reduced periodic system is constructed from the
coprime factorization of the reduced factors.

In this paper we consider a third approach which
addresses the direct application of balancing tech-
niques to unstable periodic systems by extend-
ing the balancing concepts to arbitrary periodic
systems. Such an approach has been proposed
recently for standard continuous-time systems by
Zhou et al. (1999). We extend first this approach
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to unstable standard discrete-time systems. Fur-
ther, we extend this new balancing method to
unstable time-varying linear discrete-time systems
with periodically varying coefficient matrices.

The new methods rely essentially on computing
the controllability and observability grammians
from appropriate right and left coprime factor-
izations with inner denominators. Transformation
techniques allow to reduce the computational bur-
den for computing these factorizations by solving
reduced order Lyapunov equations instead full
order Riccati equations. By using recursive factor-
ization techniques, the factorizations can be deter-
mined directly with the state matrices in quasi-
upper triangular forms which allows an efficient
computation of the grammians.

The new balancing approach can serve as ba-
sis to develop balancing related order reduction
methods for unstable periodic systems using ac-
curacy enhancing square-root and balancing-free
algorithms. The grammians can be computed di-
rectly in Cholesky factorized forms which can
be employed to determine appropriate truncation
matrices to perform model reduction of unstable
periodic systems, analogously to methods devel-
oped for stable periodic systems in (Varga, 1999;
Varga, 2000).

2. THE STANDARD CASE

Let G(z) be a given discrete-time transfer-function
matrix (TFM) without poles on the unit circle and
let (A,B, C,D) be a stabilizable and detectable
state-space representation satisfying

G(z) = C(zI −A)−1B + D

In analogy to the continuous-time case (Zhou et
al., 1999) we define the controllability grammian
P and the observability grammian Q as

P =
1
2π

2π∫

0

(ejθI −A)−1BBT (e−jθI −AT )−1dθ (1)

Q =
1
2π

2π∫

0

(e−jθI −AT )−1CT C(ejθI −A)−1dθ (2)

In the case of a stable system, P and Q are the
usual positive semidefinite grammians satisfying
the discrete-time matrix Lyapunov equations

APAT + BBT = P

AT QA + CT C = Q
(3)

In the case of an unstable system consider the
right coprime factorization

(zI −A)−1B = N(z)M−1(z)

with M(z) an inner TFM. The factors can be
computed according to (Zhou et al., 1996) in the
form
[

N(z)
M(z)

]
=




A + BF BW
I 0
F W


 :=




Ar Br

I 0
F W




where

F = −WWT BT XA

WT (I + BT XB)W = I
(4)

and X is the stabilizing symmetric positive
semidefinite solution of the Riccati equation

AT X(I + BBT X)−1A−X = 0 (5)

It follows from (1) that

P =
1
2π

2π∫

0

N(ejθ)NT (e−jθ)dθ

=
1
2π

2π∫

0

(ejθI −Ar)−1BrB
T
r (e−jθI −AT

r )−1dθ

and thus, for an unstable system, P fulfills the
Lyapunov equation

(A + BF )P (A + BF )T + BWWT BT = P (6)

Similarly we compute the observability grammian
Q by first determining the left coprime factoriza-
tion

C(zI −A)−1 = M̃−1(z)Ñ(z)

where M̃(z) is an inner TFM. The factors can be
computed in the form (Zhou et al., 1996)

[ N(z) M(z) ] =
[

A + LC I L
V C 0 V

]

where

L = −AX̃CT V T V

V (I + CX̃CT )V T = I
(7)

and X̃ is the stabilizing symmetric positive
semidefinite solution of the Riccati equation

A(I + X̃CT C)−1X̃AT − X̃ = 0 (8)

The observability grammian Q thus satisfies

(A + LC)T Q(A + LC) + CT V T V C = Q (9)

For a minimal system, the grammians P and Q
are positive definite (i.e., nonsingular), and they
can be used to perform a system balancing by de-
termining a coordinate transformation such that



both grammians in the new coordinate system are
equal and diagonal. Alternatively, P and Q can be
employed to determine left and right truncation
matrices L and T , respectively, to obtain a mini-
mal or a reduced order system Gr with state space
representation (LAT,LB,CT, D). Note that for a
stable system X = 0, X̃ = 0, W = I and V = I,
thus P and Q are the standard grammians for a
stable discrete-time system.

The emphasis on improving the accuracy of com-
putations has led to so-called model reduction al-
gorithms with enhanced accuracy. The grammians
can be always determined directly in Cholesky
factorized forms P = SST and Q = RT R,
where S and R are upper-triangular matrices
(Hammarling, 1982). The computation of L and T
can be done from the singular value decomposition

RS =
[
U1 U2

]
diag(Σ1, Σ2)

[
V1 V2

]T
,

where

Σ1 = diag(σ1, . . . , σr),
Σ2 = diag(σr+1, . . . , σn)

and σ1 ≥ . . . ≥ σr > σr+1 ≥ . . . ≥ σn ≥ 0.

The so-called square-root (SR) methods deter-
mine L and T as (Tombs and Postlethwaite, 1987)

L = Σ−1/2
1 UT

1 R, T = SV1Σ
−1/2
1 .

This approach is usually numerically very accu-
rate for well-equilibrated systems. However if the
original system is highly unbalanced, potential
accuracy losses can be induced in the reduced
model if either of the truncation matrices L or
T is ill-conditioned (i.e., nearly rank deficient).

A balancing-free square-root (BFSR) algorithm
proposed in (Varga, 1991) combines the advan-
tages of a balancing-free (BF) approach (Safonov
and Chiang, 1989) and of the SR approach. L and
T are determined as

L = (Y T X)−1Y T , T = X,

where X and Y are n×r matrices with orthogonal
columns computed from two QR decompositions

SV1 = XW, RT U1 = Y Z

with W and Z non-singular and upper-triangular.
The accuracy of the BFSR algorithm is usually
better than either of SR or BF approaches.

We have the following analogous result to Theo-
rem 4 of Zhou et al. (1999):

Theorem 1. Suppose G(z) has no poles on the
unit circle and let Gr(z) be the TFM of the
reduced order model with state-space realization

(LAT, LB, CT, D), where L and T are the trun-
cation matrices computed above. Then Gr(z) has
no poles on the unit circle and

‖G(z)−Gr(z)‖∞ ≤ 2
n∑

r+1

σi

3. FURTHER NUMERICAL ASPECTS

The computation of grammians involves appar-
ently the solution of two Riccati equations (5)
and (8) of particular types. This can be however
avoided easily using the technique developed in
(Varga, 1993) to compute coprime factorizations
with inner denominators. Let U1 be an orthogo-
nal transformation matrix which reduces A to an
ordered real Schur form (RSF)

UT
1 AU1 =

[
A11 A12

0 A22

]
, UT

1 B =
[

B1

B2

]

where A11 contains the stable eigenvalues of A
(i.e., those lying inside the unit circle), A22 con-
tains the unstable eigenvalues of A, and the trans-
formed UT

1 B is partitioned in accordance with
UT

1 AU1. Using the transformed forms of the sys-
tem matrices, the stabilizing feedback in (4) can
be determined as

F =
[
0 F2

]
UT

1

where F2 and W2 are computed as

F2 = −W2W
T
2 BT

2 X2A22

WT
2 (I + BT

2 X2B2)W2 = I

with X2 being the stabilizing solution of the
reduced order Riccati equation

AT
22X2(I + B2B

T
2 X2)−1A22 −X2 = 0

Because A22 is anti-stable, X2 is positive definite.
Thus, since both A22 and X2 are invertible, we can
rewrite the above Riccati equation as a Lyapunov
equation in the variable Y = X−1

2

AT
22Y A22 −B2B

T
2 = Y

and F2 can be alternatively computed as

F2 = −BT
2 (Y + B2B

T
2 )−1A22

To reduce the overall computational costs, it is
possible to determine F2 using the recursive ap-
proach of (Varga, 1993; Varga, 1998). With this
method a second orthogonal transformation ma-
trix U2 is determined such that UT

2 (A22+B2F2)U2

is further in a RSF. Thus, with

U = U1

[
I 0
0 U2

]



we have

[
N(z)
M(z)

]
=




UT (A + BF )U UT BW2

U 0
FU W2




and UT (A + BF )U is in RSF. The controllability
grammian P̂ corresponding to the transformed
matrices Â = UT (A + BF )U , B̂ = UT B satisfies
the Lyapunov equation

ÂP̂ ÂT + B̂W2W
T
2 B̂T = P̂

and the controllability grammian in the original
coordinates is given by P = UT P̂U . If P̂ is
determined in a Cholesky-factorized form P̂ =
ŜŜT (e.g., by using the algorithm of Hammarling
(1982)), then P can be easily computed in a simi-
lar form P = SST , where S is the upper triangular
factor in the QR-decomposition of UT Ŝ.

An entirely similar computational approach can
be devised to determine the observability gram-
mian Q in a Cholesky factorized form Q = RT R.
As before, we can avoid the solution of a Riccati
equation by solving instead a reduced order Lya-
punov equation. All computational details follow
by duality formulas.

4. THE PERIODIC CASE

In this section we extend the previous results
for standard discrete-time systems to periodic
systems of the form

xk+1 = Akxk + Bkuk

yk = Ckxk + Dkuk
(10)

where the matrices Ak ∈ Rnk+1×nk , Bk ∈
Rnk+1×m, Ck ∈ Rp×nk , Dk ∈ Rp×m are periodic
with period K ≥ 1.

To simplify the presentation we introduce first
some notation. For a K-periodic matrix Xk we
use alternatively the script notation

X := diag (X0, X1, . . . , XK−1),

which associates the block-diagonal matrix X to
the cyclic matrix sequence Xk, k = 0, . . . ,K−
1. This notation is consistent with the standard
matrix operations as for instance addition, mul-
tiplication, inversion as well as with several stan-
dard matrix decompositions (Cholesky, SVD). We
denote with σX the K-cyclic shift

σX = diag (X1, . . . , XK−1, X0)

of the cyclic sequence Xk, k = 0, . . . ,K−1. By
using the script notation, the periodic system (10)
will be alternatively denoted by the quadruple

(A,B, C,D)n, where the time-varying state vec-
tor dimensions are denoted compactly by n =
(n0, ..., nK−1). We denote with In the K-periodic
identity matrix Ink

with time-varying dimensions.
The transition matrix of the system (10) is defined
by the nj ×ni matrix ΦA(j, i) = Aj−1Aj−2 · · ·Ai,
where ΦA(i, i) := Ini . The state transition matrix
over one period ΦA(j+K, j) ∈ Rnj×nj is called the
monodromy matrix of system (10) at time j and
its eigenvalues are called characteristic multipliers
at time j.

In what follows, we assume that the monodromy
matrix ΦA(τ + K, τ) has no eigenvalues on the
unit circle. Using a similar approach as for the
standard case, we define the controllability gram-
mian of a possibly unstable periodic system
(A,B, C,D)n as the periodic semipositive definite
matrix P satisfying the periodic Lyapunov equa-
tion analogous to (6)

σP = (A+ BF)P(A+ BF)T + BWWTBT (11)

where

F = −WWTBTAσX
WT (I + BT σXB)W = I (12)

and X is the stabilizing symmetric positive
semidefinite solution of the periodic Riccati equa-
tion

AT σX (σIn + BBT σX )−1A−X = 0 (13)

These equations can be deduced from the con-
ditions characterizing an all-pass periodic system
established by Xie et al. (1996, Theorem 4.2).

Similarly, we define the periodic observability
grammian Q satisfying the periodic Lyapunov
equation analogous to (9)

Q = (A+ LC)T σQ(A+ LC) + CTVTVC (14)

where

L = −AX̃CTVTV
V(I + CX̃ CT )VT = I (15)

and X̃ is the stabilizing symmetric semipositive
definite solution of the periodic Riccati equation

A(In + X̃ CT C)−1X̃AT − σX̃ = 0 (16)

Let P = STS and Q = RTR be the Cholesky fac-
torizations of grammians. For a minimal system,
in analogy with the standard stable case (Tombs
and Postlethwaite, 1987), we can use the singular
value decomposition

RS = UΣVT , (17)



to compute the balancing transformation matrix
T and its inverse T −1 as

T = SVΣ−1/2, T −1 = Σ−1/2UTR.

It is easy to show that the Lyapunov-transformed
system (σT −1AT , σT −1B, CT ,D)n has the con-
trollability and observability grammians equal
and diagonal. We call such a realization of the
possibly unstable periodic system (10) a balanced
realization.

Algorithms with enhanced accuracy for peri-
odic model reduction have been developed by
Varga (2000). The truncation formulas to deter-
mine directly the matrices of the reduced system
(Ar,Br, Cr,Dr) generalize those in the standard
case. Let us write the singular value decomposi-
tion (17) at each time instant k in the partitioned
form

RkSk = [ Uk,1 Uk,2 ]
[

Σk,1 0
0 Σk,2

]
[Vk,1 Vk,2 ]T (18)

where Σk,1 ∈ Rrk×rk , Uk,1 ∈ Rnk×rk , Vk,1 ∈
Rnk×rk and Σk,1 > 0. From the above decomposi-
tion define, with Σ̃1 = diag (Σ0,1, . . . , ΣK−1,1), the
truncation matrices

L = Σ̃−
1
2

1 UT
1 R, T = SV1Σ̃

− 1
2

1 . (19)

Then the reduced system can be computed as

(Ar,Br, Cr,Dr)r = (σLAT , σLB, CT ,D)r (20)

Since the computation of the reduced model re-
lies exclusively on square-root information (the
Cholesky factors of grammians), this model reduc-
tion method is called the square-root approach.
This approach leads to a guaranteed enhancement
of the overall numerical accuracy of computations.
The key computation in determining the trunca-
tion matrices L and T is the solution of the two
periodic Lyapunov equations (11) and (14) with
time-varying dimensions directly for the Cholesky
factors of the grammians. Numerically stable al-
gorithms for these computations have been devel-
oped recently by Varga (1999).

The square-root method is essentially a balanc-
ing based truncation approach. To avoid accu-
racy losses potentially induced by balancing, an
alternative is to use a balancing-free approach
to determine the truncation matrices. A square-
root balancing-free approach for the periodic case,
which combines both these desirable features, has
been proposed recently by Varga (2000). Consider
the QR-decompositions

SV1 = T̃ X , RTU1 = Z̃Y, (21)

where X and Y are nonsingular matrices and T̃
and Z̃ are matrices with orthonormal columns.

With the already computed T̃ we define the
corresponding L̃ as

L̃ = (Z̃T T̃ )−1Z̃T . (22)

It is easy to show that the periodic system
(σL̃AT̃ , σL̃B, CT̃ ,D)r with L̃ and T̃ defined in
(21) and (22) is Lyapunov-similar to the reduced
system (Ar,Br, Cr,Dr)r obtained with the square-
root approach.

Similarly to the standard case we can avoid the
solution of periodic Riccati equations by solving
instead periodic Lyapunov equations of lower or-
der. Consider the periodic orthogonal matrix U
such that A is in an ordered EPRSF (Bojanczyk
et al., 1992; Varga, 1999)

UT
k+1,1AkUk,1 =

[
Ak,11 Ak,12

0 Ak,22

]

UT
k+1,1Bk =

[
Bk,1

Bk,2

] (23)

where A11 contains the stable characteristic val-
ues of A (i.e., those lying in the unit circle),
A22 contains the unstable characteristic values of
A, and the transformed σUT

1 B is partitioned in
accordance with σUT

1 AU1.

Using the transformed forms of the system matri-
ces, the stabilizing periodic state feedback can be
determined as

Fk =
[
0 Fk,2

]
UT

k,1

where F2 and W2 can be computed as

F2 = −W2WT
2 BT

2 σX2A22

WT
2 (I + BT

2 σX2B2)W2 = I

with X2 being the stabilizing solution of the re-
duced order periodic Riccati equation

AT
22σX2(I + B2BT

2 σX2)−1A22 −X2 = 0

Because A22 is anti-stable, X2 is positive definite.
Thus, since both A22 and X2 are invertible, we
can rewrite the above periodic Riccati equation
as a periodic Lyapunov equation in the variable
Y = X−1

2

AT
22YA22 − B2BT

2 = σY (24)

and F2 can be computed as

F2 = −BT
2 (σY + B2BT

2 )−1A22

Since the periodic submatrix Ak,22 in the EPRSF
(23) has constant dimension, the algorithm of
Varga (1997) can be employed to solve (24).



It is also possible in the periodic case to reduce the
overall computational costs, by determining F2

using a recursive approach similar to the approach
for standard system presented in (Varga, 1993).
For this purpose, the periodic Schur method for
pole assignment (Sreedhar and Van Dooren, 1993)
can be extended to compute recursively coprime
factorizations for periodic systems. We will not
enter into the details of such a method, but
discuss only the outcome of it. The periodic state
feedback F2 is determined simultaneously with a
second orthogonal periodic transformation matrix
U2 such that σUT

2 (A22 + B2F2)U2 is in a PRSF.
Thus, with

Uk = Uk,1

[
I 0
0 Uk,2

]

we have that the controllability grammian P̂ cor-
responding to the transformed system matrices
Â = σUT (A+ BF)U and B̂ = σUTB satisfies the
periodic Lyapunov equation

ÂP̂ÂT + B̂W2WT
2 B̂T = σP̂

The controllability grammian in the original coor-
dinates is given by P = UT P̂U . If P̂ is determined
in a Cholesky-factorized form P̂ = ŜŜT using the
algorithm developed by Varga (1999) for time-
varying dimensions, then P can be easily com-
puted in a similar form P = SST , where S is the
upper triangular factor in the QR-decomposition
of UT Ŝ.

An entirely similar computational approach can
be devised to determine the periodic observability
grammian Q. As before, we can avoid the solution
of a periodic Riccati equation by solving instead
a reduced order periodic Lyapunov equation. All
computational details follow by dual formulas.

5. CONCLUSIONS

We extended the balancing concepts for sta-
ble systems to unstable standard and periodic
discrete-time systems. This allows the applica-
tion of balancing related accuracy enhancing order
reduction methods to unstable periodic systems.
The main computational problems are the compu-
tation of coprime factorizations with inner denom-
inators, the solution of sign definite periodic Lya-
punov equations with constant and time-varying
dimensions, and the computation of truncation
matrices for model reduction using square-root
and balancing-free techniques. The main compu-
tational ingredient to solve these problems is the
computation of extended periodic real Schur form.
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