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Kurzfassung

Die Unterstiitzung der Kaufentscheidung einzdner Kunden oder Kundengruppen mit spezfischen Pro-
duktempfehlungen ist erfolgversprechend. Dartiber sind sich sowohl Handler as auch Wissenschaftler
einig. Zielgerichtete Werbemanahmen erweisen sich im Gegensaz zu einheitli chen Verfahren der Ab-
sazforderung (z. B. in Form von Sonderpreisen oder Preisnadhlasse) als profitabler. Diesist insbheson
deredann der Fall, wenn de beworbenen Produke optimal auf die Praferenzen der Kunden bzw. Kunden-
gruppen abgegimmt sind. Doch wie kann der Handler Kundengruppen bil den undwelche Produkte soll
er ihnen anbieten? Zur Klarung dese Frage besdireibt die Dissetation ein algorithmisdes Verfahren,
dasin aufgezechneten Transaktionsdatenbanken Kundengruppen anhand ihrer Praferenzen fur ahnliche
Produktkombinationen identifiziert. Zudem werden fur jede Kundengruppe a1 empfehlende Produkte
definiert, die bei entsprechender Bewerbungeinen hoheren Absaz durch Cross Sdlling versprechen. Um
die Anwendung es agorithmischen Verfahrens zu verdeutlichen, werden exemplarisch die Transe-
tionsdaten eines Supermarktes analysiert. Die dabel gefundenen Kundengruppen und Produkempfeh-
lungen werden fur eine Simulation verwendet. Diese zégt, dass atsprechende Werbemal3nehmen urter
Verwendung es dgorithmischen Verfahrens im Gegensaz zu einheitli chen Preisnachlasse auf Bed-

sdler Gewinnsteigerungen zwisdhen 15% und 1926 ermodlichen konren.
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Abstract

Most retail ers and sdentists agreethat suppating the buying dedsions of individual customers or groups
of customers with spedfic product recommendations holds grea promise Target-oriented promotional
campaigns ae more profitable in comparison to uriform methods of sde promotion such asdiscount
pricing campaigns. This seens to be particulary true if the promoted products are well matched to the
preferencesof the austomers or customer groups. But how can retail ers identify customer groups and
determine which products to off er them? To answer this quegion, this dissetation desaibes an algorith-
mic procedure which identifies astomer groups with similar preferencesfor spedfic product combina-
tions in recorded transadion data. In addition, for eat customer group it reacommends products which
promisehigher sdesthroughcrosssdling if appropriate promotion techniques ae gplied. To ill ustrate
the gplication o this dgorithmic goproadh, an analysis is performed onthe transadion databaseof a
supermarket. The identified customer groups ae used for a Smulation. The reaults show that appropri-
ate promotional campaigns which implement this dgorithmic goproach can achieve an increasein profit

from 15% to asmuch as191% in contrad to uniform dismurts onthe purchaseprice of bedsdlers.
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“We are drowning in information but

starved for knowledge.”

(J. Naishitt)

1 Introdu ction

1.1 Motivation

Customers in every sedor of the eonamy make thousands of chaice dedsions every day. The dients of
insurance wmpanies eter into diff erent kinds of contrads, bank customers dhocse anongseveral inves-
ment products and shoppers & supermarkets fill their baskets with ony afew items from the broad as®rt-
ment avail able. With the increasng paver of computational systems, companieshave darted recording
the choice dedsions of their clientele in datasds with the am of using the information to enhance their
business srategies(cf. Ross, McCulloch and Allenby 1996 Adomavicius and Tuzhilin 2007). Market-
ing reseachers ealy assimed that diff erent individuals share smilar choicebehavior, dueto such fadors
as omparable life gycles similar demographicd ancedry or simply common intereds (cf. Aindie and
Ross 1998 Andrews and Currim 2002 Solomon, Bamossy, Askegaard and Hogg 2006. Today, com-
panies ae becoming more sansitive to the ways in which thisinformation can be used to better fulfill the
expedations of their customers and to ad more acording to their clientel€'s nedds.

Particularly in retaili ng, thisis animportant objedive (cf. Kahnand McAlli ster 1997). Many retail ers op-
erate in highly competitive markets snce aistomers ae ale to choose anongmany diff erent companies
offering similar product ranges Since those firms heavily canvassthe sane austomer base dedsion
makers focus on the essatial requirement of communicaing with consumers on a more persona |evel
in order to colled knowledge aou their expedations and to saisfy their needs in the most suitable
way. The nedal to concentrate on customers is refleded in retailers increasng efforts & customer re-
lationship management (CRM), embradng all adivitiesto intensify the business onredion between
sdlers and buyers. Instead of focusing onthe sdler, CRM emphagzesthe intereds of the austomers and
propcsesways to adjust the retailer’s offer to med their expedations (cf. Leenheg 2004 Nedkd and
Knolauch 2005.

Obseving the behavioral purchasepatterns of customers and deriving their potential intered in certain
products depends on recrding the contents of the shoppng baskets. Whereasonline shops can col-
led this data withou much difficulty, stationary retailers have to install scaining devices & the point

of sde (POS). These gstems dore esery single transadion in the mnreded databasesof a retailer's
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data warehouse ystems (cf. Mallach 200Q. With the implementation o registration and loyalty pro-
grams which link ead transadion to the originator of the record, retail ers nowadays ae wlleding huge
amournts of personalized transadion data comprising detailed knowledge of individual behavioral pur-
chasepatterns. For eat registered customer, retailers ae ale to summarize the records of the market
baket in a austomer-spedfic buying history. Such sequencesof transadions refled buyers' habits — par-
ticularly with regard to their commonly purchasel caegories— over a period o obsevation (cf. Rosd
et a. 1996 Adomavicius and Tuzhilin 2001, Acquisti and Varian 2005. Althoughmany firms are avare
that they shoud be using this information to target their customers with more gopropriate offers, littleis

known abou how to derive grategic dedsions from the oll eded transadion sequencesin retaili ng.

Reveding hidden information in data warehouse ystemsis a @mplex challenge due to the high dmen-
siondlity of the growing cetasés. In contrag to many cther reseach streans in marketing, reseachers
anayzing buying behavior asrefleded in transadions grugde under aweight of data. It is a $mple faa
that our limited cogritive abiliti es prevent us from identifying and comprehending the hidden informa-
tionwhich might be useful for companies future adions. This explains the growing interes of marketers
in businessintelli gence (BI), which uses omputational techniquesto extrad information from the data
warehouwse ystems that can then be used to suppat a company’s drategic management dedsions (cf.
Cody, Kreulen, Krishna and Spangler 2002 Turban, Aronson, Liang and Sharda 2008. The field of
Bl is sgarated into orline analyticd processng (OLAP) techniques and data mining. OLAP invaves
guerying techniques that extrad information from multidimensional datasds. In contrag to the field
of data mining, the analyst has a idea d&ou what he wants to verify. Data mining is usel to reved
yet-unknowvn information in the data. Most of itstechniques ae derived from the field of knowledge dis-
covery in databases(KDD). The datisticd and computational algorithms of KDD try to mine repeaed
patterns in huge databases #iciently (cf. Fayyad, Piatetsky-Shapiro and Smyth 1996. Sincethere ae
asmany explanations of data mining asthere ae aiuthors writing abou it, in this gudy we define data
mining in acordance with Kuoren (2005 as” a processof identifying valid, novd, patentially useful
and comprehensible patterns or modelsin data to make crucial businessdedsions’ . The processof data
mining is interdisdplinary. Knowledge from statistics computer sdence and business @ministration is

needed to develop succes$ul management dedsions when analyzing dff erent data sources

The main data source of the analyticd data mining approach preseited in this dissetation is the recorded
and colleded transadions of aretailer's dientele. Analysts conducting market basket analysis assime
that ead transadion d a austomer (= shoppang hasket, market basket) can be interpreted asthe out-
put of a combined multicategory dedsion processmade during a shoppng trip (Manchanda, Ansai and
Gupta1999 Russdl and Petersen 200Q. Finding caegory co-occurrence patterns within the ammarized

transadions of a aufficiently large part of aretailer's dientele could al ow theretail er to draw conclusions
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abou customers consumption behavior — egedally abou their typicd product compositions. Knowl-
edge abou purchasng behavior could then help in adjusting the businessto the austomer’s expedations,
e.g. with customized promotions or optimized product ranges The objedive of market baket analysis
isto reved and explain the chaoice patterns which are needed to develop suitable marketing strategies
Hence, the regular composition o spedfic items during ore or several purchaseoccasons can be valu-
able information for marketers. If a aufficient propation o customers compose the sane products in
their shoppng baskets, retail ers can rea®n that there is an implicit correlation o conredion amongthe
products. Reseachers have propcsead some explanations for why people buy products in combination.
For example, it isthough that customers reduce their effort when buying al the items during a sngle-
stop accason (cf. Bell and Lattin 1998 Sheth and Mittal 2004). Moreover, the szeof ahousehadd budget
can have an impad on buying behavior and item combination (cf. Chintagurta and Song 2007.
Concerning the assmptions of the preseit work, we augged that certain consumers share smilar prefer-
ences which are refleded in a comparable purchasng behavior and a smilar combination o spedfic
prodwcts. In conseguence these cistomers wmuld read in the same way to target marketing adivi-
ties sich as aistomized promotional campaigns (cf. Ainglie and Ross 1998 Seeharaman, Aindlie and
Chintagurta 1999 Cottle 2000. To target the buyers, it is necessey to knav which howséhadds ae re-
sporsible for the occurrence of certain purchase orrelations anongthe items of aretail er's assrtments.
Identifying the relationship between articlesis dso important for optimal caegory management. For
example, deleting ore of two often-combined categories would aso effed the sdesof the crrelated
product (cf. Muller-Hagedorn 2005. This highlights the linkage between the field of category man-
agement and market basket analysis (cf. Jiang, Klein and Pick 1998. Instead of developing caegory
management dedsions, we use identified puchase orrelations to target similar customers with more
appropriate offers (cf. Gosh 1997. This muld prove important not only in retailing bu also in other

sdling environments auch asfinance, insurance, sevice aad many more setors.

1.2 Objectives

In ac@rdance with Ahn, Kim and Han (2003, we understand target marketing as a olledion o strate-
gies pedfying “customer groups (in order) to solve the problems of massmarketing and to raise mar-
keting efficiency”. Althoughcompanies ae often aware that they can usethe transadion data gained
from their data warehouse ystems for strategic marketing, they rarely attempt to apply this datain mak-
ing concrete customer relationship management dedsions. This thegs will make this more feasble by
introducing the building Hocks of adata-driven target marketing approach. The gproach uses olleded

transadion ceta to creae better customized promotion. Since one-to-one marketing is ill nat prac
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ticable for most business casei retaili ng, the first objedive of the gpproach is to identify groups of
customers which shoud be presented with more individual offers. Thistask refersto the field of market
sementation, which triesto arrange the dientele into hamogeneous groups of addressale austomers
(Smith 1956 Dibb and Simkin 1996 Wedel and Kamakura 200Q Grapentine and Boomgaaden 2003.
The austomers ae grouped acording to their similar market basket compasitions. This is the main
charaderistic defining the typicd purchasng behavior of the members of a sgment. Many diff erent
approadhes «ist using aher dimensions, e.g. thasederived from demographics or geography to distin-
guish the househalds (cf. Duchess$, Schaninger and Nowak 2004 Weinstein 2004. For example, the
RFM (recency/frequency/monetary value) applicaions consider, in addtion to the monetary value of
the hoppng trip, the recancy and frequency of customers’ store visits in order to separate buyers into
addressale sgments (Hughes1996 Aaker, Kumar and George 1998. Customer Lifetime Value (CLV)
approaches ae predictive and try to determine the austomers belongng to a edfic group acording
to the expeaed equity. This helps focus on retailers’ most valuable buyers (Mulhern 1999 Berry and
Linoff 2004 Rust, Lemonand Zeithaml 2004). In addition, methods combining bah approaches ae dso
possble (Fader, Hardie and Lee2005.

These €orts am at identifying dfferent customer segments, but they do nd sugged a dea strategy to
retail ers for determining what kinds of products shoud be offered to the identified groups. In contrag,
the gproach in our study will also solve this “item sdedion problem” (Blattberg and Nedin 1990.
The gproach cdculates alist of items whose séesin a s@ment shoud be suppated by a suitable
promotional campaign. The recommended items for these sgment-spedfic campaigns ae derived from
products which are combined frequently and commonly enoughin the transadions of a sgment during
customers  purchaseoccasgons to imply apurchase onnedion. In cther words, the ideaisto use $milar
purchase orreations nat only to identify customer segments but also to advertisethe caegoriesinvoved
to the members of the sgment. Retail ers have been trying for alongtime to comprehend the correlations
between parts of their as®rtments by analyzing jointly-combined products. Severa diff erent techniques
measiring category interdependencies have been developed (cf. Bocker 1978 Merkle 1981 Hruschka
1991). Knowing the relationships between items of retail as®rtments can help to enhance aosssdling
effeds (cf. Harding 2003. For example, if customers often puchaseproduct A in combination with
product B, it could be useful to promote one of the products to boast the sdesvolume of the other one,

and viceversa

In addition to combining the austomer segmentation and the item sdedion problem, the gproach ex-
trads the derived items from the cdegory corréelations between items bough lessfrequently. In atypicd
retall as®rtment, the purchasefrequencies of the offered items ae nat distributed equally. Many dis-
tributions of caegory purchasefrequenciesremrded by dfferent retail firmstendto be kewed. Thisis
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the casewith the one analyzed in our empiricad applicaion (seethe blad solid line onthe left-hand side
in Figure 4.7),and in the gudiesby Hui, Tan and Kumar (200§ and Anderson (2006. Usualy, abou
10% to 20% of an as®rtment’s caegories ae bough dispropationally often, whereasthe reg occurs
rarely within the market baskets. Concerning grocers, thesehighly frequently bough caegories (HFC)
contain products needed every day, e.g. dairy products such asfresh milk. Some form of milk occursin
amost every seondtransadion at most common goceriesor supermarkets. Hence, thesetop categories
are often used for “one-for-all” promation campaigns which are goplied to the retailer's etire dientele
(cf. Elberse2008. However, we think that consumers can be better distingushed acwrding to the pur-
chasesthey make in the caegories bough lessfrequently (LFC). For example, a youngfamily and a
saiior citizen will bath buy the highly frequent food categories sich asmilk and vegetables but they
will more likely differ in buying beby products and denture adhesve. Retail ers have beaome awvare of
the benefits of using customers’ intered in buying these fongtail” categoriesof the assrtment for mak-
ing marketing dedsions (cf. Anderson 200§. The austomer segmentation comporent of the gpproach
will i mplement the caegory correlations in the LFC asthe charaderistic which distinguishesthe buyers,
sincetheseunderlying puchasehabits diff erentiate the austomers more dealy than posshble crrelations
in the HFC. Of course combinations of caegoriesfrom the HFC (such asbread and milk) could also
be used for segmentation puposes Nevertheless considering the grouping structure subjed to category
combinations in the LFC seens to be more valuable from the target marketer’s point of view.

Since the lessfrequently bought items contribute lessto retailers’ overall earnings, we have to validate
the profitability of a sgment-spedfic target marketing approacdh using the LFC compared to typicd one-
for-all promotion campaigns which usualy invave the begsdlers (i.e. items of the HFC). A simulation
is usel to apply the gpproach to empiricd data and edimates the profits generated when the séeded
items ae promoted using succes$ully condicted target marketing techniques Basal onthe extradion
of the items from customer groups showing similar category compasitions in the pad, we assime that
target marketing with the more austomer-compliant items initiates ¢osssdli ng and increases astomer
loyalty. From amethoddogicd paint of view, the goproach shoud na only take datisticd correlations
between the items into acourt, but also the monetary valuesof the defined categories

The following sedions of the thegs will i ntroduce the development of the building Hocks of the tar-
get marketing approach used to analyze persondlized hinary transadions gained from customer loyalty
programs. The goproach shoud increaseretailers’ eanings compared to a common customer-unspedfic
promotional heuristic. By introducing the gpproach and applying it to red-world data, we dm to achieve

threeobjedives

1. CUSTOMER SEGMENTATION: The gproach shoud segment the dientele of a dationary re-
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tail er into customer groups worth addres$ng with more austomized offers. Sincediff erent partition

tedhniques ca be usal, the most appropriate one shoud be determined.

2. ITEM RECOMMENDATION: The gproach shoud name gedfic caegorieswhich might be
suitable for customized promotional campaigns in ead segment. The remmmended caegories
shoud na be drawn from the bedsdl ers but from the “longtail” of the assrtment. The sdeded
items dhoud neverthelesshave a sifficient impad on retailer's eanings and show high puchase

correlations to other items.

3. PROFIT ESTIMATION: A simulation d the gproach shoud ill ustrate the expeded return if
the defined items ae usal for segment-spedfic marketing campaigns. Moreover, the expeded
growth shoud be compared to the growth initi ated with aone-for-all campaign promoting orly the

bedsdlers of aretail er.

The introduwction d the goproacd, the disausson o its modues and its Smulation wsing red-world data
fulfills the above dated ohjedives The reallts of thisthess ae goplicable not only to retail companies
but to all firmswho want to condwct more austomer-compliant marketing campaigns by analyzing their

recorded transadion data with the suggeded framework.

1.3 Theoretical Background

In this setion, the theoreticd and methoddogicd badground d the thedsis explained and embedded
into the general processof knowledge prodiction in sdence Moreover, we compare the methods used
to the onesfoundin common sdentific work of business a@ministration.

Gaining knavledge is a sepwiseprocess(cf. von Alemann 1984 Aamodt and Nygard 1995 Schulz and
Nocke 2007). Usualy, thereseacher extrads from data relevant information, which producesknowledge
if the data verifiesthe foundinformation. If statisticd techniques ae used to analyze ampiricd data,
knowledge aorregponds to the ability to predict and passhbly explain coherencies In pubished work in
sdentific business a@ministration, the mgjority of examinations gply statisticd data models to enable
prediction and explanation (cf. Breimann 2001 Homburg 2007. The authors sé up hypdheses hou
causd effeds and vali date them by teding the models ayainst the mlleded data. For instance, the analyst
might assime a orrelation between aregorsevariable y and an inpu variable x. He may think that a
linea regresson model expresseghe arrelation between y and x bed. By egimating the parameters,
the analyst develops the model and hopesto explain the causd conredion. The validation o the model
is often dore with goodressof-fit teds (e.g. R?). The quality of the explanation depends on how well
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the mode fits to the red correlation between y and x. The left-hand side of Figure 1.1 ill ustratesthis

modeling culture in statistics

linear regression
Y <— logistic regression [«— X Y <— unknown «— X
Cox model
neural nets

decision trees

Figure1.1: lllustration d the two statisticd cultures (Breimann 2003: data modeling (left-hand side) and algo-
rithmic modeling (right-hand side)

In corntrad, the prevailing methods gpplied in this theds belong to the much less ommon gradice of
algorithmic modeling. In contrag to data modeling, agorithmic modeling, ill ustrated by the right-hand
side of Figure 1.1, comprisesthe development of a more or less omplex function which predicts the
readion d y acording to x (Breimann 200). Instead of aiming at explaining a cause-effed relationship
between y and x, the desciption and prediction d the correlation is the more important objedive.
Concerning the dimensionality of the data, the fundamental problem arisesfrom our limited human cog
nitive abiliti es which do na allow us to apprehend the datain a us€ul way. To overcome human limi-
tations, appropriate datisticd and computational methods of data mining are used. The gproach of this
thedsis exploratory sinceits objedive isto reved unknavn information instead of explaining the corre-
lations. A pasitivistic view affeds the goproach due to its grong connedion to statistics and computer
sdence whose agorithmic functions are used to achieve the above-stated aims (cf. Kanitscheider 1981).
In Heinzl's (200]) terms, the gpproach postulates a technique-challenge” relationship.

The quedion ariseswhether desciptive reseach isjust a preparatory step that canna be dassfied asthe
work of sdence For von Alemann (19849, data exploration justifies deseiptive reseach since the ac
quired information can be the source of new hypahesedealing to important conclusions and knowvledge
(cf. Kanitscheider 1981). The exploration d customer segments and unknevn product correlations ae

the key objedivesof our approach and legitimate its séentific nature (cf. Schuiz and Nocke 2007).

1.4 QOutline

The thess is gructured asfollows: in Chapter 2 the reader is introduced to the field of market basket
analysis (MBA). Since the proposed target marketing approadh implements several exploratory tedh-
niquesof market basket analysis, we give an overview of some of its relevant methods. We descibe the
development of the diff erent techniques and their basc functionality. For ill ustration pupaoses we refer

to the Appendix, which includesthe reaults of some short data examples Chapter 3 explains the buil ding
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blocks and the method ¢ concept of the goproach. The main part concentrateson a partiti oning step that
identifies and builds the austomer groups. Sinceit is afundamental modue, sesera different partition
algorithms ae disaussal and analyzed in detail. Artificial binary transadion data is used to show the
charaderistic of eat algorithm and to derive the most suitable partition algorithm for the given con
text. The seond part of Chapter 3 addresseghe quedion d how the gpproach determines and evaluates
the edfic items usead for customized target marketing. Besdesmining algarithms, filter and grouping
techniques alinea programming model is deseaibed which finally extrads the items to be feaured.
The target marketing approach introduced here is gplied to the transadion ceta of a loyalty program
a a supermarket in Chapter 4. This chapter descaibes the output of ead step of the framework and
ill ustrates ®me modificaions. The modificaions refer mainly to the partition algorithm used to identify
the austomer segments. The seond part of Chapter 4 includes the what-if-scanario which simulates
the profit increaseof a sgment-spedfic promotional campaign compared to a dandardized one-for-all
promotion heuristic. The sgment-spedfic promotional campaigns use the items determined with our
data-driven approach. We will show if and in what way the marketer can increasehis profits when aless
anayticd promotion heuristic is replaced.

Finally, Chapter 5 summarizesthe key findings of the theds, disausseshe reaults of the empiricd appli-
caion and gves an oulook onfuture enhancements. Moreover, a hort dedsion scheme is presented to

help managers to dedde whether the goproach shoud beimplemented in their business avironment.



2 Techniques of Exploratory Market Basket

Analysis

Since caegory combinations ae the key charaderistic for defining similar customer groups and sded-
ing the items which shoud be fedured in the correpondng segment, their identificaion is of central
importance over the entire gpproach. To extrad the caegory choice patterns and the variablesthat eff ed
them, the field of market basket analysis usesvarious techniques This chapter introduces ommon tech-
niquesof MBA. Werefer to the methods that are correlated to the buil ding Hocks of our target marketing
approad, asdescibed in Chapter 3.

Thereseach stream of market basket analysisis separated into two ses of approaches(cf. Reutterer and

Mild 2003 Boztug and Sil berhorn 2006:

1. Explanaory, model-based apgoachestry to explain obsaved chaice patterns. The underlying
models focus the variables of the marketing mix, such asprice or a promation affeding the ca-
egory choice of the austomers. In addition, some modds take latent and randam effeds into
acourt. Usualy, logit, probit or tobit models ae used to deseibe the crrelations (cf. Manchanda
et a. 1999. The modds often differ in the usage of edimation procedures e.g. the maximum
likelihood o the Markov chain Monte Carlo methods (cf. Adiguzd, Wedel and Zhang 2007.
Although gowing computational cgpadties have extended the power of edimation procedures
model-baseal approaches usualy include only a limited number of caegories (cf. Boztug and
Silberhorn 2009.

2. The objedive of exploratory, desciptive approachesis to reved purchase orrelations by an-
alyzing the recorded transadion data ystematicdly (cf. Reutterer and Mild 2003 Berry and
Linoff 2004). These @proaches am at so far unknavn purchasepatterns. Due to ou limited cog-
nition, we humans canna reamgrize dl of the patterns adequately. The challenge is to condense
the hidden information in large datases by using courting o cluster algorithms which suppat
the use in finding intereging petterns (cf. Hahder, Griin and Hornik 2005 Hahdler, Hornik and
Reutterer 2006 Reutterer, Hahsler and Hornik 2007).
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The mmbination o exploratory and explanatory methods has &so become popuar (cf. Boztug and
Reutterer 2008. Hereby, the reveded caegory purchasepatterns of the desciptive analysis ae passe
onto a subsegquent model-baseal approadch. The subseguent step can be used to validate the correlations
of thefirst step, and extends the analysis of the cdegary correlations.

This dissetation employs the exploratory methods of market baket analysis becaise the main oljec
tive is to find puchase orrelations with data-driven, analyticd algorithms scaning large numbers of
colleded transadions with many different items. In contrad to the model-basel approaches which use
edimation proceduresto explain the orrelation anonga limited number of items or variables the g-
proach descibed in Chapter 3 triesto urncover categary correlations without claiming a explaining any
causdity.

The following sedion introduces ®me different techniques of exploratory MBA in more detail. Be-
fore the methods ae deseibed, Sedion 21 examinesthe mlledion and construction o the transadion
data. Sincethe methods of exploratory MBA depend onthe dtributes of the data, we explain the most

important of these &ributes

2.1 Characteristics of Transaction Data

The name “market basket analysis” impliesthat the objed of invedigation is the observed shoppng o
market bakets of customers. We define amarket baket, shoppng baket or transadion asthe com-
bination o goods, products or even savices a astomer hasbough during a snge purchaseoccason.
The anadysis of customers purchasng behavior benefits from obseving condicted transadions. For
example, in contrad to interviews, the examination d market basket compositions is much more unhi-
asal. It comes dosea to areseach obsavation since aistomers usualy do nd think abou the fad that
their behavior is registered by the data warehouse ystems. The aygregated transadions of the retailer's
clientele hide latent purchasepatterns which customers ae probably not aware of themsdves The focus
of this setionis the alledion and aggregation o market baset records and the consideration o some

important computational issuiesin their anaysis.

2.1.1 Data Collection

To analyze purchasepatterns with spedal regard to purchase orrelations between itemsin an as®rtment,
the dedsion maker hasto obsave the transadions or shoppgng baskets compaosed by his dientde. A
very smple way to do this is to colled the sdes dips of the cas registers & the point of sde and
mark all the items bough during the shopgng trip. Of course modern retailers have replacel this
manual registration with suitable hardware & the point of sde. Opticd scaining devices & the cah
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2.1 Charaderistics of Transadion Data

register recogrize the bough items by their bar code labels attomaticdly (Grinbatt 2001). In Europe
the European Article Number (EAN) and in the United Statesof Americathe Universd Product Code
(UPC) dlow a computational and automated recognition d the corregpondng items. Recently, some
companies have garted to implement Radio Frequency ldentification (RFID) techndogy. Insteal of
barcodes articles aelabeled with atransponder. Frequency readers enable the automatic identificaiion o
al it emsin the market basket withou scaning ead individual article manually (cf. Jager 2007). Usualy,
the dedronic ca$ registers ae mnreded to the firm's datawarehouse ystems. They colled al the data
sourcesof a company for further data analysisin a central data gorage (Maladch 200Q Gorzades2003.
The data warehouse ystems can provide the diff erent databasesof the retail er to an analyst for OLAP
or data mining techniques In stationary retailing, thesedata sources ae primarily usal to cadculate
stock cgpadtiesor acmurting information. Rarely, the datases ae mnneded to sophisticaed programs
analyzing customers purchasng behavior.

Concerning transadion data, ead puchaseoccason is recorded in a relational databasein the data
warehouse ystem. Relational databasesecord theinformationin tables Each row of the table represents
an entity and ead column represeants an attribute of the entity. The content of the table's cdls edfies
the values of the entity’s atributes Transferred to the MBA context, ead singe hoppng baket, i.e.
transadion x, corregponds to the row of atable in the relational database(with n=1...N). Sincethe
columns define theitems j = 1...J of an as®rtment, an empty cdl or a zao value means that the item
hasnat been bough during the purchaseoccason. It hasbeen bough when the cdl shows apositive

value. Table 2.1 ill ustrates an example data table Xy in adatabase

m | Xn j=1 j=2 j=3 j=4 j=5 j=6 j=7 =8

5 X1 0 1 1 0 1 0 1 1
2 X2 0 0 1 0 1 1 1 1
4 X3 0 0 0 0 1 0 1 0
5 X4 1 0 0 0 0 1 0 1
5 X5 0 0 0 0 1 0 0 1
2 X6 0 0 0 0 1 0 1 0
1 X7 Uz1 = 0 1 1 0 1 0 0 1
3 Xg 1 0 0 0 0 1 0 1
5 X9 1 0 0 1 1 0 0 0
4 X10 1 0 0 0 1 1 0 1
2 X11 1 1 0 0 1 1 1 0
2 X12 0 0 0 1 1 1 0 1
1 X13 1 1 1 0 0 0 0 1
3 X14 1 0 0 0 0 1 0 1
3 X15 0 0 0 1 0 0 1 0

Customer Identification Binary coded datatable

Table 2.1: Binary coded data table Xy with customer identification m (cf. Dedker and Schimmelpfennig 2002 @
Mill er-Hagedorn 2005

In the ealy stagesof exploratory MBA, the objedive wasto find caegory correlations in the snge one-
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2 Teahniques of Exploratory Market Basket Analysis

stop puchaseoccasons of aggregated customers. Hence, correpondng methods analyzed transadion
data ammarieswithou regard for who made the choice dedsion where and at what point in time. The
anaysts amed at the right-hand side of the verticd divide in the example data table (seeTable 2.1).
When the temporal dimension o the austomer’s choice dedsionisignared, the reaults of the underlying
methods refer to the “conredion o purchase” This defines dl the items bough at a cetain pant in
time (Bocker 1978 PoggenpoH 1993 Schnedlitz and Kleinberg 1994 Boztug and Silberhorn 2006.
Althoughthe individual customers ae nat tracked throughtime and space identified puchase orrda
tionswithin these gmpletwo-dimensional transadion datasés give dedsion makers valuable information
abou the choice behavior of customers. Scanning anonymous transadion ceta can reved i mportant item
correlations in retail as®rtments. For example, an identified purchase orrelation between fish and white
wine impliesthat the austomers might reped the mnvention o seving sedood with white wine. As
a onsajuence aretailer could place skeded white wines bedde the freeze containing fish. Degite
the fad that asaiming causdity for every founditem correlation cariesrisks (seeSedion 53), verified

caegary purchase orrelations might hold important information for category or promotion management.

The informational value of recorded shoppng bakets hasincrease as many retail ers have begun d-
fering loyalty programs that provide registered members with plagic cads or use authenticaion data.
When using these aistomer-identifying instruments for eat purchaseoccason, the crregpondng trans-
adions can be asggned to their originators. The programs make it possble to tradk eadh purchaseoc-
cason ower an obsavationa period. With this development, MBA methods ae nolonger limited to the
“conredion o purchase”but can be extended to the “conredion o demand’ which defines dl theitems
bough by a howséhold over a edfic period o time (Bocker 1978 PoggenpoH 1993. Referingto Ta
ble 2.1, the column onthe left-hand side of the verticd devide hows the extension o the databasefrom
the introduction o registration o loyalty programs tying ead transadion to a customer identification
number (ID) m. For example, the purchasesxy, X3 and x4 of Table 2.1 are asgyned to customer m= 1.
If the data mlledion systems of diff erent shops ae mnreded orline to a cantral data warehouse it does

not even matter at which store the austomer with the corregpondng ID buys the items.

Inthe U.S,, retail companieshave been succes$ully isauing their own credit cards for many yeas, which
fadlit atesrearding the purchasng behavior of card hdders. In Germany, the introduction o customer
loyalty cards, bonws dub cards and company credit cards has become possble due to the removal of
legal barriers in 2001 Since this point in time, firms have built consortiums such as “Paybad” or
“DeutschlandCard”, and nav provide austomers with many different programs. Althoughthe loyalty
programs can indeed increaseretailers profits in the long run, some authors advise keeing an eye on
the program'’s profitability (cf. Reinartz and Kumar 200Q Reichheld 2001, Leenhea 2004). Many firms
colled huge amourts of data with highly-sophisticaed data warehouse ystems but derive only small
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benefits from the information. Hence, it is aucial to develop methods for using the mlleded transadion
data from loyalty programs and to disauss the quedion o whether the implementation o data-driven

target marketing methods redly increaseghe retail er's profit.

2.1.2 Computational Issues

Analyzing the recorded transadion data is usualy done with computers. Since human cogntionislim-
ited, machines sippat dedsion makersin retrieving information from data. Even the modern cgpadties
of computers ae nat infinite, however, which means that programs and methods of exploratory MBA
must nat wage the given computational resources The diff erent invented techniquesvary in the dfec
tivenesswith which they extrad the purchase orrelation from the data sé. To understand why some
techniques ae more dfedive than athers, it is necessey to consider the comporents of a cmmputer sys-
tem and hav the dgorithms of MBA interad with these omporents to identify purchase orrelations.
An “algorithm” is afinite course of adion to solve a sated cdculatory problem (cf. Cormen 2007. In
the MBA context, an algorithm represents aprogram code or amathematicd formulation identifying the
purchase orrelations within the data table.

Looking at the computational power of computer systems such as mainframes or persona computers
in a dmplified way, the following hardware devices ae of interes: the central processng urit (CPU),
the random accessnemory (RAM), and nonvolatile gorage devices sich ashard disk drives(HDD) (cf.
Zilahi-Szabd 199§. The dorage devicesgather the databaseof the datawarehouse ystem; thesedevices
provide the high storage cadti esthat are needed. For the analysis of the transadion data, the programs
load parts of the datasé sequentially into the analler RAM and start the dgorithm. The dgorithmic
program reguiresthe power of the CPU to finally solve the cdculatory problem. A comparison d the
effedivenessof two programs can be dore by comparing two complexity measires that of computing
time and that of storage fpace For a given s of computational resources ad an equal output, one
agorithm performs better than anather if it optimizesthe computing time and minimizesthe dorage
space In pradice some MBA agarithms lower the computational 1oad by reducing time-consuming
inpu-output (1/0) processesetween RAM and storage devices 1/0O processeglescibe the exchange
of data between the different parts of a computer system. For example, the transfer of data between
the dorage device (e.g. the hard disk) and the RAM is atypicd /O process Some dgorithms reduce
the I/O processedy sanpling techniqueswhich passon smaller parts from the dow storage devicesto
the process$ng urit. The dgorithms themsdves ca be optimized, e.g. by pruning steps. They make
it posshle to processmore data in the CPU or read more data into the fag RAM (cf. Reischuk 199Q
Zilahi-Szabd 1998 Ottmann and Widmayer 2002. We will preseant some techniquesfor optimizing the

algorithms in Sedion 22. To summarize, purchase orreations or patterns can be foundin data with
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many different algorithms, but the dficiency of the dgarithms in extrading the vauable information
varies Hence computational issles ae animportant paint when analyzing high dmensional transadion

data.

Sparsity and Dimensionality of the Transaction Data

Increasng the dfedivenessof the dgorithms has become esen more important as eploratory MBA
hasbegunto facefurther computational chalenges Althoughthe capadtiesof modern computers have
grown enormously over the lad forty yeas, the anourt of colleded data in retailing hasbecome larger
too. Scanning devices ae mlleding thousands of transadions in ead retail store every day, hundeds
of members have darted taking part in loyalty programs, and retail ers ae extending their as®rtments to
increasethe probability of saisfying their customers. With reference to the growth of the data table Xy,
the number of rows and columns isincreasng and the analyticd proceduresused haveto ded with high-
dimensiona data. This explains the jump in demand for efficient algorithms to insped thesedatasds in
ajustifiable period o time (cf. Strehl 2002.

In addition to the increashg dmensions of the data table Xy, it is often very sparsdy provided with
values Here, the garsity of a data table definesthe relation between nonzero and total cdls (cf. Strehl
and Ghosh 2003 Strehl 2002. For our example datatable (seeTable 2.1), the matrix shows a parsity of
42.5% = 51/120whichisnot ared value for most sdli ng environments. Becaise wistomers usually buy
only a small part of the product rangein stationary retail environments, only afew nonzero values gpea
in atransadion. Most data tablesof supermarkets show a garsity of abou 95% and higher. Some online
markets (e.g. booksdlers) construct even a much more garsetransadion data matrix since aistomers
can sometimes diocse anong 1Q000to 100000 articles For the techniques of MBA it beacomesmore
difficult to find simil ar, related transadions in sparsetransadion data snce the probability of individual
product compositions increases Finding similar market basket compasitions in the data table is akey
ideaof many MBA techniques In caseswhere data is very sparse thesetechniques ca leal to poa
reailts.

To overcome the difficulties of high-dimensional, sparsedatain the MBA context, the analyst can look
for item correlations acording to different degreesof item aggregation. Following Ml er-Hagedorn
(2005, Table 2.2 descibesfour different levels of aggregation relevant in the cortext of thistheds.
When retail ers want to clarify the purchase orrelations between single aticles the computational chal-
lenge is the highed since nealy the whale product range hasto be mnsidered for the analysis. This
is nat always the most effedive course of adion. Purchase orreations on the caegory level or on an
even lower aggregation level can aso bring ou use€ul knowledge ébou customers' buying preferences

Hence an analyst can reduce the number of columns in the data table by summarizing the sdes of
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Item Description Example Level of aggregation
Article/SKU The smallest unit of disposi- Whoe milk chocolate from  lowest
tion with important econami-  different manufadurers in
cd differences (such as man-  different padage sizes etc.
ufadurer, padkage size sort
etc.)
Category (of goods) Groupsof articleswith differ-  Whole milk chocolate, white low
ent varieties and sorts. chocolate, chocolate with nus
Classof goods Categories stisfyingaspedal  Chocolate high
need or wish.
Kind o goods Simil ar to the sedor Candies highest

Table 2.2: Levelsof item aggregationin atypicd retail asortment (cf. Mller-Hagedorn, 2005

prodwcts in a cdegory. The drawbadks of negleding information are balanced by two posstive dfeds:

1. The number of obseved attributesof the datatable (i.e. the number of j-columns) becmesmuch
smaller. Thisreduces & leas one dimension o the matrix. For example, the 10,000 SKUs of a

virtual supermarket can be asggned to 250caegoriesof 40 SKUs ead.

2. At the sanetime, the garsity of the data table deaeaseslf the retailer recogrizes eab purchase
of the customer in ore of the 40 articles as a dain the mrregpondng superior category, the matrix

will tend to have morefilled cdls.

Bothisales ca pasitively aff ed the output of the MBA agorithms. On the one hand, simil ariti esbetween
shoppng bakets can be foundmore eadly, and onthe other hand the reduced number of items releases
computational resources For the purposesof this dissetation, we refer mainly to the caegoriesof a
retail company, althoughall studies ca be transferred to subcaegory levels (e.g. SKUs). Threshadds
are only given by computational li mitations. To avoid misunderstandings, in what follows, ead of the
expressons “item”, “article”, “category” and “product” represaits the units of an offered as®rtment.
In the sane way, the expressons “caegory correlation”, “asciation” or “itemse” name the purchase

relationship identified between two or more units of the enalyzed datase.

Scale of the Transaction Data

A further isaue of some importance is the scde of the wlleded data. The cad register usualy fills
the row of ead transadion with the amourt spent in the crregpondng categories Hence, the data
table corntains metric values (e.g. sdes volume or even gross margins of the arrepondng item).
Since retailers ae more intereged in knowing which items were bough during the purchaseoccason
than in hav much money was pent on the items, typicd exploratory MBA approaches assme binary

coded data (Agrawal, Imielinski and Swami 1993 Schnedlitz, Reutterer and Joos 2001, Dedker and
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Schimmelpfennig 2002 Reutterer and Mild 2003 Mlller-Hagedorn 2005. Binary data doesnat burden
computational reources agmuch asdo metric values This geeals up most algarithms and helps even
in the caseof high-dimensional data tables (cf. Merkle 1981, Berry and Linoff 2004). The occurrence
of a caegory in a market basket is denoted by a value of one and its ebsence by a zeo value of up |
(cf. Russdl and Petersen 200Q. On the other hand, binary data impliesthat thesetechniques eclude
guantities and pricesof the purchasal products in the analysis. Negleding this additional information
might have adetrimental effed on the reaults (cf. Strehl and Ghash 2003 Brijs, Swinnen, Vanhod and
Wets 2004). For example, a binary coded market basket with three battlesof champagne and 10 boxs
of oysters hasthe sane datisticd strength as amarket basket with a battle of milk and a dice of cheese
Nevertheless the metric values behind the binary variables ae dill presat and can be usel in a later
stage of the mining procedure. For example, the target marketing approach descaibed in Chapter 3 uses
binary data in the first mining steps and re-imports the metric values when the number of considered

items hasbeen pruned.

The following sedions give an overview of the existing techniques and algorithms used to analyze @l-
leded andrecorded hinary data. Sedion 22 starts with techniques enployed to find puchase orrelations
in anonymous transadion data, i.e. data which doesnat alow the retail er to identify the austomers be-
hind the recorded transadions. This means that reveded puchase orrelations ae valid for the average

customer only. Sedion 23 introducestechniqueswhich consider the linkage to registered buyers.

2.2 Analysis of Anonymous Transaction Data

Since we do nd address aistomer-identifying loyalty programs in this setion, the following methods
analyze the purchase onredion between the items of an as®rtment withou taking acount of the in-
dividual behavior of the austomers. Hence, the subsequent techniques analyze the binary data on the
right-hand side of the verticd divide in Table 2.1 and negled the austomer ID in the first column. Start-
ing with pairwise assciation analysis, the basc method invaves @mparing the purchaseincidencesof
two single items in the transadion datasé using similarity or distance measires Since partition tech-
niques aso neal thesemeasiresto find simil ariti es between two entities Sedion 22.3 can refer to the
badc methoddogy o pairwise assciation analysis. Asciation rule mining is the most popdar tech-
nique for extrading puchase orrelations from nonpersonalized datases, and definesthe content of
Sedion 22.2.
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2.2 Analysis of Anonymous Transadion Data

2.2.1 Pairwise Association Analysis

Initial reseach looks & the pairwisepurchase orrelations between two items of an as®rtment, i.e. how
often itemi and j are bough in common. Hence, the intereding entities ae the mlumns of the data table
instead of the rows. The matrix Xy can be mnsidered to be atransposed ore. The purchaserelationship
between two items grows with their co-occurrencein a aufficiently large share of all market baskets.

Backer (1978 and Merkle (1981) devised and teged different statisticd measires which derive the
similarity between two items by courting their common cccurrence and absaice within a datase. Many
authors have devel oped awide variety of different similarity measires and dsaussel their charaderistics
extensively in the literature. To descibe the measiresof similarity for nominal scded data, a table of

contingency is often used (seeTable 2.3 and Merkle 1981, Badkhaus, Plinke, Erichson et a. 2006.

jisbough jisnat bough >
i isbough a b atb
i isnat bough c d c+d
2 a+c b+d atb+c+d

Table 2.3: Table of contingency to explain measures of simil arity (cf. Merkle 1987

Different relative arangements of the cdls can expressthe smilarity or dissmil arity between two en-
tities To identify purchase orrelations in binary data, many authors propaose the Tanimoto-simil arity
meagsire descaibed in Equation 21 (Bordemann 1985.

l'PTan = W|th l'I',Taﬂ 6 [0, l] (21)

_a
a+b+c
The meagsire cdculates how often i and j co-occur within the data compared to the sum of entitiesin
which at leas one of them is bough. For example, the pairwise Tanimoto-coefficient between item j;
and j» of the transposad data matrix in Table 2.1 is 5+—§+2 ~0.22

The smilarity between two entities is often expressé with a distance measire. If the values of the
entities orrepondto the mordinates of a represeatative point in the J-dimensional feaure ace the
distance between two pants refleds the dmilarity between the corregpondng entities A high dstance
between two entitiesmeans alow simil arity (or ahigh dssmil arity). Inthistheds, the dgorithms usually
implement distance measires e.g. the Jacced distance (cf. Anderberg 1973. The Tanimoto simil arity

value can be transferred into the Jacced distance asfoll ows;
dyaccard = 1 — Wran (2.2

17



2 Teahniques of Exploratory Market Basket Analysis

Techniques céculating the distance between metric scded entiti esoften implement the Euclidean or the
Manhattan distance (cf. Badkhaus € al. 2009. The Euclidean distancein particular isquite important for
partitioning since the well-known K-means dgorithm descaibed in Sedion 22.3 depends onit (Hartigan
and Wong 1979. The Manhattan and Euclidean distances ae derived from the Minkowski metric as
shown in Equation 23.

1
r

N
Dij=[Y [Uin—Ujnl] (2:3)
n=1

When the constant r is sé to a value of one, Equation 23 refleds the Manhattan distance. For binary
data the Manhattan distance leads to the sane reallts asthe output derived from the Hamming ds-
tance Hence the Hamming dstance is often used to desaibe the disgmil arity in binary machine ade
(Hamming 1950. When r = 2, the Minkowski metric deseibes the Euclidean distance Due to the
exporent r = 2 in the bradkets, bigger differencesget a higher weight compared to r = 1. Raising to
the power of two increaseghe sansitivity of the Euclidean distance when identifying dssmilaritiesin
metric data.

Althoughthe measires derived from Equation 23 are developed to cdculate the dissmil arity between
metric scded entities the Euclidean and Manhattan distances ca also be gplied to binary datases.
Nevertheess in the casef sparsemarket basket data, the Jacced-distance seesto be more gpropriate.
For explanation puposes the following transposed table comprisesfour binary coded rows with the

composition o two virtual productsi and j.

1 2 3 45
j=1/0 0 0 0 1
i=2 (0 0 0 1 O
j=3|1 1 0 0 1
i=4 (1 1 0 1 0

Table 2.4: Example to demonstrate the advantage of the Jaccad distance when examining binary market basket
data

Thefirst two rows represeait the composition o j = 1 andi = 2 and show that the items have never been
bough in common. Rows No. 1 and No. 2 are totall y diff erent when evaluating the co-occurrence of the
items within the five bakets. The Manhattan distance leals to an absolute value of |0— 0|+ |0— 0| +
|0—1|4|1— 0] = 2 and the Jacced distanceto avalue of 1— (0/0+ 1+ 1) = 1. Now, let us mmpare
the lower two rows No. 3 and No. 4. The item compasition is the same asthat in the casqust disaussel

except for the first two baskets, which bah include the items in this case The Manhattan distance
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remains & a value of two and impliesthat there is no change cmpared to the first case In contrag,
the Jacced distance deaeasedo a vaue of 0.5 and impliesthat rows No. 3 and No. 4 are nov more
similar to ead aother than rows No. 1 and No. 2. Instead of the Manhattan or Euclidean distance the
Jaccad distance weights the a-occurrence of one valuesmore grondy. For sparsebinary data, thisis
an important charaderistic Sncewe ae more intereged in finding the products which have been bough
in combination than the oneswhich have not. We will return to this important issie in Sedion 31.4. It
examinesthe dependenciesbetween the seéedion d the distance measire and the reaults of some gedfic
cluster algorithms.

Theforegoing dsausson shows that there is no uriversd measire that can be used for every applicaion
and context. The analyst always hasto chocse a appropriate measire acording to the scaario and the
genera expedations ébou the adievable reallts. Hence applying a alitable measre is key to getting a
valuable outcome from analysis techniques

For eat pairwiseitem combination the use hasto cdculate the crregpondng as®ciation value regard-
lessof the implemented similarity or distance measire. The values ae usually passé onto a distance
or similarity matrix, as $iovn in the Appendix for the data example of Table 2.1 (seeSedion A.1.1,
Table A.1). Thereby, the dmilarity or distance measire can express a gmmetricad or agymmetricd di-
redion o item correlation. A symmetricd as®ciation meansthat the purchase orrelation between items
i and j isof equal strength. Hence, the distance or simil arity matrix doesnat need to include values dove
the diagordal.

Regardingagymmetricd purchase orrelations, the diredion d the interdependence between two itemsis
important. For example, Hruschka's (1991) probabili stic model of purchase orrelations dso determines
thereverse orrelation o two items. Let us assmethat two itemsi, j of an as®rtment are not correlated.
The definition o the datisticd independence determinesthat the common puchaseprobability is the

product of the dngle purchaseprobabiliti esof the items:

P@inj)=P(i)=P(j) (2.4

If the retail er assimes apurchase orrelation between the items, the coommon puchaseprobability hasto

be higher than the product of the sngle purchaseprobabiliti esof the considered items:

P@inj)>P(i)=P(]) (2.5

According to the definition o the condtional probability, the left side of I nequation 25 can be replacead
with the expresson in Equation 26:
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Pl ))="U0D o By =R j)«P() (26)

P(|j)«P())>P@[)«P(j) < P(i]]j)>P() (2.7)

The reallting Inequation 27 determines a omplementary purchaseprobability between itemsi and j. It
becomestrue if the purchaseprobability of i, onthe condtion that j hasbeen bougl, is higher than the
single purchaseprobability of i.

The deduced assamption justifiesthe usage of the condtional purchaseprobability for finding pairwise
caegory purchase orrelations in binary data. The cdls of the mntingency table can also be used to

expressthe purchase orrelation between i and j acording to the probabili stic model (seeTable 2.3).

P =gl & PlID=5o @9
P )= g & PlID= 505 9

For ead pair of items, the condtional purchaseprobability is cdculated and inserted into the dmilarity
or distancematrix. TablesA.1, A.2andA.3in SedionA.1.1 of the Appendix show the distance matrices
of the condtional probability, the Jacced- and the Euclidean distance that result when the data matrix
of Table 2.1 isusal. Sincethe acndtiona probability defines an agymmetric purchase orrelation, the
values @&owe the diagoral have to be cdculated aswell. Thisis becauseP(i | j) usualy differs from
P(j | i). With referenceto Table A.1, the lowed value of the Jacced distanceis cdculated between item
i> andis (0.4) and impliesthe gronged purchase orrelation. The next lowed figures ae 0.44, 0.45 and
0.58 pdnting to simil ariti esbetween the pairs made out of i1, ig andig.

From a methoddogicd point of view, the aymmetry of the probabili stic goproach can be alvantageous
and problematic a the same time. On the one hand, the aymmetry provides more information abou
the relationship between two items. On the other hand it might be more complicated to find a useul
applicaion for thisinformation in pradice For example, the retail er doesnat know a priori which item
has caisal the purchase orrelation when he gets two valuesfor one pair of items. Nevertheless we
will show that the condtiona purchase orrelation pays an important role for courting algorithms in

Sedion 22.2.

In addition to courting the c-occurrence of items within the olleded market baskets, a seond major
technique of exploratory market basket analysis is to buld groups of transadions that include smilar

products or items. Theideabehind the s@mentation methods of exploratory MBA isthe assmption that
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shoppng hbaskets with similar product compasitions imply purchase orrelations between the grouped
caegories For example, if a sgment of market bakets cntains bee, fizzy drinks and water with a
higher probability than average, analysts assme a orrelation between these ctegories The rea®n
behind this caegory combination might be the heary weight of the beverages It could induce the buyers
to come by ca and transport the cans or battlesin one sngle hoppng trip. If the rows of Table 2.1 are
grouped acmrding to their similarity, one partition will comprisethe equal bakets X4, Xg, X10 and Xi4
with theitemsi,, ig andig. Both methods — courting the pairwise @-occurrence and grougng acarding
to the smilarity of the market baskets — define correlations between the same items (seeSedion 22.1).
Regarding the procedure of pairwise aseciation analysis and some partitioning approaches there is a
coincidence between finding groups of similar market baskets and courting co-occurrencesto uncover
caegory correlations. For both techniques the output is often a smilarity (or distance) matrix which
comprisesfor ead pair of units avalue represanting their level of agreement. The diff erence between
the methods results mainly from the processng o the distance matricesin subseguent procedures
Calculating the pairwise assciations of items is an ealy method & MBA. However, several modern
MBA techniques $ill use a smilarity matrix se-up (cf. Strehl and Ghosh 200Q Strehl and Ghosh 2003.
Some dgorithms of cluster analysisin particular extrad groups of items or market baskets from the sm-
ilarity matrices(seeSedion 22.3). Althoughthe matricesbecome enormous if the number of invaved
itemsishigh (seeSedion 22.1), Strehl and Ghosh (2003 have introduced an approach which takes762
entitiesinto acmurt. To ded with this number of entities powerful computing methods ae needed.
According to Strehl and Ghosh (2000, an advantage of similarity matricesfor groupng market baskets
is ©-cdled “fedure reduction’. Once the matrix (also cdled the dmilarity space is sé up, eat value
represeants the agreement of a dngle pair of entities In contrag to aN x J data table, the dimensionality
of the J x J similarity matrix is much small er, sincethe number of transadions is usually higher than the
number of offered items (N > J). The complexity measire of storage gacedeaeases rad the substeps
that follow are aminor computational problem. Nevertheless the information within the dmilarity
spacenedls to be aggregated and extraded using further methods, since amanual inspedion simply
overburdens an analyst. Asthe dmilarity matricesin TablesA.1to A.3ill ustrate, it is a dallenge even

to identify the maximum values— athoughthe small example presanted includesonly eight caegories

Visualization of Interdependencies in Similarity or Distance Matrices

To reved the hidden information within the data, an important part of exploratory market basket analysis
is the development of visudization techniques This setion includes ®me séeded methods used on
similarity matricesderived from pairwise assciation analysis. We gart with short examples of muilti-

dimensional scding (MDS) and hierarchicd clustering. Both techniques ae auitable for matricesof a
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Figure2.1: Visualizaion o four distance matrices with MDS

limited size Concerning high-dimensiona simil arity matrices Strehl and Ghosh's (2003 cluster visual-
ization technique CLUSION is demonstrated as an example.

Non-Metric Multidimensional Scaling: Multidimensiona scding visualizesthe smilarity or dissmi-
larity between oljeds in a two- or threedimensional plot. The iterative procedure determinesfor eat
pair of items an arrangement of represantative points by using the valuesof the gmil arity or distance ma-
trices The arangements of the paints mediate the correlation amongall entitiesin the feaure gace For
instance, points which are doseto eath other represent more smilar items (i.e. products or categorie
whereaspoints with alarger distance between them refled the dissmil arity of the correpondng items.

Figure 2.1 shows the visudizdion d the three distance matricesin the Appendix (seeSedion A.1.1,
TablesA.1, A.2 and A.3). The lower two graphs ae derived from the upper and lower triange of the
agyymmetric matrices céculated with the condtiona probability. Deder and Schimmelpfennig (2002
and Mlller-Hagedorn (2005 have dready shown the first and fourth plots dightly modified. The plot
represanting the MDS reallt of the Jacced-distance matrix implies apurchaserelation between item
j=2and j =3 o between theitems j =1, j =6 and j = 8. The arangement of the data points
changesif the Euclidean distance or the condtional probability is used. Since the matrix derived from
the probabili stic model is different below and abowe the diagorel, Figures 2.1(c) and 21(d) are dso
different. Noticethat even for this small data sanple, the three diff erent distance measiresleal to four

different plots. This shows that the determined correlation between the items depends drondy on the
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sdedion o the distance measire.

Dendrograms from Hierarchical Clusteral Analysis: Hierarchicd cluster analysis houd groupitems
into sggments which are combined quite often in the market baskets. Some dmple dgorithms exist to

merge smilar entities Usually the dgorithms are sgoarated into two steps (Badkhaus € al. 2009:

1. The pairwisedistancesof the antities ae cdculated with an appropriate distance measire.

2. A fusion algorithm buil ds groups acording to the distancesbetween the antities

With reference to the dhort data example in Table 2.1, the distance matrices ae drealy known from the
pairwise assciation anaysis. The complete-, single-, average linkage dorithm or the Ward algorithm
are typicd fusion algarithms to aggregate the distance matrices At the beginning, they consider eath
entity as agroup (battom-up) and merge the grouys urtil al entitiesbelongto ore duster. To find an
appropriate groupng structure, the analyst considersthe levels of fusion and deddes d what paint in time
the bed groupngis atieved (cf. Dedker and Schimmelpfennig 20029. Some fusion agorithms can also
groupal entitiesin ore big cluster and dvide it into smaller clusters successvely (top-down). All of the
fusion algorithms ae descibed extensively in the literature (Kaufman and Rousseew 2005 Badkhaus
et . 2006. Figure A.1 represants the dendrograms built with the arerage linkage fusion algorithm if the
distance valuesin TablesA.1, A.2 and A.3 are usal. The branchesof the dendrogram represent groups
of similar items. Of course it isnat always dea where to cut off the branches and which items belong
to a duster. Nevertheless some of the dendrograms represent the groups of items that were drealy

reagnized with the MDS.

CLUSION: The duster visuadizaion technique CLUSION introduced by Strehl and Ghosh (2003 vi-
sualizesgroups of similar market baskets in high-dimensional data. It starts by defining a fixed number
of clusters K. Strehl and Ghash (2003 sugged a quality measire to approximate an appropriate value
of K.1 The graph partition algorithm embedded into CLUSION neetds the smil arity matrix asinpu and
defines for eat pairwise $milarity value a duster label. CLUSION itsdf reorders the duster labels
represeanting the (dis-)similarity of two entities of the matrix aslong asthe sane labels ae contiguots.
For visualization puposes adat in atwo-dimensional, redanguar grid represents the smilarity vaue
between two market baskets. Each da takesonagray-level shade. The shade rangesfrom whiteto blad.
Bladk corregponds to complete smilarity and white to complete dissmilarity between two entities The

CLUSION agorithm groups smilar entiti esinto sub-squares dongthe diagoral of the grid. The average

1We return to the problem of determining K for our presented cluster approach in Sedion 4.2
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Figure 2.2: Example of the duster visuali zation technique acordingto Strehl and Gosh (2002

intensity of the gray-level of ead square dongthe diagoral stands for the interna simil arity of the enti-
tiesof one duster. Off-diagoral squares ymbdlizethe searation level between the dusters. Figure 2.2
shows an example output of CLUSION.

After the reordering o the entitieshasbeen dore, Figure 2.2 shows five different clusters segarated by
thin blad lines Beginning with the upper left corner of the diagorel, the first two clusters ae not very
distinct from ead ather since the off-diagorel redanges ae dso dark-gray. In contrag, clusters three
andfive seen to be quite drongclusters. The light-gray shade of cluster four gives a tea indication that
the averagesof theincluded entities ae relatively dissmil ar. Taken together, the CLUSION plots do nd
only reflea the aorrelation between the dusters, but also give information abou their quality.

The example has a&so shown that the visudizaion o the purchaseinterdependencies with graphicd
tods provides the obsaver with valuable information quickly. Hence visualizaion techniques ae a
well-noted field of development in the data mining and KDD community and are often classfied as
“visual datamining’. Sincethe gproadc introduced in Chapter 3 doesnat need visuali zation techniques
to bring ou useul reaults cercively, we éstain from giving a broad overview of existing techniques
For anintroduction to visuali zation in datamining, Grinstein and Ward (2002 explain and compare ome

modern techniques (for additional applicaions and techniques sed-ayyad, Grinstein and Wierse2002.

Implications

The determination o pairwise purchase orrelations with symmetric or agymmetric distance or simil ar-
ity measres leals to two relevant isaues for the following reseach. First, Sedion 22.1 implies that
the choice of the distance measire dfeds the reaults of the techniques Therefore, it is quite difficult to
define the “right” distance measire asthe auitability depends on the cntext of the problem. Because
partition methods in particular rely on dstance caculations, we have to exped varying solutions in the
caseof different measires Itisnecessgy to verify which distance measire brings out the most valuable
and suitable outcome in the correpondng context. In regard to our approach, we addressthis isaue in

Sedion 31.4. Seowond cdculating a distance or similarity measire between ead pair of entitiesis a
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complex computational problem since the number of similarity valuesincreases xporentially with the
number of itemsinvaved. Equation 210and Equation 211 descibe the correlation between the number
of cdls zin the matrices sibjed to the number of examined items J (or the number of baskets N) for
a ymmetric and an agymmetric measire. Calculating the full similarity or distance matrix for high
dimensional data can eadly overburden the existing computational resources Hence, the cdculation o
pairwise @rrelation coefficients seensto be aiitable if retail ers want to analyze purchaseinterdependen-
cieson ahigher item aggregation level. For example, examining correlations between classeof goods
or caegories ould be dore with thesetechniques(cf. Hamming 1950 Mller-Hagedorn 2005.

Zeymmetric = J(JZ_ ) (2.10)

Zasymmatric = 97— J (2.12)

Reseachersreangnized ealy that the cdculation o full similarity or distance matricesli mitsthe potential

of MBA due to the reaulting computational complexity. The growing data massowing to, for example,

the implementation o scaner techndogies d retaill cas registers, the increasesn orline purchasesthe
growing d as®rtments and the austomer bases hasforced sdentists to develop algorithms which can
find puchase orrelations withou comparing all pairs of entitiesin a datase. Taking into acourt only
the gatisticdly important item correlations or approximating a useul partition d the items bocsts the
efficiency of MBA algorithms.

Two principa kinds of MBA techniques ae mainly applied to this tak. First, asciation rule mining
agorithms count the c-occaurrence of items g/stematicdly within the transadion detasd. The corre-

spondng algorithms ae the topic of the following sedion. The seond knd d technique comprises
extended partitioning approaches In addition to the drealy mentioned algorithms of hierarchicd cluster
analysis and CLUSION, partitioning cluster algorithms do nd need afull simil arity matrix to buld simi-
lar groups of market baskets. Sincewe combine an algorithm of as®ciation rule mining and pertitioning
cluster analysisinto ore framework, the main method d bath techniquesis aucia to understanding the

approadh introduced in Chapter 3.

2.2.2 Association Rule Mining

For some time now, as®ciation rule mining (ARM) algorithms have been the most popuar techniques
for finding crosscaegory purchase o-incidenceswithin binary transadion cata (cf. Agrawal et al. 1993
Agrawal and Srikant 1994 Bayardo and Agrawa 1999. The objedive of ARM isto identify all statisti-

cdly important co-occurrencesof items with efficient courting strategies Let J = {j1, j2, J3...} bethe
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sd of items in datasé Xy. Ead transadion x, of the datase contains a sé of |-itemses wherel is the
length of theitemsd and definesthe number of single itemsin the itemsd. We name a sibse of length |
an |-subsd. The suppat of an itemséd A is defined asthe relative share of the transadions in the datase
Xn Which contain the itemset (seeEquation 212).

_ [ {Xn e XN[AC X} |

supp(A) = Xu ] (2.12

If the suppat value excedds the usa-defined minimal suppat value minsupp, the corregpondng itemset

is cdled a frequent itemse (FI) (Agrawal et al. 1993 Savasee, Omiednski and Navathe 1995 Brin,

Motwani, Ullman and Tsur 1997). For example, afrequent itemsea A= {red wine, appetizers defines a
correlation o statisticdly sufficient intered between the two caegories $ncethe included items co-oceur

often enoughin the transadions of a datase. According to Agrawal et a. (1993, an as®ciaionruleis
an express$on such as ‘if item(sd) A was hosen, then item(se) B was dso bough”. The symba A— B

with A/B C J and AN B = @ deseibesthe probability of the purchaseof B, given the purchaseof A.

Equation 213 expresseghe orrelation between this condtional purchaseprobability and the suppat

value:

conf(A— B) = X EX [ (AUB) Cxa} | _ SUPHAUB) _ g ) (2.13)

[ {Xn € XN[AC X} | supp(A)
ARM algorithms typicdly follow atwo-step procedure (Brin, Motwani, Ullman and Tsur 1997, Hettich
and Hipprer 2001):

* Inthe first stage, the dgorithm courts the frequent itemsds systematicdly over the datasd. This

isfrequent itemse mining.

» The rule-generation step builds and sdeds the assciation rulesby cdculating from all i dentified
frequent itemsds the corregpondng condtional probabiliti esof co-occurrence or a smilar kind o

correlation measire (cf. Mannila 1997).

Themining step isthe computationaly intensive part of ARM. Hence, computer sdentists concentrate on
the enhancement of the identificaion o frequent itemses. The community hasdeveloped alarge number
of varying algorithms within the lad few yeas. The dgorithms differ mainly in the techniquesused to
deaease reaution time and to reduce memory space Compared to the mining step, building rules
from the identified frequent itemses is nat a sgnificant cdculatory challenge. Nevertheless some work
points to the isaue of generating and sdeding orly the datisticdly meaningful itemses with diff erent

rule-generation techniques and measires of intered. In the next sedions, we descibe the concept of
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these #gorithms in brief. Some of these #&gorithms and their variations ae drealy widely used due to

their implementation in several free and commercial data-mining software padkages

Frequent Itemset Mining

One of the most popuar agorithms to efficiently scan large datasds for frequent itemses is Agrawal
et a.'s (1993 APRIORI agorithm. It courts the |-itemsds for ead |-passover the datasé and keeps
those that exceal the minimum suppat. As an example, we mine dl frequent itemsds with a length
| of 1 and a minimum suppat level of 0.25 in the datasé shown in Table 2.1. Except for item jg4,
every item occurs & leas four timesin the dataseé. Hence, seven of the dght | = 1-items ae marked as
frequent. After ead pass the APRIORI agorithm includesthe join step which combinesthe paotential
| + 1-itemses from al frequent items or itemses. With regard to the hort mining example, the join-step
would combine 21 itemsds with alength of two items out of the seven itemses. Again, the minimum
suppat valuesfrom theseitemsds ae cdculated and orly seven itemsds ae marked asfrequent (see
Table A.4). For | > 2, the APRIORI agorithm includesthe downward-closed-implicaion to reduce the
number of itemsesin the so-cdled pruning step. Thisimplicaion considers that the suppat value of an
| + 1-itemse canna exceed the suppat value of its|-subsds. Hence, after thejoin-step has @mposead the
patential | = 3-itemsds from the | = 2-itemsds, the pruning step would drop all patential | = 3-itemsds
whichinclude infrequent | = 2-itemsds. Due to the downward-closed-impli caion, theseitemsds caina
read the minimum suppat value. Since nonfrequent itemsds neal na be cmnsidered in subseguent
mining passesthe pruning step increaseghe gedal of the APRIORI agorithm. For example, consider
the 2-itemsds in Table A.4 of the Appendix: the join step would aso crede the patential 3-itemse
{J1, s, j8} from the itemses {1, js} and { s, jg}. Sincethe 2-subsd { |1, j5} isnat afrequent itemsd,
itemse {j1, js, js} can be dropped. Due to the downward-closed-implication, the APRIORI agorithm
outperforms dgorithms auch asthe AIS, which cdculates the suppat vaue for all combinations of
subsés (cf. Agrawal et al. 1993.

To reduce the amourt of data that hasto be scaned for frequent itemses, some variations of the APRI-
ORI algorithm have been developed. The AprioriTID replacesthe transadions of the origina datase
with compositions of foundfrequent itemses (Agrawal, Mannila, Toivonen and Verkamo 1996. If one
or more frequent itemsds canna express dransadion, the transadion will be deleted. For higher passes
(i.e. ahigher 1), the modified dataseé beamesmuch smaller than the origina dataseé since many trans-
adions do nd contain longfrequent itemsds. Dropping the transadions which do nd include any of the
founditemses reducesmemory space ad seach time in subseguent repetitions. Thiswill nat usually
happen for small | since more itemseds ae nealed to expressthe transadions. In this casethe oorre-

spondng transadions consume more memory space ad the modified datase becomeslarger. Sincethe
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performance of the APRIORI algorithm is superior to the AprioriTID modificaion for small |, the au-
thors introduced the Apriori Hybrid algorithm (Agrawal and Srikant 1994). It combinesthe advantages
of bath algorithms by repladng the APRIORI with AprioriTID for higher I. The point at which the
change from one to the other algorithm is made can be determined ac@rding to the following premises
first, the modified datase is small enoughto fit in the RAM of the gystem. This permits the subsequent
courting steps to be dore with reduced 1/0O-processes Seoond the modified datasé of passl + 1 is
smaller than the one & length |. Other rules ae dso possble.

In addition to the pruning steps invaved in the downward-closed implicaion, computer sdentists have
introduced some further methods to increasethe performance of the existing algorithms. The main defi-
ciency of the APRIORI algorithm and its variations is the need for long and repeaed seach passeover
the data. Making several passegeducesperformance due to the burdening I/O-processes|f a frequent
itemse of length | ey exists, Imax Sedch repetiti ons have to be made. Some dgorithms implement one or
more of the following general techniquesto reduce longseach passer prevent frequent seach passes
Thesemethods ae not boundexclusively to as®ciation rule mining bu are dso used in many cther

algorithms (e.g. thoseof cluster analysis) to increase omputational efficiency:

1. Paralel computing
2. Datase splitti ng

3. Sampling

Parallel computing means that the dgorithms increasethe performance of the itemsea mining through
a dmultaneous cdculation o subproblems. The dynamic itemseé courting (DIC) algarithm of Brin,
Motwani, Ullman and Tsur (1997 doesnat wait to court the j + 1 itemses until the |-passhasbeen
finished and al |-itemsds have been mined. Insteal, the dgorithm determinesthel, | +1,1 +2.. . Iqax-
itemsds dmultaneously. This is dore by separating the data matrix into predefined intervals of equal
size If the end o aninterval hasbeen readed, the dgorithm startsidentifying thel + 1 itemsets aswell,
althoughthe frequent itemses of length | are nat yet identified for the whale datase. For example, four
intervals of 2,500transadions divide adatasd with 10,000transadions. When the dgorithm hasfinished
courting the 1-itemsesin thefirst 2,500transadions, it starts recording the 2-itemsets additionaly. After
transadion na 5,000 has been passé, the 3-itemsds will be alded aswell, and so on During the
courting step, ead itemsd is marked as an edimated frequent itemsd, a confirmed frequent itemsd,
an edimated nonfrequent itemse, or a confirmed nonfrequent itemse. If a first full passover the
entire dataseé hasbeen dore, egimated frequent and nonfrequent itemses can be confirmed asfrequent

or nonfrequent itemses. Moreover, the dovnward-closed-implication is used to drop the esimated
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frequent and nonfrequent | 4 1-itemsds aswell. If the esimated itemsds contain deleted subsds, they
can be excluded too. This method reducesthe number of itemsds considered during the courting step
significantly. The gain in performance of the DIC agorithm deaeasesf the distribution o the frequent
itemsds over the datase is deficient. For example, edimated frequent itemses beaome confirmed as
nontfrequent itemses late when they occur mainly in the lad intervals of the datasd. Therefore, the
authors recommend arandamizdion o the datase by an artificia reordering o the transadions.

Instead of identifying the itemsds siccessvely, some dgorithms processdifferent parts of the data a
the same time (cf. Cheung, Ng, Fu and Fu 1996. This can be dore by passng the fragments to several
parale working hardware platforms. Thesenodes céculate locd frequent itemsds using the APRI-
ORI or ancther algorithm and summarize their outcome for further inspedion (Sakthi, Hemalatha and
Bhuvanesvaran 2008. Usualy, the nodes ae aranged in agrid and are able to communicae their lo-
cdly foundfrequent itemsds to ead ather. By working in parallel, such environments can mine much
larger datases. Zaki (1999 preseaits an overview of paralel and dstributed algorithms for as®ciation
rule mining.

Dataset splitting is another tedhnique to reduce the load on system resources It means autting the
data into smaller pieces Computer systems have much lesstroule when processng small er data frag-
ments succesvely (cf. Jamshaid, Jdil, Khiyal and Saeel 2007. For example, the partition agorithm
of Savasee d a. (1995 seacheswithin noroverlapping subses of the data for locd frequent itemses.
Eadh of the parts fits in the RAM of the computer system where it can be processd more rapidly. The
sum of al “locd” frequent itemsets mined in the datasé partitions buil ds the seé of potential “global”
frequent itemses. Theseglobal frequent itemsds ae confirmed in the seond plaseof the dgorithm.
Since the sum of all locd frequent itemses includesthe confirmed ores the dgorithm simply hasto
identify the falsepasitives This amurseof adion needs only two passe®ver the datasé and reducesthe
I/O pracessesignificantly. Nevertheless similarly to the DIC algorithm, adeficient, nonequal distribu-
tion o frequent itemsds over the transadions of the datasé reducesthe dgorithm’s advantages Again,
aprevious gep shoud randamly arrange the transadions in the datasé. The random partiti on algorithm
of Raz, Kausa, Khiya and Saea (2008 diredly integratesthe randamization into the dgorithm and
extenuatesperiodic imbalancesin the distribution o transadions.

For very large databases Zaki, Parthasaathy, Li and Ogihara (1997 have preseaited a mining algorithm
basel onsampling. Instead of identifying the frequent itemses in the cmplete database the ideais
to extrad representative samples from Xy with fewer transadions. The dgorithm does nat scan the
complete datasd, but rather courts the co-occurrence of caegory correlations within the sanple and
assimesthat the suppat leve of the founditemsds is charaderistic for the whoe data. Due to the

smaller sizeof the sanples the mining processs much fader (cf. Luoand Chung 2004. Toivonen (1996

29



2 Teahniques of Exploratory Market Basket Analysis

combines sapling and catase splitti nginto ore dgorithm. The extraded sampleswith apredefined size
fit into the main memory to asaire high effediveness similar to the partition algarithm. Nevertheless
the sanpling o datasdés dways means atrade-off between acaracy and efficiency. Small samples
offer an efficient mining procedure but increasethe chancesof defining false-paositive frequent itemsds.
Therefore, as®ciation mining algorithms using sampli ng methods often try to determine the right sample
sizewith precadent techniques The sanpling algorithm of Zaki, Parthasaathy, Li and Ogihara (1997
implements a sguentia randam sampling methodto extrad the transadion set from Xy (see éso Vitter
1987. After determining the sanple dze and mining the frequent itemses in the sample, the seond
objedive is to assrre that the sample and the found frequent itemsds adually refled the condtion in
the overall datase. The sanpling agorithm assimesthat the probability of an itemse A occurringin a
transadion x, is determined by a binomina randam variable R, (R, = 1 if A C X; otherwise R, = 0).
The probability that the itemse A occurs in a baket x, equals the suppat value supp(A) of the itemse.
The binomial distribution approximatesthe probability distribution o R, sincethere ae N trials with the
option o P(R,=1) =supp(A). To verify the acaracy between the foundfrequent itemsetsin the sanple
andthosefoundin the whale datasé, the Chernoff bounds are cdculated (Hagerup and Riib 1990. Zaki,
Parthasaathy, Li and Ogihara (1997 preseit the evaluation of some known datases with the sanpling
algorithm and show that frequent itemse mining in smaller samplesproducesitemses which are guite
similar to thosethat can be foundwith a complete mining sequence Insteal of the Chernoff bound,
Zhao, Zhang and Zhang (2006 recommend so-cdl ed Hybrid bound.

Independent of the usage of the varying mining algorithms, the dgorithms identify for ead counting
passl a number of |-frequent itemses and summarize them in the H; solution sds. With reference to
the data example in Table 2.1, Table A.4 of the Appendix contains dl H; with mined frequent itemses
subjed to aminimum suppat threshold of 0.25.

Finding ony frequent itemses of the maximal length I s is avery common bu complex problem of
ARM (cf. Yang 2004. A frequent itemse is denoted asmaximal “if it is nat a proper subse of any
other frequent itemsd” (Zaki, Parthasaathy, Ogihara and Li 1997). Since every subse of a maximal
frequent itemsea (maxFl) is dso frequent, the number of maximal frequent itemses is usually smaller
than the total number of frequent itemsds in a datasé. Hence, knowing the maxFl can lower the com-
putational effort for subsegquent mining steps. Moreover, the informative value of maximal frequent
itemsds is often higher in certain situations. Take for instance the threefrequent subses {cereal, mil k},
{cereal, corn flakeg and {corn flakes milk} of the maxFl {cereal, corn flakes milk}. Thelong
pattern ill ustrates @mpadly and eadly the correlation between the ingredients of a breskfad withou
having to examine dl the frequent subsds. Therefore, agorithms which mine long petterns or maxi-

mal frequent itemsds dficiently are of high intereg for many ARM applicdions (e.g., Bayardo 1998
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Zaki 1999 Yang 2004 Gouca and Zaki 2005. The gpproach presanted in Chapter 3 aso requiresthe
identification o maximal frequent itemsesin alater step (cf. Sedion 3.3).

Rule Generation and Measures of Interest

The seond step of ARM comprisesthe generation o as®ciation rules Agrawal et a.'s (1993 rule-
generation agorithm usesthe confidence value (seeEquation 213) to build the assciation rulesfrom
the mined frequent itemsds.

The lution s H; comprisesthe foundfrequent itemsets hy of length |. From the olution st H, therule
generation algorithm combines dl as®ciation ruleswhich exceal a usa-defined minimum confidence
value, cdled the minconf. The dgorithm usesthe posshility to expressthe cnfidence value with the

suppat values aglesaibed in Equation 214 (cf. Hettich and Hipprer 2001):

conf[(h — A) — A = % (2.14)

Sincethe suppat valueshave been cdculated in the first mining step, a further exploration o the data
pod is nat necessgy. The challenge of the rule generation is to find ead rule A — hy — Awith | > 1
and A C hy exceading the minimum confidence value. Simil ar to the mining step, theidentification o the
rulesis dficiently done by considering two preceots. first, if the frequent itemset A exceals the minimum
suppat, the rule A — h; — A exhibits this requirement too. Seaond if afrequent itemse A’ with A’ C A
exists, therule A’ — hy — A’ doesnat exceal the minimum suppat of the rule A — h; — A. For the reverse
case if therule A — h; — A doesnat hald the minimum suppat condtion, al rulesA’ — h, — A’ do nd
exceeal theminconf and can beignared for therule generation aswell. Considering thesetwo paostulations
spedls up the combinatorial building o the rules(cf. Agrawal et al. 1993. Table A.5 of the Appendix
lists dl as®ciation ruleswhich can be combined from the frequent itemses of Table A.4. Similar to
pairwise assciation anaysis, the amurting algorithm reveds the purchase orrelations between iy, ig, ig

andis, i7.

Depending onthe height of the minimum suppat or the height of the minimum confidence aswell asthe
structure of the data, ARM often leals to an urmanageable number of frequent itemses and as®ciation
rulesin red world situations. It is difficult for retail ers to define in the massof category correlations the
oneswhich can betransferred to pradicd dedsions for caegory management or promotion. Inthis case
analysts shoud conduct a subseguent filtering step to extrad only the meaningful correlations of the sds
(cf. Hettich and Hipprer 2001, Hahder, Hornik and Reutterer 2005. We disaussthree gpproaciesto

determining the most intereding as®ciations in the subseguent mining steps:

1. Sorting frequent itemseds with databasequeries
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2 Teahniques of Exploratory Market Basket Analysis
2. Grouping d frequent itemses

3. Filtering frequent itemses

First of all, analysts usualy sort and reduce the number of mined itemset correlations using smple
databasequeries e.g. considering orly the 100 rules with the highed confidence value. Moreover,
anaysts can also extrad or drop correlations that include gedfic items. Using theseless sphisticaed
methods compresseghe information eadly but increaseghe danger of ignaing important correlations.
A less ommon approad is to group as®ciation rulesor frequent itemses pursuant to their simil arity
(cf. Toivonen, Klemettinen, Ronkainen et al. 1995 Gupta, Strehl and Gosh 1999. Since the lists of
generated as®ciation rulesor frequent itemses ae often sorted acwrding to the suppat or confidence
values and nd acording to the included items, inspeding the lists is quite labor-intensive. Furthermore,
if long maximal frequent itemses ae identified, the output lists include the quite smilar subsds and
rules ontaining these sihses. Sometimesit helpsto groupthe foundas®ciation o a Pedfic customer
segment into subgroups. In thisway, the dedsion maker can eadly insped the sgments of as®ciations
which cach his atention the most. The grouping o itemses can reved areasof similar itemses within
the s@ment-spedfic itemsds and increaseghe retail er’s understanding o the mrrepondng customer
segment. For example, in Chapter 4 we presat a group d itemses with hard-alcohdic beverages sich
as{brandy, whiskey} in the sgment of typicd wine buyers. Chapter 4 shows the visuali zation o such
partitioned frequent itemses with dendrograms too.

In addition to data queries and as®ciation goupng, many measres of interes have been developed
in recent decales (cf. Hettich and Hipprer 2001, Hahder, Hornik and Reutterer 2005. Filter measires
evaluate the found correlations and sugged additional information abou their statisticd importance
Different ass¢és and dawbads dharaderize the measires A universd filter measire doesnot exist and
a aucces$ul applicaion d the measire dways depends on the context of the analysis. The following
explanations introduce Kme common measiresof intereg which are often implemented in data mining
applicdions.

The two most frequently used measires have been introduced arealy: the suppat and the confidence
measires A close look at the charaderistics of the confidence value will reved some deficient charac
teristics Given the confidence of two frequent itemsds A, B (seeEquation 213), it negleds the suppat
value of the courterpart itemsd. This becomes aproblem for correlations between frequent itemsds
with very different suppat values e.g. {champagre} and {milk}. Due to a higher demand for dairy
produwcts, milk’s suppat is usualy higher than champagne's. A rule generation algorithm using the
confidence value auld identify the two rules {champagre} — {milk} and {milk} — {champagre}.

The oonfidence of the first rule would be much higher since the condtional probability of buying
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milk once the austomer has dosen a boattle of champagne exceals the seond pasbility by trend
(i.e. P(milk | champagre) > P(champagre | milk)). Hence the rule generation algorithm basel on
the confidence can produce rules even thoughthe cnfidence of the reverserule does not exceal the
minconf -threhald and the purchase orrelation isweak. Here, we cdl such an itemse a wealy-related
crosssuppat itemse (cf. Hui et al. 200§. The mining d we&ly-related crosssuppat itemsds is a
larger problem in transadion data. Aswe disaussal in Chapter 1, typicd retail as®rtments can be sea
rated into the HFC and LFC (i.e. thelong+tail). The different purchasefrequenciesof the amrregpondng
products suppat the aceual of crosssuppat itemsds. To avoid such wealy-related crosssuppat item-
sds, we introduce the dl-confidence measire in Sedion 33.1 (cf. Omiednski 2003 Hahdler, Griin and
Hornik 20095.

Theright-most column in Table A.5 of the Appendix shows a @mmon measire of intereg cdled lift (cf.
Brin, Motwani, Ullman and Tsur 1997. Sincethe confidence measire negleds the suppat value of the
consgjuencein the assciation rule, the lift value includesthe occurrence of the right-hand side itemsé

aswell (seeEquation 215):

supp(AUB)
2.1

SupPAISuppE) 219

Asauming the purchasefrequency of itemse A B is gochagicdly independent, the probability of co-

lift (A— B) =

occurrence ajuals the denominator of Equation 215. Hence, if this value becomeslow in relation to
itemsds common puchaseprobability, the lift is higher than 1 and descibes a omplementary correla
tion o theitems. A value below 1 would imply substitutes and a 1 value no correlation. In contrag to
the confidence value, lift is a ymmetricd meagsire (i.e. lift (A— B) =lift (B — A)).

Althoughthe lift balancesthe deficienciesof the confidence value, Hahder, Hornik and Reutterer (2005
have shown that it can over-evaluate ruleswhen alow minimum suppat is chosen. The authors defined
a gnal minimum suppat threshold (minsupp= 0.001) and analyzed a s/nthetic datase which did na
include any correlations. The reallts showed that the lift marked 130rulesfasdy asvery intereging
(lift > 1) — even though nocorrelations were preset in the data. This happens if the denominator
of Equation 215 becmes nealy zero for two rarely appeaing frequent itemses, and the chance of
co-occurrence represented by the numerator is relatively high. To avoid marking these gurious rules
Hahder, Hornik and Reutterer (2005 introduced the hyperlift measire. Since the choice dedsion o
buying independent items equals aBernodli tria, a hypergeometric distribution can approximate the
chanceof purchasnganitem. In Equation 215, the denominator isinterpreted asthe expedation value of
two independent items. The authors replacethe expedation value with a quantil e of the hypergeometric
distribution to reduce inadequate high lift values After the authors evaluated the found rules of the
synthetic datases with the hyperlift, only two ruleswere dill marked asintereding.
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Many ather ratio figures &ist which try to balance the gedfic deficienciesof the previously descibed
meagsires For example, due to the qudient, the confidence or the lift of a rule can become high even
thoughthe suppat value of the frequent itemsesinvaved islow (cf. Hettich and Hipprer 2001)). Instead
of arelative expresson, the p-s-function uses adifference asdescaibed in Equation 216 (Piatetsky-
Shapiro 199).

p—S(A= B) =supp(AUB) —supp(A)supp(B) (2.16)

Acocording to the p-s-value, a rule becomesmore intereging the bigger the difference is between statis-
ticd independence (right-hand side term of Equation 216) and the probability of co-occurrence of the
frequent itemses (left-hand side term). In a smilar way, the gain measure also uses adifference (cf.
Fukuda, Morimoto, Morishita and Tokuyama 1996. Brin, Motwani and Silverstein’s (1997 corviction
meagire triesto enhance the outcome of the lift value. Some aondtional expressons ae dways true but
the lift of the corregpondng rulesdoes nat refled this properly. For example, in census data, 5% of a
courtry’s popuation are veterans and 90% are older than five yeas. According to Equation 215, the lift
value of therule {veteran} — {older than five yars} would be 0.05/0.05x 0.9 = 1.1 (Brin, Motwani,
Ullman and Tsur 1997). Thisvalue barely exceads the 1 value and descibesonly aweek correlation. In
contrad, the cnviction value becomesinfinite () showing that the condtional charaderistic between
the age of a person and his wartime experiencesis highly correlated (cf. Hettich and Hipprer 2007).
Silverstein, Brin and Motwani (1999 implement the x2-teg to read a Smilar effea with their filter

measire.

The choice of a gedfic filter measire dways depends on the objedivesof the analysis and the charac
teristics of the data. Scanning transadion datases for spedfic item correlations, for example, is diff erent
to anayzing census data, which is by nature more dense(cf. Bayardo and Agrawal 1999. Some analysts
recommend combining several meagsiresto improve the outcome of the assciation rule mining analysis.
Thisis agoodrecommendation aslongasthe analyst knows the charaderistics of ead measire used to
extrad the meaningful rulesor frequent itemses. Concerning the method d our data-driven approach in
the next chapter, the suppat, confidence, all-confidence and to some extent the lift-value ae of intereg.
For a detailed overview of the eove-mentioned filter measires ad aher addtional ones we refer to
the seondary literature, e.g. Hilderman and Hamilton (2001 who introduce awide variety of diff erent

measiresof intered.
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Taxono mies and Disassociation Rules

To enhance the informative value of the foundfrequent itemsds or rules the analyst can manipulate or
extend the data. Looking at the taxonamy of the item arrangements reducesthe dimensionality of the
binary datases. Accordingto Srikant and Agrawal (1996, ataxonamy represents the s/stematic order of
itemsin diff erent levels of detail . With referenceto market basket analysis, the levels of aggregationill us-
trated in Table 2.2 are suitable for building ataxonamy for atypicd retall as®rtment. Some dgorithms
are aleto take the taxonamy into acourt during the mining procesy(cf. Srikant and Agrawal 1996. Let
us assime for example that the dairy caegory of aretail er includesmilk, curd and crean. A typicd rule
which considers this taxonamy is “if {Bakemman's Beg flour} wasbough, {dairy categories; were
bough also”. The dgorithm includesone of the threeitems for the right-hand side of the rule during the
mining process Such mining algorithms can reved valuable assciations, particularly for sparse data
with fewer co-occurrencesof items.

Instead of finding rules between items usually bough in combination, it might also be intereding to
determine datements auch as “A doesnat co-occur with B” (cf. Hettich and Hippner 2001, Berry and
Linoff 2004. This can be dore by inverting items, i.e. making 1 vaeluesdefine the asence of an item
insteal of its occurrence. Before inverting several columns of the data matrix, the analyst shoud have a
strongassimption abou the dfed of thistechnique. Insteal of sparsedata, the transadions bemme very
densewhen the analyst inverts too many attributes As aresult the mining step might find many usdess

rules aswell.

Implications

Assciation rule mining is grondy conreded to exploratory market basket analysis snce many of the
agorithms were ealy applied to scan transadion datases for spedfic item correlations. In addition to
the analysis of retail data, ARM can aso be usal for seaching spedfic dick-streans within the wlleded
lodfilesof online retail ers. Reprodicing orline shoppers' paths throughthe web-content might reved an
unknawn intered in certain offers.

The popdarity of ARM reallts from its eady interpretable output, gained by efficient, well-distributed
agorithms. Even people with a weak data-mining badkground seem able to understand the reaulting
rulesintuitively. In addition, useas can weight the gatisticd importance of the foundrules acording to
the cdculated measiresof interes such as sippat, confidence andlift. Implementing suppat thresholds
combined with efficient courting strategies instead of defining a full similarity matrix for ead entity,
makesthese &garithms an important tod for analyzing the austomer’s purchasng behavior.

Degiteits alvantages and widegreal usein pradice, however, some challenges andissuesof ARM are
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important for the method d our approach (cf. Chapter 3):

» Anorymity: Association mining algorithms ae usually applied to the aggregated data matrices
that include the transadions of an entire dientele (cf. Hettich and Hippner 2001, Berry and Linoff
2004). Due to the missng conredion to the originators of ead transadion, the identified rules
refled the average buying behavior of aretailer's austomer base In red world situations, retail ers
often want to communicae with spedfic customers or customer groups on a more personal level.
Even when registration o online programs ae present, most ARM techniques ae not able to med

thisobjedive.

» Reewvance of the output: Althougha variety of measires of intered exists, in pradice ARM al-
gorithms can till produce ahigh number of frequent itemses or rules Since many of the found
correlations ae redunchnt, trivial or just meaningless the analyst hasto take cae to mine only
relevant correlations. This depends on the usa’s knowledge of the charaderistics of the rule gen-
eration algorithms and measiresof intereg which have a srongeffed on the reaults. In addition,
the informative value of the rulesislimited since ARM isbasal on binary data (cf. Sedion 21). It
isvery likely that the monetary value of frequent itemses or as®ciation rulesis of crucial intereg

for the mgjority of sdlers.

o Computationd isales Since the austomer base ad the assrtments of today’s retailers ae dill
expanding (cf. Sedion 21.2), the dficiency of ARM agorithms hasto increase aswell. To
reduce the computational effort, sampling, partitioning o paralel computing shoud be used in

conjunction with the mining step.

Althoughsome use interadion is dill required to get valuable output, ARM approximates an automated
method d finding intereding petterns within large mlledions of data. Solving the eove-mentioned
chalenges ould increasethe pradicability of ARM in many target marketing environments. Hence, our
approach presated in Chapter 3 helps to improve the gpplicability of ARM when taking theseissues

into acourt.

2.2.3 Partitioning Cluster Analysis

In addition to as®ciation rule mining, algorithms from partitioning cluster analysis dso play a major
role in exploratory market basket analysis. In general, the objedive of cluster analysisisto buld groups
of entities sich that entitiesin the sane duster are as milar to ead cther aspossble and entitiesin
different clusters ae asdifferent aspossble (cf. Aldenderfer and Blashfield 1984 Strehl 2002. Trans-
ferred to the task of MBA, the objedive isto buld groups with similar transadions (cf. Ordonez 2003.
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Market baskets with a comparable item compasition imply a purchase orrelation between the included
items, asdisausseal in Sedion 22.1. It is assmed that the houséhdds which ariginated the transadions
show a smilar purchasng behavior and can be targeted with more gpropriate off ers.

Partitioning cluster analysis is awide reseach field with algorithms diff ering acwrding to a number of
charaderistics Inthisthess, werefer to sdeaed algorithms which have been used to group kinary trans-
adions succes$ully and which affed the methoddogy o our target marketing approach as eplained in
Chapter 3 (cf. Dolnicar, Leisch, Steiner and Weingessé€ 1998. For a broader introduction to partitioning
cluster analysis and its common algarithms, we refer to the extended standard literature of the reseach
community (e.g. Han and Kamber 200Q Duda, Hart and Stork 2001, Kaufman and Rousseew 2005.
Cluster analysis is ommonly divided into hierarchicd and partitioning algorithms, among dhers (cf.
Kaufman and Rousseew 2005 Badkhaus & al. 2006. Hierarchicd cluster algorithms depend oncdcu-
lating the dmilarity matrices Hence we dready introduced their methoddogy in conredion with the
visualization of matricesgained from pairwise assciation (cf. Sedion 22.1). In contrag to hierarchica
cluster algorithms, the iterative procedure of partitioning cluster algorithms avoids the computational
complexity of building al pairwisedistance values The partitioning algorithms goproximate an ogtimal
grouping d the entitieswith a gepwisereordering o the objeds acording to atarget function, such that
the am of distancesbetween the antitiesof a duster beacomes minimal. Popuar partition algorithms
for market basket analysis are the dgorithms of K-centroid cluster analysis (KCCA) with K expressng
the number of groups. In contrag to hierarchicd cluster analysis, the analyst hasto predefine the K
value with statistic or heuristic methods before the procedure darts. Partitioning approadhes have been
recently adapted to buld segments of homogeneous transadions even in very high-dimensional datases
with numerous items. Some of these #gorithms can even be gplied to the aticle level. The following
sedions introduwce a olledion o partitioning techniques Instead of giving a complete explanation, the
main oljedive here is to deseibe the general moduesof the dgarithms. For more details concerning

ead agarithm, the corregpondng literature is dted.

Algorithms of K-Centroid Cluster Analysis

Considering a market baket vedor asdenoted in Sedion 21.1, ead basket defines apaint in the J-
dimensional feaure gace The objedive of cluster analysis is to find K homogeneous market baset
classeCk = {c1,Cy,...Ck } Which are heterogeneous anong ead other (cf. Gordon 198). Regarding
algorithms of K-centroid cluster analysis, the typicd iterative procedure garts with a randam sdedion
of K paints Px (Leisch 2009. Thesepaints ae cdled centroids or centers px = {wa,Wo, ...,w;} with
every vaue or weight w € R referring to a cdegory j. In the subseguent iterative geps, the generalized

KCCA agarithm triesto find the centroids py for every transadion vedor X, and a predefined number
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of partitions K in such away that the average distance D of ead entity to the doses centroid is minimal
(cf. Bock 1999. The distance between ead entity (i.e. a market baket) x, and the cantroid py can be
cdculated with an optional distance measire d that the use considers to be aiitable inthe crregpondng
context (cf. Sedion 22.1). During the iterative processthe antities ae reordered aslong as adefined
criterion to abort the procedure is fulfilled (e.g. the number of maximal iterations) or the arangement
of the entitiesdoesnot change anymore. After the procedure has gopped, the sum of entities which
are asggned to ore pedfic pk builds a pedfic duster k. The generalized target function o KCCA is
denoted by Equation 217 (Leisch 2009:

N
D(Xu. ) = & 5. 40, pli) — i (2.17)

One of the most popuar algorithms of K-centroid cluster analysis for solving the target functionin Equa-
tion 217 isthe dandard K-means dgorithm (cf. McQueen 1967 Hartigan and Wong 1979 Kaufman and

Rousseew 2005. The following steps ammarizeitsiterative procedure:

1. Chocse arandam initializaion o P data points.

2. Asdgn ead transadion vedor X, € Xy to the doses centroid px with reged to the distance

measired(.).

3. Hold p(x,) fixed and determine the new centroids acording to the following equation:

pc:i=argmin -y d(%, p).
pPEP  n:p(Xn)=pk

4. Repea Steps 2 and 3 uril the system convergesor the predefined number of iterations hasbeen
reated.

When spe&ing abou K-means, d(.) denatesthe Euclidean distance (cf. Sedion 22.1). Since K-means
wasone of the first algorithms used to partition larger data matrices it was gplied ealy to group trans-
adion ckta (cf. Berry and Linoff 2004). Referring to the individual steps of the deseibed cluster process

some agpeds dfed the partitioning o transadion datases to a sgnificant extent.

The upditing o the cantroids in Step 3 d the iterative procedure leals to an agreement between the
centroids pyx and the partition's dassmeans of one-obsavations dter the optimal segmentation hasbeen
readed (Bock 1999 Reutterer, Mild, Natter et al. 2006. Since eab value of the cantroid equalsthe dass
means of the mrrepondng item in the duster, we can consider this value to be the cdegories proba
bility of occurrencein an average market basket. Hence, the reaulting centroid vedors px ad asmarket
basket prototypeswith the higher purchaseprobabiliti esimplying a correlation between the correpond

ing caegories The right-hand side of Table 2.5 shows a cetroid vedor of a sgment comprising four
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different caegories A typicd customer assgned to this ceantroid (i.e. prototypicd market basket) would
buy red wine with a probability of 74 percent. The other higher probability valuesof white wines and
appetizers imply a purchase orrelation between these #&cohdic beveragesin the duster. This explains
the goodfit of KCCA to exploratory MBA if the updating o the centroids comprisesthe duster-wise
means acording to Step 3.

Usudly, the majority of recorded market baskets include just a few items from aretail er’s wide product
range. This means that the transadion vedors consist of many zeros and fewer ones The analyst hasto
exped a garsedata matrix Xy (cf. Sedion 21.2). Asdisassa in Sedion 22.1, the Jacced distance
seans to be more gopropriate than the Euclidean distancein this case imice it givesmore weight to the
co-occurrence of entities Hence, some authors have introduced a vedor version d the Jacced distance
as $iown in Equation 218, with x ¢ equaling the scadar product (cf. Schnedlitz et al. 2001, Strehl and
Ghosh 2003 Deder 2009:

X' c
d(%n, P(%)) =1 - XF[d—xXc

Regarding the upcete processof the centroids, convergence of the dgorithm is only guaranteal if canon

(2.19)

icd centroids ae implemented in Step 2 o the iterative process In addition to the much higher com-
putational complexity of cadculating canoricd centroids, these cetroids ae binary coded. In contrag
to prototypes represating classmeans, binary j-valueswould na provide analysts with the preferred
caegory choice probabiliti es(cf. Reutterer et a. 2006 Leisch 2006.

For a pradicd example, take Table 2.5, which compares abinary centroid vedor on the left side with
an expedation-basel centroid vedor on the right side. Both centroids define the a-occurrence of three
caegoriesin afictitious sgment. The centroid vedor onthe left side would provide retail ers with thein-
formation that segment members combine red with white wines and appetizers. Theright centroid vedor
represeats the purchaseprobahiliti es of the items. This information is much more predse mmpared to

the binary centroid value which simply determinesthe probable existence of the amrrepondng category

in the sgment.
item | px item |
red wine 1 red wine 0.73
whitewine | 1 whitewine | 0.54
appetizers 1 appetizers | 0.53
chocolate 0 chocolate 0

Table 2.5: Example of abinary centroid (Ieft) and an expedation-based centroid (right)

Compared to the centroid vedors defined by the K-means dgorithm, the left side of Table 2.5 equals
the output of the partitioning around medaoids (PAM) algarithm deseibed by Kaufman and Rousseew
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(2005. In contrag to K-means, the dgorithm triesto find for the K groups a sé of existing entities
caled medoids X999 in such away that the average distance of ead transadion to the chasen medoids
isminimal. The reailt of the PAM algarithm is a sé of K binary transadion vwedors. Ead ore can
be wmnsidered as an adually existing, typicd market basket of the corregpondng segment. Instead of
purchaseprobabiliti es the dichatomous value of eat caegory defineswhether or nat the caegory is
usually bough by the arerage austomer of the sgment. Althoughthis might be a siitable outcome in
some instances the expedion-basel centroid vedors seen to be more pradicable. A further problem is
that PAM also requiresthe computationally complex cdculation o afull similarity or distance matrix
(cf. Balka 2005 Kaufman and Rousseew 20095.

Iterative dgorithms of K-centroid cluster analysis usualy do nd define an ogtimal segmentation. The
cdculation o all possble arangements of the entities would overburden even today’s computational
cgpabiliti es (cf. Aldenderfer and Bladhfield 1984. The partition dten represeants alocd optimum and
nat the global optimal solution o the objedive function descibed in Equation 217. Hence a partition
depends heavily ontheinitiaizaion o the dgorithm. Several repetitions of the procedure with diff erent
starting partitions reduce the risk of finding a wea locd optimum (cf. Hornik 2005). The diff erent
partitions found with the same dgorithm can be bunded into a duster ensanble for further inspedion
(cf. Hornik 200%0). In addition to re-clustering, Hand and Krzanowski (2005 recommend moving some
data points randamly to a centroid other than the dose$ one during the iterative process By disturb-
ing the normal scheme, the dgorithm is dimulated to bre& out of the rut of a probable nonroptimal
sementation. Finding a more gopropriate initiaization d a KCCA algarithm can also be dore with a
preliminary hierarchicd cluster analysis (cf. Hand and Krzanowski 2005.

Theseisales $iow that the outcome of partitioning depends on various charaderistics of the dgorithm.
To achieve avauable sgmentation, the analyst hasto kegp them in mind. Besdesthe séedion d the
distance meagire and the initiali zaion, the updeting o the centroids &feds the reaults of the dustering
significantly. Thenext sedion dedswith partitioning algorithms which differ mainly in the determination

of the canters during the iterative process

Online Algorithms and Competitive Learning

In the iterative processof the generalized K-means dgorithm, the new centroids ae cdculated after all
entitiesof a duster have been rearanged. In contrag, Hartigan and Wong's (1979 K-means exchange
agorithm updatesthe cantroids every time the distanceto arandamly-chosen, single entity hasbeen cd-
culated. This modification introducesthe conceptual diff erence between online and dfline (or “batch”)

agorithms. The differenceisimportant for the aaptation o madine leaning and neural network algo-
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rithms to exploratory MBA. Offline dgorithms, such asgeneralized K-means, nead the complete datase
to cdculate the paint-centroid mapping. When the data beacomesvery large, it presents a @mputationally
challenging tak. Online dgorithms processonly one antity per roundand adjust the centroid mapping
acording to this snge input. In other words, the tak of cdculating the centroid-point mapping is
separated into many small er sub-processes Spedficdly, competitive leaning and exchange dgorithms
groupthe antities acording to the sejuential consideration o the sngleinpus (cf. Fisher 1987 Dolnicar
etal. 1999.

From aretail er’s point of view, separating between batch and orine dgorithms beacomesquite intereging
for clustering shoppng baskets. Sincethe market basket vedors gppea constantly at the cas register, a
conredion to a proces$ng orine dgorithm could assgn the recorded transadion dredly to the gpro-
priate duster. In contrad, batch algorithms partition an existing transadion detase at a cetain pant in
time. Online dgoarithms learn the potential grougng structure within the data dealily and will recgrize
anew upcoming arrangement of the market baskets automaticdly. Moreover, the seuential cdculation
of a dngle inpu vedor unbudens computational resources— asoppaed to the processng o al point-
centroid ass$gnments in the memory of amadine. Theoreticdly, online dgorithms can hande unlimited
streams of records, which is an important advantage in market basket analysis with its high-dimensional
data.

Themachine leaning and neura network communiti espreseant a huge number of such orline dgorithms.
Some of them have been adapted to MBA succes$ully (cf. e.g. Ainsooughand Aronson 1999 Dedker
2005. Regarding further issuesof the cantroid updhting process the dgorithms differ in soft and hard
competitive leaning techniques Hard competitive leaning implies catroid upditing asimplemented
in Hartigan and Wong's (1979 exchange dgoarithm: only the doses centroid is adjusted. Hence this
is dubled the “winner-takesal” principle in the literature. Comparable to the séf-organizing vedor
quantizaion algorithms descaibed by Ripley (1996 aswell asHadie, Tibshirani and Friedman (2001),
an online dgorithm with hard competitive leaning developed by Reutterer et al. (2009 is used to find
groups of similar transadions in the recorded datase of a do-it-yoursdf market and the ZUMA datase
(cf. Papagefanou 2001 Schnedlitz & al. 2001, Boztug and Reutterer 2008).

Since online partition agorithms depend in the same way asbatch algorithms on an appropriate initial-
ization o the garting partition, the cetroid updating can follow the ft competitive leaning concept
to avoid a we& locd optimum and to increasethe quality of the partition. Soft competitive leaning
means that a neighbahoodfunction definesnat only the winning centroid for the updating process but
also the cantroids lying within a defined radius aoundit. Updating the neighbas of the asggned center
increaseghe dgorithm’s ability to move avay from a patential nonoptimal arrangement of the entities

Regarding the movement of the cantroids within the feaure gace the intensity of the alaptation has
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Figure 2.3: Example of asmall Self-Organized Feaure Map

to deaease onstantly over time to approximate alocd optimum. The leaning rate, which typicdly
follows amonaonowly decaing function d time, ensuresthis for hard and soft competitive leaning
algorithms. In the caseof soft competitive leaning, the neighbas of the winning urit usualy “lean”
with lessintensity the greaer the distanceto the winning urit becomes The diff erent algorithms vary in
the conceptual construction o the neighbahoodfunction o the leaning rate. For instance, the functions

can deaease rporentialy or linealy (cf. Fritzke 1997).

Self-Organized Feature Maps: The séf-organized feaure maps (SOM) introduced by Kohoren (1982

are an often-cited example of online oft-competitive leaning agorithms. SOMs ae usualy two-

dimensional redanguar grids. Each a, b-cdl of the grid is cdled aunit gap, (cf. Kohoren 200Q. Similar

to a cetroid vedor of a KCCA agoarithm, a reference vedor pap = {wi,Wo,...,W;} represeis eat

unit of the grid. In ac@rdance with the visualizaion preferencesof the analyst, it is dso possble to

build athreedimensional cube or to order the unitsin-line. After defining the number of unitsa x b and
their dimensional arrangement, the dgorithm starts with arandam initiali zation o the reference vedors.

Using SOM for exploratory MBA, eat binary inpu vedor of the transadion datase is asfgned to the
unit gap Whose orregpondng reference vedor is doses, asdetermined by a pre-defined distance (or

similarity) measire d(.). Again, since binary market baskets ae considered, the analyst can replacethe
originaly usad Manhattan distance with a Jacced distance (cf. Sedion 22.1). In the updating process
of the reference vedors, the neighbahood function and leaning rate define the participating urits and
the drength of their adaptation. The dgorithm stops when a predefined maximum number of transadion

vedorsisreaded or ancther criterion is fulfill ed.

The key ideaof the SOM algorithm can separated into two issues

1. Inthe sane way asother partitioning algorithms, SOM buil ds groups of similar transadions. Each

reference vedor p,p, ads asthe prototypicd market basket of a sgment (cf. Decker 2005.
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2. Additiondly, the SOM arranges the reaulting reference vedors acording to their similarity in
the two-dimensional grid. Hence, the reallting gid refleds an overall topdogy o the defined

transadion segments.

The seondisaleis a daraderistic feadure of SOM, which is explained in simplified form in Figure 2.3.

It shows one iteration with transadion xjoo pointing to the winning urit g4, since the distance d(.)

to the reference vedor po4 is minimal. The datted line in the figure corregponds to the radius of the

neighbahood function. In this example, the radius encloses 8 units diredly adjacent to the winning

unit. Besdesthe reference vedor p, 4, the dght correpondng vedors of the units next to g 4 will be

updated aswell — bu to alesse extent due to the deaeasng leaning rate. In contrad to the “winner-

takesall” principle, this reducesthe danger of remaining stuck in a cetain areaof the grid.

Similarly to the graphicd visudizaion usad in many data mining software padkages sich as SPSS
Clementine®, the shading o the grid’s cdls becomes darker the more transadions are asggred to the

correpondng urit gap. Light areasin the grid are units which do nd attrad many transadions. Due to

the learning rate and the neighbahood function, similar prototypes p,p determine adjacent units in the

grid after the lag iterationis complete. Hence darkly shaded areasin the feaure map visualize sgments

of numerous transadions with the represented vedors defining similar market basket prototypes Dedker

and Monien (2003 present an 8 x 8 SOM that shows the s@mentation o transadions including upto

25 dfferent categories After 100,000 iterations, the dgorithm groups gmilar prototypesin different

areasof the grid. These aeasindicae that e.g. similar spats of clusters exist in the grid whosereference

vedors refled the combination o different hair care products.

The advantage of SOM for market basket analysis liesin the arangement of the prototypesin the grid.

By visual inspedion o the shaded areq it is posdble to explore groups of similar transadion segments

if the items of the reference vedors ae dso listed for every unit. Dedker and Monien (2003 replacethe

shaded cdls of the SOM with the numbers of the caegorieswith the higheg purchasefrequencies The

final map refleds purchase orrelations in two ways. On the one hand the prototypes mediate purchase
correlations between the included caegories on the other hand the dhaded areasrepresent bundes of

similar (but nat equal) prototypeswhoseinvaved caegaries ae dso correlated.

When the analyst inspeds the aeasof similar prototypesin the grid, he gets an overview of the most

important category combinations in his assrtment. For the example Figure 2.3, two areasindicae a
possble intereding correlation between the caegoriesof the corregpondng referencevedors. Moreover,

defining K islessproblematic compared to a K-means exchange dgorithm sincethe darkly shaded areas
appea automaticdly — aslong asthe number of units exceeds the number of expeded segments. The

number of shaded areasmight be aproper recommendation for the K-value if further KCCA agorithms
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are gplied to the datase. Nevertheless evaluating the outcome of SOM is nat straightforward when
the dimensions of the grid become high. Ancther problem is to define apriori the dimensions of the
grid. To overcome this, the dgorithm can include a ondtion which controls the value of a, b. If nealed,
the dgoarithm is able to increaseor deaeasea, b during the iterative leaning process This liberatesthe

anayst from the need to determine afixed grid (cf. Fritzke 1997).

Neural Gas Networks: The neura gasnetwork (NGN) partition approach also stems from machine
leaningreseach andis atypicd soft-competitive leaning algorithm. Like the SOM approach, reference
vedors represant a number of units cdled “nodes”. Again, aneighbahoodfunction and aleaning rate
determine the units and the drength of the adaptation o the reference vedors. Since there is no two-
dimensiond grid, the participating urits of the leaning process ee not determined acrding to aradius
aroundthe winning urit, but acerding to a ranking level. The outcome of the NGN approad is very
similar to that of KCCA: the reference vedors ad asthe prototypicd market baskets of a sgment with
the highed weights w; matching the purchaseprobability of the corregpondng category j.

Deder and Monien (2003 transferred the NGN approach to the market basket context and were aleto
find the same purchase orrelations aswere reveded in the datasé passé throughthe SOM algorithm.
In contrag to the SOM approadh, which arranges smilar prototypeswithin the a x b-grid, ten segments
(or units) were generated. Determining an appropriate number of units equals the problem of defining
K in KCCA dgoarithms. To lessa the problem of finding the proper number of units, Dedker (2005
adapted growing NGN, which is smilar to the extended “growing gid” approach of SOM (cf. Fritzke
1997. Instead of defining a fixed number of units, the growing NGN approach adds and removesthem

automaticdly acording to the units' ability to represant the incoming transadions.

Implications

Building goups of transadions with partitioning cluster algarithms seens to be a particularly well-
adapted, powerful technique for reveding puchase orreations. The different applications dich as s#-
organized feaure maps, soft-competitive leaning a KCCA algarithms enable analysts to uncover groups
of similar transadions and gve the oppatunity to usethe reaults for marketing dedsions such as ¢oss
promotion strategies Abowe dl, the ability of online dgorithms to partition gowing cetasas dedlily is
aworthwhil e feaure sncethe transadions acaimulated dyramicdly can be handed success/ely even
with weaker computational resources

In contrad, cluster algorithms, which require full similarity matrices sich ashierarchicd clustering o
some graph partitioning agorithms (cf. Strehl and Ghosh 200Q Badhaus & a. 2006, can become a
computational challenge. Hence, the goplicaion o ead method also depends on the aggregation level
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of the grouped items and the technicd li mitations. Nevertheless the presented cluster agorithms ded
only with anonymous transadion data end do na take the conredion to the originators of the transadions
into acourt. Sincewe dm at the building o atarget marketing approad, and sincewe want to consider

the austomers behind the oolleded transadions, the duster procedure hasto be extended.

2.3 Analysis of Personalized Transaction Data

Reviewing the preseted techniques of exploratory market basket analysis in the previous paragraphs,
it must be noted that they all refer to customer-anonymous transadion datasds. This means that the
retailer doesnat use ay information abou which customer has @mbined the different caegoriesin
the hoppng baket. Since thesetechniques negled the alditiona information o the austomer ID in
the first column of Table 2.1, the reallts of the techniques target the average austomer and nd indi-
viduals or groups of buyers. Thus the information gained abou purchase orrelations can be used for
caegory management dedsions (e.g. the listing a unlisting o complementary products) but not for
targeting spedfic customers with appropriate promotional adivities Moreover, adivitiesover time ae
aso negleded. The mrregpondng analysis dways refleds the buying behavior at the paint in time
when the individual transadion wasrecorded and daesnot consider customers’ intertemporal purchase
patterns. Owing to the increasng implementation o registration and loyalty programs, buyers ae not
anonymous anymore and edablishing the chrondogicd order of their conducted purchaseoccasons has
becme eay. This enables two important changes regarding the promotional strategiesin MBA (cf.
Passngham 1998 Liebermann 1999.:

1. Retalers can colled a persondized puchasehistory even if the austomer usesdifferent stores
belongng to the same company. This fadlit atesdismvering the edfic customer’s intertemporal

purchase orrelations.

2. Customer identification all ows retail ers to spedfy and to address gmilar individuals or groups of

buyers combining comparable caegories

In the following sedions, we descibe severa techniquesof exploratory MBA using customer identifi-
caionto increasethe informative value of the analysis. We gart with Sedion 23.1. It explains a smple
extension d ARM algorithms to consider registration data. Afterwards, we introduce amodified ARM
agorithm to find intertemporal purchase orrelations.

Sedion 23.3 briefly desgibesrecommendation systems basel oncoll aborative filter algorithms. Recom-
mendation systems usually suppat the preseant purchaseoccason o an online visitor by comparing his

current behavior to that of other customers. Sedion 22.3 comprisesthe extension o partitioning cluster
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algorithms to nonanonymous austomer data. Theideaintroduced thereis aucia for the methoddogicd

framework explained in Chapter 3.

2.3.1 Virtual Items for Association Rule Mining

To enable the dgorithms of ARM to take personal i nformation about customers into ac@urt, it seensto
be usdul to integrate virtual items. Virtual items represent not a caegory or product but an attribute, e.g.
gender or age in demographic census data. These #tributes at as an artificial item and can be treged
in the sane way asregular ones For example, if aloyalty program is gplied (seeSedion 21.1), the
personal information o the participating customer is known as areallt of the registration procedure.
By insating thesevariables into additional columns of the data matrix, the mining algorithm could
identify as®ciation rules sich as{ female, women's dothes} — {skin care}. Nevertheless including
toomany virtual items can lead to an inferior outcome (cf. Berry and Lindff 2004). Sincethese #ributes
usually show more 1 values(cf. Bayardo, Agrawa and Gunopuos 1999 than transadion data, mining
algorithms with low minimum suppat thresholds might find many correlations between virtua items.
This can distrad the analyst from the intereging category correlations. Nevertheless considering virtual
items is afirst smple method for exploiting customer information from registration o loyalty data (cf.

Berry and Linoff 2004).

2.3.2 Mining Sequential Patterns

Due to the ébsence of alink to a gedfic customer, frequent itemsd mining in anonymous transadions
can only reved behavioral patternsin aggregated, closed puchaseoccasons. Observations over time ae
impossble snce the behavior of the snge astomer is nat tradked. The implementation o the loyalty
programs makesit posshle to follow the transadions of a austomer and to consider his consumption
habits over the courseof aperiod o time. Within the all eded transadions of customers, retail ers exped
to find similar intertemporal patterns which represent atypicd chrondogicd sequence of purchases An
example of such an intertempora purchasepattern in the field of market basket analysis is the austomer
who buys nonperishable baking ingredients (e.g. flour) in the months before Christmas and perishable
goods (such asbaker’'s yeas and fresh milk) closeto the point in time when he or she adudly wants
to bake Christmas mokies Identifying spedfic behavioral purchase squencesis valuable for target
marketing since it enablesretailers to predict customers' intered in certain prodwcts & a cetain pant
in time. In addition to forecasing puchasesmade in the future, sequence mining is used to dologfile
analysis in orline shops. Tradking the virtual movement of a customer througha web content makesit

posshble to recnstruct the source of hisintereg in spedfic products (cf. Dongand Pei 2007).
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One of the first segquence mining agarithms wasintroduced by Agrawa and Srikant (1995 who resen-
bled the APRIORI algorithm introduced above. Sincethe problem of mining sequencesisvery complex,
reseachers tried ealy onto increasethe df edivenessof the dgorithm by implementing methods to re-
duce the computational |oad, such asparald computing a data sanpling (cf. Sedion 22.2). Zaki's
(20010 SFADE dgorithm is avery efficient algorithm and can ded with high-dimensional data. To im-
prove the outcome, the dgorithms can consider different constraints, e.g. a minimum time period in
which a gedfic sequence hasto be finished (cf. Srikant and Agrawal 1996. Regarding the example
abowe, the purchaseof baker's yeas shoud be finished in Decanber of the sane yea and nd in Decem-
ber of the following yea. Unlessthe time dot of afew months is kept in mind, this sanple sejuential

pattern is guite usdess

2.3.3 Recommendation and Decision Suppo rt Systems

In orline ewironments, retailers can identify their customers by registration, login data or even by IP
addressesshoppers extend the transadion data sé automaticdly with every purchaseoccason. Tradking
customers paths through the webpages of an orline shop a registering the items added to the virtua
shoppng cat is nat asdifficult asin stationary retailing. Most web browses gore anall data files
on the usas computers (so-cdled “cookies” to retraceusas movements through the virtual shops.
Companies sich asAmazon and eBay ealy remgrized the patential of analyzing the onli ne behavior of
their visitors to sd up sdli ng strategies(cf. Ansai, Essayaier and Kohli 200Q Zhang and Krishnamurthi
2004). One drategy isto suppat the aurrent visitor of a shop with purchaserecommendations derived
from the behavior of other customers with a dmilar buying intention. Such recommendation systems
usually display products which might suit the intered of the aurrent online visitor (cf. Reutterer and
Mild 2003 Bodapati 2009. Here, we cdl this targeted orline use the “adive use” with his “adive
transadion’. Sincethe adive transadion at leas is apersondlized ore (e.g. due to the IP-addressor
registration data) and the objedive isto target an individual customer, we subardinate recommendation
systems to techniques analyzing noranonymous transadions.

Earlier work has $iown that online hoppers gpredate being suppated by such automated dedsion
suppat systems sncethey help in reducing buyers' seach costs. Dueto unimited virtual “shelf-space”
and the “just-in-time” delivery of manufadurers, online assrtments can comprise many more items
compared to stationary as®rtments. The large number of products increaseghe dfort needed by the
customer to find suitable items. With recommendation systems it is possble to presant the adive user
with products which might apped to his intereds. This can result in a more sdisfying shoppgng expe-

rience for the austomer. Hence, bath retailer and clientele usually benefit from the implementation o
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these gstems (cf. HUbl and Trifts 2000.

Most of the recommendation systems aurrently in useinvolve content-basel or collaborative filtering
(CF) techniques Content-baseal systems sugged similar objeds acording to the previoudy visited in-
formation sourcesof the online use. For example, the g/stem suggeds to the use atext document with
a oontent similar to his preferences Collaborative filtering approadchestry to predict useful recommen-
dations acording to an equivalent choice behavior of other customers (cf. Runte 2000. The s/stem
depends on a aufficiently large datase of colleded transadions or clickstreams of comparable visitors.
When looking at coll aborative filtering, two diff erent classesxast: first, model-baseal approachesdevelop
a desciptive model to derive the recommendations for a sngle use; for example, Ungar and Foster
(1998 use aBayedan clustering model. In contrag, memory-basel approaches etrad item recom-
mendations by comparing the aurrent virtual shoppng cart with fulfilled transadions of other obseved
customers. If the item composition in the market basket of the aurrent online visitor conforms with sim-
ilar basket compasiti ons, the system will recommend buying thoseitems which have been bought by the
other customers aswell. For example, the online visitor has dready clicked onJ. K. Rowling's “Harry
Potter”, volumesone and two. If the data of the online bookstore includes a sifficiently large share of
visitors who aso bought or clicked on vdume threg the s/stem will probably recommendit to the adive
use. In acordance with the MBA techniquesintroduced abowe, the determination o simil aritiesplays a

major role for thesetechniques aswell.

To show the dmilarities between the previous methods of exploratory MBA and memory-basel recom-
mendation systems with CF-techniques we demonstrate an approach introdwced by Ungar and Foster
(1998. It dedswith binary datasds and derives aTOP-J list of item recommendations for the obsaved
adive usea a. Let us omnsider a data matrix as $iown in Table 2.1, but withou customer identificaion
(i.e. the first column is excluded). In addition, let us define an adive austomer a who has @mbined
item iy, ig andig in hisvirtual shoppng baket X, so far. Comparing this preliminary item combination
with the example data matrix, it is exadly equivalent to transadion na 4, 8 and 14 Since the three
virtual customers did na buy any further items, they are nat useul for recommending a product to the
adive use a. In contrad, transad¢ion na 10 contains item is in addition to items iy, ig and ig. Since
the corregpondng wsa shows an equivaent purchasng behavior except for is, thisitem might be agood
choicefor the adive use aswell and shoud be reaommended.

The recommendation system basel on CF presaited here lvesthis tak in atwo-step procedure. The
first step cdculatesthe correpondng puchaseprobability of every item for the adive use. The seond
step then returns aTOP-J list of suitable item recommendations. Acocording to these $eps, Equeation 219
determinesthe adive use’s purchaseprobability yq j of item j. The probability depends ona smilarity

weight w between the aurrent transadion o the adive use and the purchasesmade by all other usas

48



2.3 Analysis of Persordlized Transadion Data

of the datasé. Sinceyy j represents aprobability value, the normalizing fador k ensuresthat the sngle

values ald upto 1

N
Yo =K ) 0(XaXn) Un | (219
n=1

The gmilarity (or distance) measire w determinesthe crregpondence between X, and eat x,. Again,
the Tanimoto simil arity meagsire (or Jaccad distance) seans to be agoodchaice for binary transadion
datasds, althoughthe Hamming dstance or other measires ca aso be used for such systems (Hamming
1950 Mild and Reutterer 2001). Notice that we figure the dmilarity between the rows of the matrix
instead of the columns, aswasdore for the pairwise assciation analysis deseibed in Sedion 22.1.
Table A.6 includesthe valuesfor the comparison between the example adive hoppng basket X, and
the transadions of the data matrix. The higheg digits represeat the identicd transadions nos. 4, 8 and
14. According to Equation 219, multiplication with the binary variablesu, j builds for every item the
purchaseprobability p. ;.

The seond step comprisesthe building d the TOP-J recommendation list. Less sphisticaed methods
use satic threshalds, e.g. they recommend the TOP-J items with p,; > 0.5. This method daes not
consider the unequal distribution o items occurrencesin the transadion data (cf. Chapter 1). Mild and
Reutterer (2007 cdculate the resduals between the median purchaseprobability over al transadions
median(y, ;) and ead singe v, j (seeEquation 220). The resilting values ae insated into Table A.8
(seeTable A.7 for the median values.

dif f(n,j) = ynj —median(y._j) (2.20)

In our example, we want to generate the TOP-4 recommendations by determining the four highed values
0.20,0.17,0.15and 012in Table A.8. Thesefigureshighlight the expeded four items (j1, js, je and jg).
Of coursg the gystem would only recommend js. Suggeding the other threeitemsis unrecessey since
they are drealy included in the adive transadion Xy. Summarizing the reault, the item’s probability of
appeaing in the recommended TOP-J list increasedf the items occur in alarge share of transadions
which are comparable to the obsaved adive transadion.

When looking at pairwise assciation analysis, as®ciation rule mining, partitioning approaches and
recommendation systems basel on bnary transadion data, measiring the smilarity between the trans-
adions is an important technicd core for al approaches Typicd chalengesdisausseal in the foregaing
sedions, such as a kewed distribution o items' purchasefrequencies and data Sarsity are problematic
for coll aborative filtering approaches aswell (cf. Mild and Reutterer 200J). In particular, the arsity

of data matricesis amajor problem. To recommend intereding products to an adive use, the usability
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of the g/stem depends on transadions with similar item compasitions. If the transadions mntain only a
few items on average, the probability of finding comparable market baskets tends to be lower. Moreover,
high-dimensional matrices ca deaeasethe time of reporseif the dgorithm doesnat need sampling o

other data reduction techniques

The pradicd applicaion d product recommendations with coll aborative filtering approachesis very
much limited to orline environments. Due to the ébsence of a necessey web-interfacewhich alows an
immediate readion to the austomer’s product compasiti ons, this technique could na be gplied in com-
mon supermarkets realily. Althoughsome aithors have introduced a Smilar dedsion suppat system in
stationary retaili ng (cf. Lawrence, Almag, Kotlyar, Viveros end Duri 2001), it depends on sophisticated
technicd equipment. For example, shoppng cats and/or the austomers have to be endowed with €ab-
orate displays, RFID eledronics or smartphores In many business ontexts, the high invegment costs

will hinder the implementation o thesemethodks.

The oollaborative filtering approach deseibed here doesnat necessaly neal persondized transadion
data (cf. left column of Table 2.1) to determine the recmmmendations for the adive usa. Nevertheless
particularly in the caseof very sparsedata, it is useful to consider nat just the snge transadions but the
complete buying history of a austomer. For example, ause might buy the first volume of “Harry Potter”

on Monday and the seond vdume on Wednesday. Since the ordinary system would na consider the
time fador which is made possble by persondlization, both transadions would be considered separately
and include only one dngle item. Using information e.g. use registration in orline shogs, the buying
history of a gedfic customer can be compresse to a representative transadion which comprises d

items bough during a gedfic period d time. Take for example use m= 1in Table 2.1, who made the
transadion x; and later onx;3. By simply changing ead uy, j to avalue of 1if theitem wasbougtt at leas
once, this short buying history could be mompresseé to x* = {1, 1, 1, 0, 1, 0, 0, 1}. The alvantages
are quite obvious: the garsity and dmensiondlity of the data table deaeasesintertemporal purchase
correlations ae included and the item recommendation has a tiance of becoming more gpropriate to

the adive usa’s intered.

With regard to the objedives sé out in Chapter 1, collaborative filtering approaches ae less sitable
for target marketing approachesin stationary retailing. Hence they are not nealed for the framework
introduced in Chapter 3. Nevertheless wewould liketo apply an approach that suggeds suitable products
as dealy asrecommendation systems do. The next sedion desegibes @nstrained agorithms of cluster
analysisfor analyzing personali zed transadion data. The aonstrained cluster algorithms play amajor role
in the target marketing framework we introduce, the outcome of which recmommends cetain products to

spedfic customer groups in away similar to dedsion suppat and recommendation systems.
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2.3.4 Customer Segmentation with Constrained Cluster Analysis

Partition techniques used to build clusters of similar market baskets in anonymous transadion detasds
have been explained in Sedion 22.3. The quedion is how to extend these #&gorithms to build clusters
of customers with similar buying behavior. One ideais that the existing partitioning approaches $oud

take theidentificaion numbers (1Ds) of every transadion into consideration and usethem to buld groups
of customers with comparable purchasng behavior, asrefleded in similar market basket compasitions
over a edfic period o time. Algorithms of constrained clustering can hande the data extension o

the austomer identification for this purpose (cf. Badl, Banerjee and Moorey 2004 Basu, Davidson and
Wagstaff 2008. The need for such agorithms hasbeen known for aslong asthe problem has eisted.

In many red-world situations, additional information abou the datasé’s gructure is avail able from the
outse and forcesthe ordering o the entities sibjed to a pedfic constraint. For example, in soil sdence
analysts have to construct ses of contiguots terrains charaderized by a smilar distribution o soil prop-

erties Instead of just grouping the areds properties (i.e. the items), the sgmentation hasto consider

the locaion o the minera resourcesin a gedfic terrain (i.e. the constraints) when buil ding the ses (cf.

Aldenderfer and Bladhfield 1984 Wagstaff, Cardie, Rogers and Schroedl 2001). The ideaisto integrate
the badkgroundinformation for clustering pupaoses By including constraints condtioning the linkage
between particular entities analysts hope to enhance the output of the sgmentation and come dose to
the natural structure of the datase (cf. Gordon 198). Although \erifyingthe "red” groups within empir-

icd dataisusudly impossble, the constrained cluster algorithms seen to descibe predefined groupgng
information within synthetic datasds better (cf. Aldenderfer and Blasdhfield 1984 Wagstaff et al. 2001).

Baau et a. (2008 provide an introduction to constrained clustering and explain a number of avail able
algorithms.

In the MBA context, the mlleded buying histories provide the badkgroundinformation. The m values
define the bunde of transadions which have to belongto ore gedfic customer. Instead of clustering all

single, anonymous market bakets, the goproacheslink the transadion sequences(or buying historieg as
badgroundinformation to the duster algorithm. In terms of the dassficaion literature, the buying his-

tories at as ®-cdled must-link constraints, since dl transadions of the whae se&uence have to belong
to a gngle group and must nat spread orto different segments (Wagstaff et al. 2001). Hence aresult-

ing segment includes anumber of customers who are charaderized by making similar compositi ons of

jointly purchaseal caegoriesduring their shoppng trips. Since dgorithms of K-centroid cluster analy-

sis ae apopuar technique for exploratory MBA, in the next chapter we introduce etensions of these

algorithms to ded with constraints and chocse an appropriate one for our target marketing approach.
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3 Methodo logy of the Target Marketing Approach

Theprevious chapter explained the diff erent exploratory MBA techniques To med the demands dated in
theintroduction, we combine some of thesetedhniquesto buil d atarget marketing framework. This chap-
ter introducesthe methoddogicd concept of the framework’s depwise procedure in detail. The com-
bined approach supparts retail ers in partitioning their customers, understanding the s@ment-charader-
istic caegory correlations and identifying those caegories which shoud be feaured in an appropriate
target marketing campaign to optimizeits profits.

Figure 3.1 ill ustrates the complete procedure of the framework, the geps of which are descibed in
the subsajuent sedions. In keguing with the objedive of segmenting the howséhadds, we first want to
build customer groups howing similar caegory correlations among the items bough lessfrequently
(i.e. LFC). Therefore, we teg three modified algorithms of K-centroid cluster analysis deding with
constraints asintroduced in Sedion 23.4. The presanted algorithms take into acourt the fad that the
individual buying history summarizesthe transadions of a cetain customer. Instead of deding orly
with single transadions, the dgorithm hasto consider the complete transadion sequence of a austomer
asmust-link constraints when building the austomer groups. Since more than ore dternative is preseit
to implement the must-link constraints into the iterative procedures of the dgorithm, we will compare
threerelevant variations of KCCA agorithms.

Taking the buying sequencesinto consideration is of crucial importance for our approach. Due to the
lower purchasefrequenciesof products in the long+tail, there tend to be only afew similar basket compo-
sitions, and finding goups acording to this feaure becomesdifficult. Using the alditional information
that the transadions of abuying sequence dl have to belongto the same duster shoud enhancethe recog-
nition d similar customers. For verificdion puposes we analyze atificia transadions with a known
grouping structure. The predefined structure of the atificial data is comparable to that of red-world
transadion datasds. Hence the dgorithm which reveds the gructure of the atificial databeg might be
more likely to find the groups in the datase provided by the enpiricd application in Chapter 4.

The next two steps of the framework aim at deriving suitable item recmmendations for ead cluster
of customers. If the duster analysis identifies aistomers with similar basket structures this implies

members comparable intered in particular product compositions. Recommendations derived from the
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ﬂ WITHIN SEGMENTS
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Figure 3.1: Stepwise procedure of the framework

foundsegment-spedfic caegory correlations promiseto be better attuned to the expedations of the dus-
ter members. Conseguently, theseitems will also have agreaer chance of stimulating crosssdling.
An assciation rule mining algorithm spedfiesthe caegory correlations dter the partitioning hastaken
place Therefore, the combined buying historiesof a austomer group are poded into a sgment-spedfic
transadion datase and are explored in the sane way asthe aggregated transadions. The resulting fre-
guent itemses include sgment-spedfic purchase orreations which occur sufficiently frequently in the
correpondng cluster. By combining ARM with partitioning cluster analysis, we balance the deficiency
of most ARM agorithms in dismvering product as®sciations that only refled the buying behavior of
average dientele (cf. Sedion 22.2).

From the reveded segment-spedfic frequent itemsds of the foregoing step, thefinal step of the gpproach
can extrad single items used to buld a recommendation list for target marketing puposes To reduce
the number of found as®ciations, we séed only the FI which contribute most to the retailer’s utility.
As introduwced in Sedion 22.2, a filter measire is usead to separate the intereding as®ciations from
the lessimportant ones This reducesthe number of considered caegory corrdations and deaeases
the computational effort of the subseguent steps of the analysis. Moreover, a hierarchicd clustering o
dismvered segment-spedfic assciations can give retail ers abetter insight into the caegory-correlations
of a yedfic duster and makesit possble to groupthe sgment-spedfic FI acording to their simil arity.
The frequent itemsds are usad asinpu for an optimization routine. This routine determines apredefined
number of single caegories which maximize the profit and take cdegories purchase orreations and

their grossprofit margins into acourt.

The s@mentation oljedive of the goproach isthe most complex modue dnce the duster building pro-
cessdepends heavily on an appropriate dgorithm. If the dgorithm isnat able to buld ausdul customer
partition for marketing pupaoses the remaining steps of the goproach will be pointless In the next

sedion, we disaussthe partitioning problem in detail and compare threemodified KCCA tedhniques
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3.1 STEP 1: Identifying the Customer Segments with Constrained

Clustering

Following prior reseach and recdli ng the assmptions made in Chapter 2, the compaosition o a market
baket correponds to a’pick-any/J’ problem. Ead transadion can be interpreted as aJ-dimensional
binary vedor x, € [1,0]? with J represeating the range of the retailer's cdegories ad n = 1...N the
number of transadions (cf. Manchanda & al. 1999 Russél and Petersen 200Q. Integrated into a matrix

Xn, the rows morregpondto transadions and the columns represent the items (cf. Table 2.1).

Dueto the presanceof aloyalty program, the transadions of customer m(withm=1...M) can be poded
into his buying sequence G, If the suammarized transadions Xy can be linked to a data paint clas$fi-
caionGy = {01,...,0n} With g, € 1,..., M, the austomer’s buying history (or transadion sejuence) is

denated by the foll owing equation (Leisch and Griin 2006:

Gm = {X € X\ | gn = M}, m=1...M, M<N (3.2

If buying histories ae implemented, the linkage between the transadions and their initiator remains and
extends the data organization. According to theterminology o data-theory, thisformat can be considered
three-mode data (Coombs 1964). The caegory incidencesJ (first mode) provide the sgmentation base
The austomer mode m=1,...,M correponds to the seond mode and the eggregation o the austomer’s
transadions into the personalized buying sequence Gy ads asthe third mode. Notice that the number
of repeaed obsevations varieswith m. Hence ead customer has apurchasehistory of an individual
length. For example, the buying history of customer m= 1 in Table 2.1 includesonly two transadions
whil e the sejuence of customer m= 5 comprisesfour market baskets. We exped from amethoddogicd
point of view that the length of the transadion sequencewill correpondto the grength of the probability
of assgning the related buyer to the gppropriate duster. In ather words, obseving more transadions will
tend to urcover the austomer’s typicd category purchase orrelations better and will be more likely to
assgn hm to the gpropriate group. This assmptionis examined and werified in Sedion 31.4. It seens
to be pradicable to define aminimum length of the buying history as aprerequisite for taking part in the
partitioning step. For instance customers who make just a sngle purchaseoccason duing a period o
ore yea do nd show a high loyalty to the retailer. Ignaing these cistomers for our target marketing
approach can be uséul if the retail er still providesthem with standard promotional campaigns.

Concerning the austomer-cluster assgnment condwcted with the constrained partitioning agorithms,
ead buyer belongs to ore sgment exclusively. In visual terms, the borders of ead cluster do na
overlap eat ather. Althoughthe gproaches muld be extended to fuzzy clustering, which allows the

assgnment of one househdd to different groups, retail ers often want to trea ead customer with just a
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singe marketing adion (e.g. one brochure or email-newsetter per housenad). Owing to limited mar-
keting budgts, this sceario is probably more common than direding several campaigns & the sane
customers. Hence, the presanted cluster techniquesdo nd consider fuzzy segmentation (for an example
approach seeChaturvedi, Carroll, Green and Rotondo 1997.

The three ontrary modificaions of the generalized KCCA agorithms which are ale to ded with
badground information are evaluated in the following subsedions. The techniques differ mainly in
the paint in time & which they include the buying histories for the customer clustering (cf. Wagstaff
et al. 2001, Leisch and Griin 200§. Here, we will | ook at threevariations.

» Apriori: Before dustering takesplace ead customer sequence ould be compressé to ore s/n-
thetic market basket. Thereallting transadion represants the average gructure of all the austomer’s

m transadions.

» A posteriori: After the duster processhasbeen condicted withou considering the buying histo-

ries the austomer could be asggned to the sgment that includesthe majority of his transadions.

» Smultaneous: The buying sequencesof the austomer are implemented asmust-link constraints to

theiterative duster process In this casethe se&juences ae cnsidered during the partitioning.

Judgng from ealier studies the methods will produce different partitions (cf. Baka 2005. Although
Wagsteff et a. (2001 have shown the predominance of simultaneously contrained clustering to stan-

dard K-means, the authors goplied the dgorithms to small datases with metric values In addition, the
GPSline data used doesnot usualy show the gedfic charaderistics of binary transadion data. High
dimensiondlity, sparsity and correlations in the caegoriesbought lessfrequently complicae the process
of finding appropriate s@ments due to wegk grouping informationin the data. Hence, the quegion arises
which of the three propcsed techniquesis ale to ded with the dated challenges beg. To answer this
guedion, we eplain the methoddogy o the three modified algorithms in the subseguent sedions. In

Sedion 31.4 the cnstrained cluster algorithms shoud reved predefined groupng information in artifi-

cia transadion data with the data showing the expeded charaderistics of red-world market basket data
gained from loyalty programs.

3.1.1 A Priori Consideration of Constraints

To refled the pad transadions of a buyer, the analyst can compresshis or her buying history into a
singe, representative market basket. We introduced this method in Sedion 23.3 for recommendation
systems whosedataséds grugde with high sparsity. If the garsity is hindering the production o appro-

priate purchaserecommendations, buil ding a representative, more densetransadion seens to be agood

56



3.1 STEP 1: Identifying the Customer Segments with Constrained Clustering

choice For this technique, the must-link constraint would be considered before the duster algorithm is
condwcted. Sincethe consolidation o the s&uence brings out one represantative transadion yn, for ead
customer m, this method reduces sgnificantly the number of entitieswhich a duster algorithm hasto
partition. Moreover, the pruned dimensiondlity of the data saes @mmputational cgpadties A popuar
way to construct the compressd representative transadion yy, is to form a one value for every category
that occurs & leas oncein the austomer m's buying history.

Anather way to construct y, is the following method avedor pn, denatesthe line-by-line summarized
transadions of a buying history Gy,. The mean valuesof p, are built for ead J-vaue over the seuence
Gm. According to athreshadd o, the J vedor values ae transferred into binary data. The vedor values
turninto al value if they exceeal the threshdd. In the other casethey denate a zeo. The resulting vedor
iSYm. The height of the threshdld o determineshow often a pedfic caegory j hasto occur within the
buying history of a austomer to turn the j-valuesinto 1. If o= 0.5is dhosen, at leas half of the buying
history’s transadions have to contain the contributed category j.

The compresson o the buying history usualy deaeaseshe garsity and dmensiondlity of the data
Nevertheless this method ignaresthe information showing which items were bough together during a
single purchaseoccason and also the paint in time & which the correpondng transadion was made.
Moreover, if the compresson methodis not dedared from the beginning, the output of thistedhnique will

depend on hav the analyst proposesto build the represeantative baskets from the whole sejuence Choos-
ing among dff erent techniques or constructing ore's own compresson step could overburden dedsion
makers. In addition, finding a suitable method to build represeantative market baskets requires asemp-
tions and knovledge abou the dructure of customers’ average buying histories Sincethe pradicability
is quite doultful and the advantage of contrained clustering shoud arisefrom its "unsupervised’ charac
ter, amore automated courseof adionis adually preferable. Dueto itsinherent deficiencies the apriori
consideration o customer saquences sems to be of limited intered for our target marketing context.

Thisis dso suppated by the results adieved with the analysis of the s/nthetic data (cf. Sedion 31.4).

3.1.2 A Posteriori Majority Voting

Groupnginformation can be cnsidered after the duster algorithm hasbeen completed. This means that
the gandard KCCA algarithm (e.g. K-means) is goplied to the transadion datase Xy in the gandard
way. Hence, the iterative processdoesnat differ from the one descibed abowe (cf. Sedion 22.3). A
subseguent voting approach suppats the consideration d the buying histories asmust-link constraints.
For example, Equation 32 denotes ameasire s;' that defineshow many of a austomer’s m transadions

are asggned to partition ¢ (cf. Reutterer et a. 2006:
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S = x,ﬁZ?m lomeay (3.2

The maximum value of §" determines the duster k of the considered howsenold. According to this
voting scheme, ead buyer is mapped orto ore of the sgments k whase catroid vedor px bed refleds
the majority of that customer’s m pad purchases

In the marketing context, majority voting hasbeen succes$ully applied to transadion data (Reutterer
et a. 2009. Sincethe outcome depends onthe foregoing KCCA algorithm, the auitability of this method
hasto be teded for our objedives Thisis necessgy since usua agorithms of KCCA are not dways a

goodchoicefor high dmensiona sparsedata (cf. Wagstaff et al. 2001).

3.1.3 Simultaneous Consideration of Constraints

In contrag to the aposteriori voting approacd, thisvariation o the generali zed K-means duster algorithm
looks & the austomer’s transadion sequence during its iterative deps. It avoids majority voting by
using function f(Gy,) which simultaneously assgns the combined buying history as awhale to the beg
matching center. In terms of method, the generali zed K-means duster processdesaibed above hasto be
altered between Steps 2 and 3to consider the buying seguenceswithin the procedure (seeSedion 22.3).
Equation 33 denotesthe modified oljedive function:

M N
DX, R) = 3 3 d(xn, P(Gm)) — min (3.3

m=1n=1

Compared to the gandard iterative processof K-means, the foll owing enhanced steps have to be con
ducted:

1. Chocse an initial sd of K prototypes P« and make aure to assgn al x, of ead customer mto the

same initial segment.

2. Asdgnead x, € Xy to the duster of the doses centroid in terms of the Jacced distance measire

d(.).

3. Find the corregpondng center p(Gy,) acwrding to the function f(Gn) for every Gy, group o

transadions.
4, Use duster-wisemeans asnew centroids instead of canonicd ones

5. Repea steps 2 to 4 urtil convergence or until a predefined number of maximal iterations hasbeen
readed.
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Step 3is of primary intereg since it determinesthe asggnment of the transadion sequence to the aor-
regpondng centroid. Among ahers, two passhle group mapping functions f(Gp) can be compared.
Thefirst one asgyns every single sajuence G, to the canter having the minimal sum of distancesto all
Xn € G Here, it is cdled the "minsum-distance” function. The other function links them to the center
to which the majority of x, € G, is asggned. It is named the "majority-clusters” function. We imple-
ment the first function since it considers the composition o the buying histories as avhde insteal of

conducting the asggnment of the entities acording to a majority voting technique.

3.1.4 Analyzing Artificial Transaction Data

The different methods by which the threetedchniquesinclude mnstraints will affed their suitability for
our target marketing context. Due to the conceptual deficiencies of the apriori method, it will be of
minor relevance mmpared to the aposteriori mgjority voting approach and the multaneous implemen-
tation o the grouping information. Nevertheless we anayze its reallts in the atificial data when the
represeatative transadion y, includes al value for al it ems occurring at leas once

Althoughthe concepts of the other two algorithms ae quite smilar to ead ather, the quedion arises as
to why one houd use a tuster algorithm which considers the presat badkground information simul-
taneously asoppaed to an a posteriori voting method We assime that a smultaneous mnsideration
of the badkgroundinformation will help to descibe the hidden structure within the transadion detases
in amore acarate way compared to a technique that groups the househdds dter clustering hastaken
place To understand this assmption, consider the plotsin Figure 3.2(a) to 3.2(c) of a generic example.
Figure 3.2(a) depicts 250 randamly generated data points of two howsehadds within a two-dimensional
grid. Obvioudly, the major part of the first household’s data points — symbdlized by the blad circles—
lies dove an imaginary horizonta line. Thisline searatesthe grid into two segments represeanting the
real grougng structure. Most of the data points of househdd number two (gray triangleg are ordered
below this line. Clustering thesedata points using the well-known K-means dgorithm identifies two
segments lying oneither side of an imaginary verticd border, as $iown in Figure 3.2(b). It represeats
agloba optimum implying that no ketter grouping solution could be foundwith the dgorithm for this
randam sample. Comparing the plot to the randam data points in Figure 3.2(a), the lution achieved
with K-means doesnat refled the original groups very well. Nor doesthe stuation improve if majority
voting is gpplied to this outcome. For instance, a posteriori majority voting would chedk how many data
paints of eat howsehdd belong to which cluster and —acarding to the data point’s mgjority — assgn
the correpondng howsenadd to the reallting segment. In this Smple example, the mgjority of househald
no. 1'sdata points (i.e. the blad circleg — 66 d its 129 — kelongto cluster no. 2 onthe right-hand side
of Figure 3.2(b). As a onsajuence, this housenad would be subadinated to cluster no. 2. In cortrad,
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househdd na 2 belongs to cluster no. 1 onthe left-hand side of Figure 3.2(b) with most of its 121 cata
paints. When compared to Figure 3.2(a), this reaulting pertition also appeas different to the origina
groupng structure. Let us now assime that a must-link constraint is given which includes badkground
information abou the distribution o the datapaints. It takesinto acourt (syntheticdly generated) in-
formation which determinesthe natural grouping o ead datapoint. If the modified K-means duster
algorithm is used, which regards the must-link constraint during itsiterative geps, the partition depicted
in Figure 3.2(c) is atieved. Compared to the output of the apaosteriori mgjority voting system, the re-
sulting pcture shows an arrangement that corregponds much more dosdy to the initial data distribution
in Figure 3.2(a).
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(a) Random data points (b) K-means clustering (c) Grouped clustering

Figure 3.2: Example of finding groupnginformationwithin random data

This dhort example ill ustrates that similar algorithms can be more or less sitable to the predefined
partition tak. Noticethat neither the K-means nor the aposteriori voting lead to “wrong’ output. In the
context of our stated problem, they both simply produce partitions which do nd refled the red grougng
information in a afficiently acairate way.

The implications of the given example can be transferred to our problem: we exped to find customer
groups with a gedfic intered in certain caegory correlations made in the LFC of atransadion datase.
Now, the quedion arises ago which of the preseited algorithms will be ale to identify this expeded
structure if it adualy exists. Since the grouping structure of red-world datasés could na be verified
saisfadorily, we implement a predefined grouping structure in a g/nthetic transadion datase. In this
way, we try to give this data the typicd charaderistics of the red-world transadion data of a retail
company. To determine which of the threemethods for segmenting the customersin ou target marketing
context isbed, all three dgarithms ae gplied to the s/nthetic datase. By comparing the duster reaullts,

we can edimate which orne might be the most appropriate technique for red-world transadion datasés.

The g/nthetic datasd contains 9,465 market baskets of 500 dfferent customers who chocse virtualy
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Figure 3.3: Purchase frequencies of the synthetic (a) and the red-world (b) transadion dataset of a supermarket

among 200caegaries Taking the austomers buying historiesinto consideration, we assime the distri-
bution d Poison and determine an average length of A = 19 puchasesmade sajuentialy. Acoording
to our assaimptions aslaid dovn in Chapter 1 and Sedion 22.2, we desgn an artificial as®rtment with
a kewed distribution o caegory purchasefrequencies Hence, the caegories ae divided into 40HFC
and 160LFC.

Figure 3.3 shows aplot of the purchasefrequenciesin descading ader within the s/nthetic and the
red-world transadion data used for our empiricd applicaion. Theverticd datted line sgoaratesthe HFC
(left-hand side) from the LFC (right-hand side), e.g. acording to a threshdd. For the synthetic data,
the determination o the two category groups is mple due to the gepped graph. In pradice, the ordered
purchasefrequencies deaeasemonaonicdly, making it more difficult to determine ahard threshad
separating the LFC from the HFC in red-world data (cf. Anderson 2006 Cavique 2007). We will return
to this problem at the end d this setion.

According to ou assamptions ébou the common structure within retail transadion data, we compose a
grouping structure in the HFC and the LFC. Customers probably vary in their habits when combining
different HFC caegoriesduring their purchaseoccason, e.g. customers who prefer to buy several kinds
of beverages d the locd store or who are more intereded in compositions of dairy products. Moreover,
the same austomers will regularly but more rarely purchaseitemsin the LFC, e.g. baby foodand dapers.
Hence, we first construct four major customer groups whase members chose anongten of the 40 cate-
gorieswith doube the probability. The number of sdeded itemsfrom the 40 HFC are Poisson-distributed
with A = 8. All of the atificial customers can also belongto ore of the 16 groups implemented in the
LFC. The group members pick from ten defined LFC with aratio of 1:3. Each market basket contains
on average A = 6 of the 160 LFC. Again, we assime adistribution d Poison. Notice that the density
of the purchaseswithin the HFC is much higher compared to the LFC. If we try to reved the grougng
information within the LFC, the dgorithms will have to ded with a garsity of 97%. Concerning all
caegories(i.e. in HFC and LFC), the data is 93% sparse
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When anayzing the g/nthetic data with a cnstrained algorithm of K-centroid cluster anaysis, we
consider four modficaions in order to take the buying histories asmust-link constraints into acourt
(see Sedion 31): no consideration d the buying history (= sandad), before (= a priori), after
(= a pogteriori) and duing the partitioning (= simultaneous). Apart from thesevariations, we im-
plement the Euclidean and the Jacced distancefor ead methodto analyze whether the latter redly does
increasethe quality of the output. Combining the two distance measires with the four techniquesto
include the constraints, we compare aght different cluster algorithms. When applying the dgorithms to
the atificial data, we have to consider the risk of finding aweégk locd optimum (cf. Chapter 2). Hence,
we repea ead algorithm five times and store the one with the lowed sum of internal distances Ten of
thesebed solutions ae gored for subseguent examination.

To evaluate the quality of the foundcluster solutions, we have to define a citerion. A variety of diff erent
meagsires to compare duster solutions eist (e.g. the Kappa measire, Cohen 1960Q. In this thess,
partitions ae evaluated using the Rand a correded Rand index (short: cRand, seeRand 1971 Hubert
and Arabie 1985. A cluster solution determinesfor ead item a duster label which assgns the antity to
the corregpondng cluster. Given two cluster solutions with label vedors, the Rand index determinesthe
agreament of the partiti ons by comparing all passhble paint-pairs of thevedors. For ead pant-pair, three
different states ca be distinguished: one in which bah padnt-pairs ae aranged in a common cluster,
ancther in which they are separated into different clusters, and a third in which the pairs ae mixed up.
The mixed state means that one solution assgns both pants to a ammon cluster whil e the other solution
refers the paints to different clusters. The Rand index increaseswith the hare of point-pairs showing
one of thefirst two statesrelative to all possble point-pairs.

Consider Table 3.1, which includestwo example duster labels of five points ordered into three dusters
ead. Table 3.2 shows the mrrepondng states of the point-pairs. Looking at point-pair (1,2), both
cluster solutions asgyn thesepaoints to a mmmon cluster, since point no. 1 and na 2 have the same
label in bah vedors —label 1 for solution 1and label 4 for solution 2 The point-pair (1,5) refleds the
seond dlternative. The labels of both vedors ae different (item 1 and 5are asggned to cluster 1 and 3
for the first and to cluster 4 and 6for the seond solution). In cortrad, point-pair (1,3) shows the mixed
state becaise of the different cluster labels in bah vedors (item 1 and 3are both in cluster 1 while they
are sgarated in cluster 4 and 5for solution two). In summary, the two (virtual) algorithms dustered six
of ten pants identicdly and the Rand measire would define avalue of 0.6 (cf. Table 3.2). Generaly,
the Rand measire determines values between zero and ore, with a value of one meaning total cluster
agreament and zero total disagreement.

The dhort example of Tables3.1 and 32 implies a important advantage of comparing pertitions with

the Rand value. In contrag to many other measires the Rand index doesnat depend onthe identicd
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Item/point | 1 2 3 4 5
Cluster labels/vedor1 |1 1 1 2 3
Cluster labels/vedor2 |4 4 5 4 6

Table 3.1: Two exemplary cluster labels of five points

Point-pairs 1,2 (1,3 (1,4 (1,5 (2,3
State common  mixed mixed separate  mixed

Point-pairs (2,4 (2,5 (34 (35 (4,5
State  mixed separate separate separate  separate

Table 3.2: Comparingthe point-cluster assgnment for the two cluster solutions

numbering d the duster labels, which usually variesfor ead solution in pradice The Rand value can
also be cdculated if the number of foundclusters is different in ead of the two partitions. This issue
bemmesimportant in Chapter 4 when the Rand value is used to approximate an acaurate value of K for
the KCCA agorithm.

A problem of the Rand index is the dependence on randannessif a few very large dusters and several

smaller ones ae presant. The morerelatively big clusters ae built by the dgorithm, the more probable is
the asggnment of a point-pair to a common cluster. In contrad, the corrected Randindex considers the
agreament of two partitions by chance and takes avalue between -1 and 1 A value of -1 indicaesfull

disggreanent and a value of 1 full agreement between two partitions. Statisticd i ndependence between
the partitions would be given by the zeo value. For rea®ns of stability, we evaluate the diff erent cluster
solutions of the gynthetic data using the correded Rand index.

For eath of the dght cluster algorithms we extrad ten label vedors from the bed of five lutions.

The ten label vedors ae cmmpared with the red grougng vedor built acwording to the éove-stated
groupng structuresin the HFC and LFC. For eath method and comparison, a Whisker plot ill ustrates
the ten cRand values and shows how well the duster assgnment of the dgorithm corregponds to the red
groupng structure in the synthetic dataseé (cf. Figure 3.4 and Figure 3.5).

Taking the varied cluster algorithms into consideration, we gart by looking for the four groups within
the HFC of the g/nthetic transadions. The reaulting cRand-values ae plotted in Figure 3.4 and indicae
that the K-means dgorithm is unable to identify the groups (cf. the gandard method onthe far left-hand
side). The reallt doesnat change dgnificantly if the Euclidean distance is replaced with the Jacced
distance The bed solution is gained from the KCCA agorithm that implements the cnstraints from
the beginning. This suppats previous reseach which has iown that the output’s quality increases een

with we& cluster algorithms if the grouping information is cnsidered simultaneously as amust-link
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3 Methoddogy d the Target Marketing Approach

constraint during the iterative process(cf. Wagstaff et a. 2007). Althoughthe K-means dgorithm does
nat reved the grouping structure, a posteriori magjority voting improvesthe reault if the Jacced distance

isimplemented (cf. Reutterer et al. 2006.
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Figure 3.4: Identificaion of the four groups within the HFC using the @ght cluster algorithms.

The stuation changesif we want to find the 16 groups within the LFC of the g/nthetic datase. With
regard to the two upper arrangements of Whisker plots in Figure 3.5, the dRand values ae low for all
eight methods. Keeping thisreault in mind, we assme that the weg grougng informationinthe LFCis
hidden by the densedata in the HFC. Sincethe purchasefrequenciesof the HFC are goproximately four
timeshigher compared to thoseof the LFC, the binary transadions contain much more 1 valueswithin
the 40 HFC. Similarly to data noise this prevents the dgorithms from finding goups in caegories
bougt lessfrequently. Hence, the HFC are excluded from the datasé to enhancethe reaults. The dRand-
values of the plots in the midde of Figure 3.5 show that only the duster method which considers the
buying seguences smultaneously, reveds the predefined structure. Compared to the implementation o
the Euclidean distance, the Jacced distance srongy suppats the dgorithm'’s aility to find the grougsin
the gparse LFC transadions. The higher cRand valuesin the middle right sed¢ion o Figure 3.5 indicae
this correlation.

The dRand valuesof the graphicsin the top and midde of Figure 3.5 imply that the aility to find the
grouping structure in the data probably depends on the modificaions dore to the dgarithms’ attributes
We want to verify how significant these €& eds ae and which fadors fed the quality of the output most
strongy. To this end, we goply an ANOVA that includesthe following fadors. distance measire (Eu-
clidean or Jaccad), method d considering the given grouping information (nore, a priori, a posteriori,
simultaneously) and exclusion d the HFC (yesor no). Condtcting an ANOVA corredly depends ontwo
condtions: first, standard distribution is assmed for the dRand values A Kolmogaroff- Smirnov statistic
hasverified this succes$ully in this case Second the ANOVA requireshomogeneity of variances Even

thougha Bartlett teg has produced a negative reault, the ANOVA’s output is usually unaffeded if the
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variances @e not very heterogeneous and the groups of obseavations ae of similar size (cf. D’ Agostino
and Stephens 1986 Kanji 1993 Weaahandi 1995. All of the fadorsin Table 3.3 have ahighly signifi-
cant effed onthe dgorithm’s output (P < 0.001). Taking the F-valuesinto consideration, the exclusion
of the HFC is mostly regporsible for an increasan the dRand values The next most dedsive fadors ae

the method d using the grougng information, foll owed by the type of distance measire.

Df SumSg. MeanSg.  Fvaue

1 051869 051869 6505

3 226174 075391 95632

1 Q090228 090228 114462

distancemethod 3 102500 034167 43340
1
3
3

distance
method

exclusion

045870 045870 58185
215790 071930 91242
distancemethodexclusion 088264 029421 3730
Residuals 144 Q11352 000079

distanceexclusion

methodexclusion

Table 3.3: ANOVA output Table with response dRand subjed to threefadors

According to the ANOVA and the four graphics in the top and midde of Figure 3.5, deaeasng the
dominance of the HFC in the transadion dataincreaseghe dRand values Althoughexcluding the HFC
enhancesthe aility of the dgorithm to find the grouping information within the LFC, it is difficult for
dedsion makers to define the HFC exadly. In other words, determining a threshad to cut off the “long
tail” from the reg of the assrtment depends on the retail er’s personal experiences ad the underlying
charaderistic of the datase. For example, dedsion makers could drop caegories occurring within ap-
proximately 10% of all transadions. This value is chasen heuristicdly and will not be optimal for all
datasds. A solution is to weight the cdegories frequency of occurrence For this rea®n, we usethe
weighting value in Equation 34 and multiply it with ead of its corregpondng binary valuesin Xy.

Again, K is anormali zing fador to ensure zlewj = 1withw; € [0,1].

wj =K(1—supp(j)) (3.4)

Thevalue mnsiders the auppat (i.e. the purchasefrequency) of every category in the datasé and lowers
the fador of the HFC. After the e@ght cluster algorithms have been applied to the weighted datase, the
two graphics d the bottom of Figure 3.5 ill ustrate once ayain the predominance of the KCCA agorithm,
which implements the must-link constraint simultaneously. The weighting seens to enhance the aility
of the dgorithm to find the grouping structure in the LFC even if the dedsion maker isnat able to define
a datic threshadd to drop the HFC. Again, the implementation o the Jacced distance leals to higher
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cRand values @mpared to the Euclidean distance
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Figure 3.5: Identificaion of the 16 groupsin the LFC using the @ght cluster algorithms

Concerning the further analysis of the atificial data, we therefore consider only the output of the duster
algorithms using the Jacced distance Furthermore, due to the conceptua deficiencies of the apriori
methodand its weak reaults within the g/nthetic data, we exclude it from further examination aswell and
analyzejust the threeremaining methods — “standard”, “a posterori” and “simultaneous” —in attempting
to find the groups in the data.

From atechnicd point of view, we want to identify the dgorithm that producesthe denses clusters.
As dated abowe, the objedive of partition algorithms is to gain hamogeneous, dense groups which are
heterogeneous relative to ead other (cf. Aldenderfer and Bladhfield 1984 Bacher 1996 Dedker and
Schimmelpfennig 2003. In the KCCA cortext, the dose ead datapaint is aranged to its centroid,
the lower is the total sum of distances between the datapoints of the dusters and their centers. An
indicator for the overall heterogeneity of afoundcluster solution is the total sum of squared distances
The gyuaring o distancesgives more weight to larger distances The higher the total sum of squared
distancesof al groups, the lessdense ae the reallting clusters of the crregpondng algorithm.

After the total sum of squared distancesfor ten solutions of ead method hasbeen cdculated, the average
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value of the “standard” method is 1124231, the value of the “a posteriori” method is 1163303 and
the value of the “simultaneous” method is 114,5493. Since the ¢andard KCCA agorithm does nat
take constraints into ac@urt during pdnt-centroid mapping, the reaulting segments are usually more
homogeneous and the correpondng total sum of distancesbemmesthe lowed. Althoughthe groups
are quite dense the output of the dgorithm doesnat refled the gynthetic grouping structure asthe low
cRand values fiow. The group construction with the subsequent majority voting dsolves the dense
(locd) optimal solution foundwith the gandard method and generatesless ompad segments ill ustrated
by a higher value of the total sum of squared distances However, heterogeneous dusters imply that
the ceitroids of the groups ae lessrepreseatative prototypicd market baskets of an average duster
member. Nevertheless compared to the sandard KCCA algorithm, the a posteriori majority voting
method approximatesthe red grougng structure of the synthetic scanario better. The value of the total
sum of sgquared distancesof the dgorithm, which considers the austomer sequences smultaneoudly, lies
between the ¢andard and the aposteriori mgjority voting algorithm. This methodseansto produce more
homogeneous s@ments compared to a posteriori mgjority voting. Its centroids represent the average
market basket compasitions of the assciated customer group more acarately and refled members
consumption hebits more authenticdly. Besdesthe ability of this duster algorithm to reved the g/nthetic

structure of the atificial data, this aped also suppats the smultaneous consideration d the constraints.

The output of al three duster algarithms depends on the informative value of the austomers buying
histories It is very likely that the quality and stability of the duster solutions will i ncreasewith the
number of added transadions during the obsevation period becaise more information abou customers
consumption behavior shoud enable abetter segmentation d the buyersinvoved. To verify this assmp-
tion, we seoarate the g/nthetic datase into eight subsamplesgrowing cumulatively. We have chosen eight
periods dncethe dhorted sequence mnsists of eight synthetic transadions. In caseswhere the length of
ead buying history isnaot amulti ple of the value of eight, the remaining transadions ae forced to belong
to the lad period. Each subsample isbuilt by adding the transadions of the foll owing ore to the eisting
transadions, and so on Again, we duster the d@ght reaulting subsamplesusing the three dgorithms and
observe the dlocation d the first subsample's entitiesover time. We compare the partition o ead sub-
sample with the previous one and cdculate the mrrepondng cRand value. As shown in Figure 3.6, the
cRand value of the multaneous mnstrained clustering increases aaeding to the length of the buying
histories This means that the antitiesof the first subsanple paint to a different centroid lessfrequently
over time. In contrag, the gability of the partition gained from the aposteriori majority voting deesnot
increasevery much. Sincethe hard, rigid vating procedure can assgn a customer to a diff erent segment
after ead period, the austomer-segment ordering dten changes The dgorithm which considers the con-

straints smultaneously readiesquite a $able partition ealy on andis more robust to diff erent lengths of
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the obsevation period than the other two algorithms. For retail ers thisis quite important sincethey have

to rely onthe dustering even when the datases ae mlleded over varying time intervals.

cRand index
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Figure 3.6: Stahility of ead cluster algorithm subjed to growing buying histories

The analysis of the g/nthetic transadion data highlights the advantagesof the modified cluster algorithm
with simultaneously implemented must-link constraints in the desceibed marketing context. It seensto
partition customers sparsebinary transadion data from loyalty programs sdisfadorily. In caseswhere
dedsion makers would like to find grouping information within LFC products, it outperforms the KCCA
algorithms usualy applied (e.g. K-means). As shown, this depends on lowering the influence of the
HFC produwcts. Within the s/nthetic datase, we have suggesed deleting the HFC acarding to a datic
threshald or weighting the data matrix with the deseibed meagsire (seeEquation 34). In Chapter 4, bath
methods ae goplied to empiricd data.

The sdeded constrained KCCA agarithm definesK centroid vedors pyg refleding the market basket
structure of the average s@ment’s austomer. Thesemarket basket prototypes provide the obsever with
guite detail ed information abou the purchaseprobabiliti esof category co-occurrencesin the corregpond
ing segment k. However, the centroid vedors do nd give any information abou exadly which caegories
are bougt in combination within the sgment’s transadions. In addition, extrading product recmmen-
dations from these cetroids is not straightforward since monetary values ae not considered and the
correlations between the snge items ae not spedfied in detail. Hence, after the s@mentation step has
been applied, the following steps of the gplicaiion will determine valuable items for target marketing

promotional adivities
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3.2 STEP 2: Mining Segment-Specific Frequent Itemsets

According to Figure 3.1, the seond step of the framework includes assciation rule mining to determine
the exad purchase orrelations in the transadions of a gedfic sgment. Insteal of the prototypicd mar-
ket basket vedors adieved with the KCCA algorithms, segment-spedfic frequent itemses give amore
predseview of the aosscaegory correlations. Theretail er obtains itemses containing the namesof the
included categories and a value returning the datisticd strength of their correlation. In contrag, atable
with the valuesfor ead category’s sngle purchasefrequency represents the market baset prototypes
(cf. right-hand side of Table 2.5). Itemsds exposethe foundcaegory correlations of a sgment to the
retail ers in a more intuitive end understandable way. This contributes paositively to the pradicd adapt-
ability of the goproach. Additionaly, we ae &le to extrad from the mined itemsds sngle caegory
recommendations in a subseguent step.

Sincethe suggesed KCCA algorithm includesbuying histories agmust-link constraints, al the austomer
transadions of a edfic sgment can be iammarized into its transadion pod ck. Within thesemarket
baket records, the APRIORI agorithm seachesfor frequent itemses by defining the suppat vaue (see
Equation 212) of eat caegory. The s@ment-spedfic suppat of an itemse A in Equation 35 differs

only in the denominator.

Supp(A) = [ {*n € C’kc|k'°’\ C Xn} | (35)

As descibed in Sedion 22.2, the APRIORI agorithm usually combines assciation rules from the
frequent itemsds by implementing another agymmetric measire of interedingress Usually the con
fidence value denoted in Equation 213 is used. Due to the implementation o the confidence value,
equal itemsds can denate diff erent as®ciation rules $ncethe condtional probability descibesdifferent
correlation dredions between the itemsds (i.e. P(B| A) # P(A| B) = {A} — {B} # {B} — {A})).
In this gproadc, we disregard as®ciation rules and focus on frequent itemsds snce they are ale to
include alarger number of caegoriesfor groupng and valuating techniques For example, the APRI-
ORI's rule generation agorithm usualy produces aot of similar rules @ntaining the sane dements if
red-world transadion datasds ae used. The majority of theserules ae permutations of the aubsds,
eg. {wine} — {water, beer}, {water} — {wine, beer} and {beer} — {wine, water}. All theserules
provide the same information onthe quegion asto which caegoriesbuild intereging puchase orrela
tions. However, thisinformation could also be oltained by determining the sngle frequent itemses (e.g.
{water, beer}, {wine, beer}, {water, wine}) or the maximal frequent itemse {water, wine, beer} if the
minimum suppat is exceaded. Sincewe ae moreintereded in definingahigh number of caegory corre-

lations than in distinguishing them acmrding to their corrdation dredion, frequent itemsds ae mined.
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Nevertheless the goproach considers the correlation dredion derived from the confidence measire in a

subseaguent itemsd filtering when it i mplements the dl-confidence value introduced in Sedion 3.3.1.

3.3 STEP 3: Valuating Identified Cross-Category Purchases

The main oljedive of the third step is to separate the most intereging single caegariesfrom the found
segment-spedfic frequent itemsds. In this cntext, we have to kegp in mind that the number of mined
as®ciations depends on the pre-determined minimum suppat threshad. Usualy, analysts prefer alow
minimum suppat in order to deted lessobvious assciations within the transadion datases aswell (cf.
Hui et a. 2006. On the other hand, the increasng number of mined frequent itemsds deaeaseghe
adaptability of the gpproach since nat every itemse can be useal for target marketing adivities To cope
with a high number of frequent itemsds and to get a better understanding o the cdegory correlations
of the s@ment, filtering and goupng techniques ae implemented. Finally, the remaining as®ciations
are transferred to the proposed optimizaion model, generating alist of single, sggment-spedfic caegory

recommendations.

3.3.1 Filtering Segment-Specific Itemsets

To separate the datisticdly valuable frequent itemsets from the nonva uable ones weimplement the dl -
confidence intereg measire (cf. Omiednski 2003 Hahdler, Griin and Hornik 2005. The dl-confidence
meagire takesthe aymmetric correlation dredion o the confidencevaueinto acourt (seeSedion 22.2).
Unlike other filter measires it is not applied in order to filter as®ciation rules but to filter frequent
itemsds. The dl-confidence determinesfor every itemse the minimum confidence of al ruleswhich
could be combined from the underlying subsds. For the frequent itemse C, it is descibed asfollows
(Omiednski 2003:

allconf (C) = min{conf(A— B|VABC C,AUB=C,ANB=0)} (3.6)
Let us consider the example of the itemses {champagre} and {milk} and assime that the frequent
itemse {champagre, milk} shoud be evaluated by the dl-confidence measire (cf. Sedion 22.2). Since
the dl-confidence determines the confidence value of both posgble assciation rules and chocsesthe
minimum value, it would rate this frequent itemse ashaving minor importance due to the low confidence
value of therule {champagre} — {milk} (cf. Hui et al. 2006. The dl-confidenceincorporatesthe ebility
of the condtiona probahility to distingush the diredion d the purchase orrelation.

As mentioned in Sedion 22.2, analysts have to be avare of finding many of such wedkly-related cross

suppat patternsin transadion data with skewed suppat distributions. Thisbemmes aparticular problem
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in our approadh. Sincethe partition step bundesusaswho puchase cetain correlated categoriesdispro-
portionately often, we dso exped to find skewed suppat distributions in the poded transadion data of a
segment. Takefor instance a sgment containing the transadions of young @rents. These cistomers will
tend to buy a few baby products much more frequently than items in the other categories of the assrt-
ment. It isvery likely that the baby-related items will build crosssuppat correlations with other items
of the sgment. Hence, the dl-confidence measire seens to be agoodchaice to reduce the occurrence
of such we&ly-related crosssuppat as®ciations in the transadions of our identified segments.
Filtering the s@ment-spedfic frequent itemses suppats the adility of the framework to focus on the
caegory correlations that imply statisticaly intereging as®ciations with the top products of a gedfic
seggment. Pass$ng the nortiltered frequent itemses on to the subsegquent steps of the gproach shoud
enhance the quality of the output.

3.3.2 Grouping of Frequent Itemsets

Asintroduced in Sedion 22.2, groupgng mined as®ciations acording to a Smilar frequent itemse com-

pasitionis auseul desciptive technique for understanding and evaluating existing caegory correlations

within the sgment transadions. This gpproach condicts adistance-basel clustering o founditemsds as
originaly introduced for as®ciation rulesby Gupta & al. (1999. It isbasal onthe distance metric shown

in Equation 37. The metric equals the Jaccel distance descibed abowve (cf. Anderberg 1973 Ml er-

Hagedorn 2005:

_ | M(A.B) |
[ M(A) |+ | m(B) [ — | m(A,B) |

D(AB) =1 (3.7)

The expresson m(.) definesthe asolute number of transadions that include the corregpondng itemsd.
Hence the distance between two digoint itemsds A, B bemmes snall er, the more often A, B occur in
common transadions of the datase. In order to examine the groupng structure, the distance measire
is transferred to Ward's (1963 hierarchicd cluster algorithm. The branchesof a dendrogram visualize
the groupng o the edfic itemsds. In acmrdance with the experience of Toivonen et a. (1995,
the hierarchicd clustering is expeded to group the aubsds of itemses aswell asitemsds refleding a
comparable purpose of use since the underlying products occur more often in a common part of the

datase’s transadions.

3.3.3 Recommending Segment-Specific Categories

Finaly, the gproach shoud recmmend alist of categorieswhich promiseto increasethe eanings of

the retailer if the items ae usad for appropriate target marketing campaigns in the s@ment. We have

71



3 Methoddogy d the Target Marketing Approach

implemented a modified form of the PROFSETmodel desgned by Brijs & a. (2004). It deds with two
important agpeds mncerning a pradicd application in retaili ng (cf. Brijs, Goethals, Swinnen, Vanhod
and Wets 2000:

1. Taking the previous techniquesinto acoun, frequent itemses ae determined by statisticd mea
sureswhich compute the a-occurrence of caegories Due to the premiseof binary-coded trans-
adions, thisis dore withou considering guantities— althoughthere ae very probable diff erences
between the valuesof foundas®ciations becaiseof their different profit margins (recdl the exam-
ple {champagre, oygers} vs. {milk, cheeseé in Sedion 21.2). Hence, the propcsed framework
re-imports the quantities and pricesof the caegoriesfor the valuation o itemses in the lag step
of the framework. The re-import ensures agood talance between the increasng workload of the
computational cgpadtieson the one hand and the increasng explanatory power of the reallts on

the other hand.

2. For retail ersit isquite difficult to deduce mncrete marketing dedsions from frequent itemseswith
alength | > 2 sinceit is unclea which of the included caegories ontributesin what way to the
purchaseincidence Managers ae more likely to be intereged in knowving exadly which single
caegory will maximize the utility of a planned campaign. In addition, retailers ae only able to
recmmend a fixed number of caegoriesto the sgments customers. For example, marketing
ledlets or spedal display shelves ca orly preseant a predefined number of speda offers, or the
promotion budgt is redricted. Therefore, the framework neels to reved a limited list of single

caegoriesworth feauring with segment-spedfic target marketing.

Summarizing thesethoughs, the dhallenge fadng the PROFSET mode is that it must ded with three
requirements. First, the séeded items have to buld puchase orrelations with ather items of the asert-
ment to stimulate aosssdling. Seand the items need to have ahigh monetary value. Third, the model
hasto define alimited number of items. The objedive of optimizing the revenue of the promotional
campaign depends on the optimal choice of feaured categories Since nat al items can be usad (third
requirement), the model hasto chocsebetween the aosssdli ng attribute of an item (first requirement) or
the height of its monetary value (se@ndrequirement). Thisis adedsion problem in the saesedesaibed
by Church (1936. For example, the items with the higheg crosssdling pdential do nd necessaly
show the highed monetary valuesin every case The model hasto define the items by considering all

threerequirements in the beg way. A two-step procedure olvesthis problem.

In the first step, the model determines dl frequent itemses suppating the overall profit with high mar-
gins. Let v(x,) dencte the profit margin of atransadion x, € ¢k expresse by Equation 38:
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Vi) = 3 U()) (38)
J€Xn

ThefunctionU () showsin what way category j contributesto the retail er’s utility. If the sdesprofit has
to be optimized, the following equation denctesthe utility function:

U(j) ={PRCE(j)—COSTS(j)} *QUANTITY()) (3.9)

Comparable to the profit margin of atransadion, v(A) denotesthe profit margin of a frequent itemse A
adieved with a sngle transadion x, € ¢x. The correppondng gossprofit marginV (A) is the sum of all

V(A) extraded from c¢’s market baskets containing itemse A:

VA = S V(A (3.10)
Acck

If a 9ngle transadion x, equals afrequent itemse A, v(A) corregonds to v(x,). With regard to trans-
adion data, only a few market baskets usually exist which show the sane cdegory combination o a
mined frequent itemsd. In most instances atransadion contains many diff erent itemsds. Sincewe have
to determine the profit margin of every itemse in order to be ale to distinguish between their values
the goproach neels to cdculate the margin share of the frequent itemses included in the corregpondng
market basket. Thisisdore by identifying the maximal frequent itemses of atransadion, sdedingthem
subjed to a probability distribution, and computing their profit margins. For instance, A, B are frequent
itemsds of the itemse colledion F with A.B € F. A frequent itemsed Anax is cdled maxima if it is
nat a subsed of ancather itemsed (Gouda and Zaki 2005. For ill ustration puposes consider an example
market basket x;00. It includeswhite wine, red wine, appetizersand bread. Moreover, Table 3.4 listsfive

fictitioudly identified frequent itemsds (cf. Brijs & al. 2000:

No. Frequentitemset (FI) Support maxFl Xj00= maxFl

1. {white wine} 0.3 no no
2. {red wine} 0.2 no no
3. {appetizer} 0.8 no no
4. {whitewine, red wine} 0.15 yes no
5. {red wine, appetizer} 0.05 yes no

Table 3.4: Sample of five fictiti ous frequent itemsets (cf. Brijs et a. 2000

Transadion x;go contains dl frequent itemsds of Table 3.4. Firdt, the procedure hasto work out the two
maximal frequent itemses No. 4 and No. 5. Both do nd equal X100 (V(X100) 7 V({whitewine, red wine}) A
V(x100) # V({red wine, appetizer})). Since the two itemses overlap ead other in xiqo, it is not clea
which ore houd be asggned the corregpondng share of the profit margin included in the transadion.

The dedsion is basal on the following assamption: the suppat value of itemse No. 4 is threetimes
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higher than that of itemse No. 5 (0.15 > 0.05). Assuming the suppat value correonds to the itemse’s
probahility of being picked by the austomer, Equation 311 shows apasshble probability choice function
© (Brijs @ d. 2000:

_ suppat(Amx)
o (Amax) = ZBmexnwppdt(Bnnx)

Since the probability of choice depends on © for every transadion X,, itemse No. 4 will be asggned

(3.11)

the propartionate margins more frequently on average. After the profit margin hasbeen cdculated, the
correpondng maximal frequent itemse is deleted from x190 and the procedure is repeaed until the
transadion nolonger contains any frequent itemsets. This procedure is caried ou for all transadions of
Ck urtil ead frequent itemsd’s grossprofit margin hasbeen determined.

The seond step is to derive the snge cdegaries from the itemsds by considering the dedsion prob-
lem of choosing the most profitable items from among the found categary as®ciations. For this, the
dightly modified PROFSETmodd cdculatesthe profit valuesof ead caegory. It solvesthe optimiza
tion problem acwrding to the retailer's overall utility function and redrictive constraints asformulated

in Equations 3.12to 3.14.

MAX {Z:V(A)*SA— Zcosrsu)*Q,-}, with Qj,Sa € {0,1} (3.12)
Ac JE
subjed to: VAeFVjeA:Qj > (313
_ZQ,- =0 (3.14)
IB

The target function 312 is deduced from the utility functionU (j) in Equation 39. A frequent itemse A
of the frequent itemse colledion F contributesto the overall sdesprofit positively if its binary choice
variable Sy equals avalue of 1. In a negative sansg the corregpondng costs of ead caegory included
in the frequent itemse reduce the profit. Suppaing Sy is chosen, the constraint No. 3.13 ensures that
the chaice variables Q; of the included categorieswill also become 1. Constraint No. 3.14 redricts the
number of determined categories s$nce the number of feaured or recommended caegoriesis limited
due to spaceor budget redrictions. After abranch-and-boundalgorithm solvesthisinteger optimization
problem, the olution determines ® variables Q; which pant to the cadegories maximizing the target
function (cf. Dakin 1965.

Sometimes retail ers would like to include edfic products in the list of recmmendations, e.g. prod
ucts that are charaderistic for the gore image. Althoughthe optimizaion routine would na determine
them, additional constraints can force the model to doso by sdting the related dedsion veriable of the
correpondng itemsto avaue of 1 (Brijs @ a. 200Q Brijs d a. 2004).
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Consequently, the three-step procedure of the gpproach examinesposshle aosscaegory purchase or-
relations & ead stage of the process Apart from customer segmentation, it suggeds alimited list of
single caegoriesfor segment-spedfic target marketing campaigns. The anpiricd applicaion desaibed
in the foll owing chapter simulatesthe reaults with red-world data if the items of the gproac are used

for such campaigns.
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4 Empirical Application

To demonstrate the gpplicaion o the framework, we analyze atransadion datasé obtained from a u-
permarket chain, which will remain anonymous. We dam at achieving two oljedives first, we wish to
identify customer groups and the corregpondng segment-spedfic caegoriesworth being promoted by
condwcting the methoddogicd steps desaibed in Chapter 3 (cf. Sedion 4.2 to Sedion 44). Seoond
we want to analyze the patential profitability of the goproach by descibing hav to useits outcome for
atarget marketing initiative. In addition, we try to edimate the profit generated by the target marketing

campaign compared to a commonly conducted customer-unspedfic promotion heuristic (cf. Sedion 4.5).

4.1 Data Description

The data contains more than 1.4 milli on transadions made over one yea by 56000 customers who
chose anong 268major caegories(e.g. ice aean, bed, white wine, red/rose wine dc.). The supermar-
ket's austomers took part in aloyalty program which stored ead transadion in the program members
transadion histories Since erery supermarket owned by the company is mnneded to the datase, the
transadions were linked to the austomer even if ead purchasewasmade & adiff erent store. On average,
customers caried ou around 26 puchaseoccasons with a median market basket size of six caegories
over the one-yea obsevation period. The prices ad quantitiesof the included caegorieswere recmorded
for every transadion. From ancther datase, we were ale to caculate for every categary its goproximate
grossprofit margin. Hence it waspossble to determine the profit to the retail er achieved with a ceatain
category.

To ded with the dimensiorality of the data, we draw two sampleswith 3,000 customers eat. The first
sampleis used to derive some preliminary information in order to be able to make sme modificaions to
the sanples Thesemodificaions shoud increasethe quality and stability of the analysis of the seond
sanple. For instance since we ae intereded orly in customers who show a aufficiently long buyng
sequence which represents their intereg in spedal categories we exclude dl customers with fewer than
six transadions per yea. This dfeds the lower 20 percent of al customers. In addition, the upper five

percent with extremely long seguences a@e excluded from the data for stability rea®ns, e.g. customers
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who bough at the supermarket nealy every day. Of course these astomers ae of grea importance for
every retail er and might be treated with even more personalized CRM adivities Here, however, we want
to focus on promotional campaigns which target the mgjority of common buyers.

After the first sample hasbeen reduced aongtheselines 2,250 customers remain. We lit these cs-
tomers into three sibsamplesof equal size (i.e. 3« 750 customers) for further examination (seebelow).
The 3,000 customers in the seond sample ae chosen taking the ebove-mentioned modificaions into
consideration from the beginning. Hence, no buyers from the seond 3000-customer sample have to be
excluded.

The seond data modification regards our assimptions ebou the grougdng structure within the empiricd
data. Aswe have disaussel abowe, the austomers may differ more predsdy in buying items from the
longtail of retailers’ as®rtments (i.e. from the LFC). Hence wetry to reved the cdegory purchase or-
relations within this part of the assrtment. In Chapter 3, we compared three sgmentation approaches
which seen to suppat the identification d this particular grouping structure. Sedion 31.4 has siowvn
that a constrained KCCA agorithm leads to the most appropriate reaults in artificial data when it con
siders the constraints smultaneously. However, the quality of the partition depends on the methods used
for lowering the influence of the HFC with data modification techniqgues As shown in Sedion 31, we
differ between excluding the HFC acarding to athrehdd and acwording to aweight, taking caegories
suppat into acourt.

In our empiricd applicaion o the goproach, we gply the chasen constrained KCCA agorithm to bah
modifications of the datase:

» Sedion 4.2.1 descibesthe partition gained from the seond sanple, in which HFC were deleted
if the cdegory occurred in more than 10% of al transadions (horizontal dotted linein Figure 4.1).
This dfeded 52 caegories (left-hand side of the verticd dotted line in Figure 4.1). Transadions
were deleted which did na include any of the remaining 216caegories

* In Sedion 42.2 the data matrix of the seond sample is multiplied with the weighting value in-
trodwed in Sedion 31.4. According to this weight, the purchasefrequencies of categories ae
lowered acarding to the height of their suppat value. Since no items ae excluded, this method

comprises # 268 caegories

Since we want to teg the predictive charaderistic of our approad in Sedion 45, we had bad the
transadions of the seond sample recrded in months deven and twelve. With the first part of the
sanple (months one to ten), we determine the duster membership of ead customer and cdculate the
expeded revenue in the following two months. Table 4.1 summarizesthe generated sanples and shows

their usage in this chapter.
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Figure4.1: Purchase frequencies of 268categoriesin descending arder
Split i nto No. of customers | Applicdion Sedion
Samplel | Subsamplel 750 | Initidlizaion o Subsample 2, determineK | 4.2
Subsample 2 750 | Initidlizaion o Subsample 3 4.2
Subsample 3 750 | Initidization o Sample 2 4.2
Residual 750 | Deleted 4.2
Sample2 | — 3000 | Remaininganalysis 4.2-45
Sample (Jan-Oct) — | Determination of segments and items 44
Sample (Nov-Deg — | Simulation o profitability 45
Total 6000

Table 4.1: Overview of generated samples and their usage

While the preliminary data analysis (initializaion, determining K) is dore with the subsamples of the
first sample, we conduct the full simulation with the seond sample. The necessgy analysis of the
data is dore with R, which is aprogramming language and environment for statisticd computing (R
Development Core Tean 2009. Since the raw datasé is not compatible with the inpu format of the
statisticd software, some previous data preparation hasto be dore. For converting the raw ASCII- coded
recapt datainto R compliant inpu files the program language PERL isuseal. In addition, datase storing
is dore with the freerelational database gstem MySQL whasequery language provides aflexible tod
to extrad and sort the data. Most data processng wasdore on a sever machine (Intel Pentium 4 CPU

3.0 Ghz and 2056MB RAM) with the Linux operating system (Debian 4.0 Etch) install ed.

4.2 ldentifying the Customer Clusters

As shown in Figure 3.1, the first goal isto identify different customer groups within the empiricd data
According to the modificaion d the data, we gply the constrained KCCA agorithm to the aopped and
to the weighted datase.
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4.2.1 Excluding the HFC from the Dataset

Before darting the duster analysis, the first modificaion excludesthe HFC from the sanples sibjed to
athreshdd (supp(j) > 0.1). If the remaining transadions do nd include any further categoriesof the
longtail range, they can be deleted. Evenif notransadions ae deleted, the dimensiondlity of the datase
isreduced sinceonly 216instead of 268 columns of Xy are |eft over.

The quality of the reailts gained from exploratory segmentation algorithms often depends on a prelim-
inary analysis of the data provided. Hence we conduwct some pre-teds with the first sample to colled
information abou the datase’s gructure. This shoud help to partition the entitiesin the subseguent steps
appropriately.

In keguing with the general objedive of cluster analysis and ou expedations as $ated in Sedion 31.4,
wewant to vali date the heterogeneity of the partiti ons gained from the diff erent algorithms. We determine
the heterogeneity in artificial binary transadion data with the total sum of distancesof ead cluster. The
average value of the total sum of distancesgained from several solutions indicaesthat the highed cluster
heterogeneity isfoundfor the a posteriori majority voting methodand the loweg for the dandard KCCA
method The average value of the suggeged constrained cluster algorithm lies between thesevalues
To verify this realt in the empiricd data, the three duster agorithms ae gplied to the first subsanple
acording to an increasng k. Again, we usethe total sum of squared distancesto highlight more dealy

the diff erencesbetween the dgorithms homogeneity in the corregpondng gaphs of Figure 4.2.

Within sum of squares

_____

125000 o --
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115000

110000 —
—— Standard KCCA (Jaccard)

- Simultanously constrained KCCA (Jaccard)
— — A posteriori majority voting (Jaccard)

105000 T I I r T
5 10 15 20 25

k

Figure4.2: Comparingthetotal sum of squared distancesfor an increasing number of clusters K

Figure 4.2 shows that the valuesof the total sum of squared distancesof the KCCA algorithm when the
constraints ae considered smultaneoudly is dways lower for an increasng k compared to the values
of the a pasteriori majority wvoting technique. However, the values ae higher compared to the dandard
KCCA dgarithm with constraints ignared. This crreponds to the reaults extraded from the atificial

80



4.2 Ildentifying the Customer Clusters

data. Asdisaussel in Sedion 31.4, the suggeged constrained KCCA agorithm finds the given structure
in the LFC of the atificial data quite well. At the same time, it includesthe objedive to composerda
tively homogeneous dusters. Althoughwe have monfirmed our expedations éou cluster homogeneity,
we ae nat able to verify whether the corregpondng solution represants the “natural” grouging informa-
tionacdually hidden in the data. Nevertheless the subseguent foundcustomer segments of the empiricd
data seen to be quite use€ful from atarget marketer's point of view.

One important and still unsolved task of al KCCA agorithms is the determination o the number of
groups K (Aldenderfer and Blashfield 1984 Milli gan and Cooper 1985. In contrad to most hierarchica
cluster algarithms, KCCA forcesthe analyst to predefine apriori the number of groups in the data being
studied. Thisinformation is nat preseat in most red-world situations. Nevertheless several statisticd
methods suppat dedsion makers in edimating K. Common techniques propcse the cdculation o the
total sum of distances sibjed to an increasng k, followed by the inspedion o the ensuing graph for an
"elbow’-criterion (cf. Thorndike 1953 Badher 1996 Badkhaus € a. 2006. An abrupt low total sum of
distancesindicaesthat the density between the sgment’s entities doesnot become much higher after
the corregpondng k-value hasbeen readied. All three sibsamples ae dustered upto 15timesfor eat
k € [2,30] to reducethe risk of finding awe& locd optimum (cf. Chapter 2). Again, the lutions with
the loweg total sum of distances ae kept. Since the outcome of KCCA depends on the initialization o
the dgoarithms (seeSedion 22.3, Step 1and Sedion 31.3, Step 1 o theiterative procedures, the quality
of the partition can increaseif the initidizaion is inherited from a former appropriate duster solution
(cf. Gordonand Vichi 1998. Hence the initiali zation d ead subsanple and the seond 3000customer

sanple ae the centroids of the previous sanple.

Subsample no. 1 Subsample no. 2 Subsample no. 3
[%] [%] [%]
[«}] [«}] [«}]
(8] (8] (8]
c c c
8 8 8
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Number of clusters Number of clusters Number of clusters

Figure4.3: Total sum of distancesfor increasing number of clusters

Figure 4.3 shows the total sum of distancesof eat subsanple’'s duster solutions if k increases Since

nore of the graphs indicaes a tea elbow-like arve, determining the number of K by visual inspedion
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seens unsuitable for our empiricd data. Notice that the seond gaph o Figure 4.3 depicts anegative
peek for avalue of k = 24. Thisdoesnat provide uswith a gopropriate indicaion o the number of groups
sinceit is just an oulier concerning the aum of distancesin this subsanple. Diredly after this locd
minimum, the total sum of distancesincreasegor higher valuesof k, implying that cluster heterogeneity
increases gain.

Instead of considering the graphs visually, we would like to cdculate more objedive measiresto de-
termine the number of groups. For this purpose awide variety of cluster validation indexes have been
developed recantly (for an overview, seeMilli gan and Cooper 1985. Many of theseindexeslook at
the within-cluster density and between-clusters separation subjed to an increasng k. Dimitriadou, Dol-
nica and Weingessé (2002 preseat an extensive analysis of several measires and rate them subjed to
their ability to reacognize the given number of clusters in a g/nthetic binary datasé. In particular, the
DaviesBouldin index dby is ale to find the number of pre-determined groups within the atificial data
of these athors (Davies and Bouldin 1979. We record for eat k = [2, 3,...30] the bed cluster solu-
tions out of ten iterations. Thisis repeaed fifteen timeswhich leals to fifteen sds of 29 DaviesBouldin
indices In a seond step, the “pasitive dbow” can be cdculated for ead of the fifteen ses acording to
ming((dbg1 —dby) — (dbc—db_1)). Sincethis value determinesthe recommended k-value, we chocse
the number of groups highlighted most often during the fifteen passes

The upper-left graph in Figure 4.4 shows that the DaviesBouldin index determinesfive timesthe -
lution with k = 30 goups, as fiovn by the highed bar in the plot. Indicaing the maxima number of
groups within the considered interval seens to produce aquite unwieldy number of customer segments
from amanageria point of view. Hence wetried the Xu andthe SS/SSW indices &so. Bothindices ae
structured diff erently compared to the DaviesBouldin index (cf. Xu 1997 Mazaec 2001, Franke and
Mazanec 2006. As shown by the other threeplots in Figure 4.4, they all preseat quite vague and am-
biguows valuesof K which demonstratesthe difficulti esof findingan appropriate K for binary transadion
data

Sincethe foregoing techniquesdo nd solve the problem sdisfadorily, we mnsider Rand's (1971) index
for evaluating cluster solutions to approximate K. As descibed in Sedion 31.4, the Rand index is used
to definethe agreement of diff erent cluster algorithms. Here, the index comparesthe slution o the sane
KCCA algorithm subjed to different valuesof K within the first subsample. Althoughwe know that the
concurrence increaseswith the number of groups, it is not known for which k the duster agreement
ceaseso change dgnificantly. To determine when this takes place the k-solution is compared to the
k + 1-partition. Figure 4.5 shows the corregpondng Rand values

As shown by the underpropationaly increasng graph, the Rand value levels off after the duster agree
ment between solution k = 11 and k = 12 hasbeen cdculated. In other words, the arangement of the
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Figure 4.4: Recommended value of K ac@rdingto index voting within the last subsample

0.95

0.90

0.85 —

0.80 —

Rand-index

0.75

0.70

I I I I I
5 10 15 20 25

Number of clusters (k)

Figure4.5: Comparingk- to k4 1-cluster solutions with the Rand index

data points would na change radicdly if a further cluster were to be opened. When k reades avalue
of eleven, the duster agreement between bath solutions is guite high, suggeding that k = 11 could be an
adequate value for K. This dso seans gpropriate snce lower numbers of segments seen to be more
manageable for retail managers in most business casesral shoud be favored for pradicd applicaions
(cf. Reutterer et al. 2006.

The goplicaion d the diff erent techniquesdemonstrated that it i s not straightforward to define K acwrd-
ingto objedive aiteria such asindices Different methods of determining K very often lead to diff erent
resiltsin pradice Sometimesit seans more useful to determine K acarding to pradicd considerations,
€.g. the minimum/maximum number of customer groups which can be treaged with the avail able budggt.

Ancther methodisto cdculate solutions with different K values and rate the defined partition with regard
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to the gructure or usahility of the foundclusters.

After K hasbeen defined and the partition algorithm hasbeen conducted, we consider the gzesof the
generated groups and gve them names acording to the kinds of categorieswhich occur most frequently
within ead cluster. Theblad bars of Figure 4.6 indicate the number of transadions of the seondsamnple
(months 1-10) that belong to eat cluster after the dgorithm has sopped. Althougha bigger segment
with abou 20% of al transadions (k = 6, mix cluster) and a small er one (k = 10, bar-products) exist, the
red of the entities ae distributed quite equally amongthe other nine s@ments.

25

20

15

10

Share of transactions (%)

Figure4.6: Transadionsin ead cluster (sample no. 2, months 1-10)

We examine four distinctive austomer segments in more detail. Information concerning the reg of the
customer segments can be foundin the Appendix (seeSedion A.4.1). Figures4.7 and Figure 4.8 show
the graphicd representations of the two market basket prototypes generated from segments k = 8 and
k = 1. The plots give afirst insight into the aosscaegory purchaserelationships of the houséhalds in
bath segments. In contrad to the bladk solid line on the left-hand side represeanting the overall purchase
frequencies within the whae sanple, the 216 light-gray bars corregpondto the cdegory purchasefre-
guencieswithin the sgment being considered. The diff erent arrangement of the high and low light-gray
bars onthe left sidein Figure 4.7 and Figure 4.8 ill ustrate that the househdd members of bath segments
are intereged in quite different category combinations. To identify the items belongng to the pe&ks,
the ten most frequently purchasel categoriesof ead segment are shown onthe right-hand side of both
figures The howséhadds in segment k = 8 sean to focus on beby food and care caegaries snce these
products ae purchasel at a higher than average rate. The houseéhadlds in the other segment combine dif-
ferent kinds of wine. Hence we labeled the first segment the “baby” and the seond segment the “wine”

cluster.
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Figure4.7: Graphicd ill ustration of the prototypicd market basket of segment k = 8 (baby cluster) with HFC
excluded
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Figure4.8: Graphicd ill ustration of the prototypicd market basket of segment k = 1 (wine duster) with HFC
excluded

For example, in contrag to the overall purchaseprobability of 3.86%, red/rosé winesoccur at arate ebout
ten timeshigher than average in abasket from awine-cluster househadd (red/rose wine's s@ment-spedfic
purchasefrequency is 32.21%). Sincethe dassmeans ae used ashew centers during the iterative duster
procedure, the prototype values ae mnsidered as ondtional choice probabiliti es of the arregpondng
caegories (compare Sedion 31). In other words, a typicd househdd of the baby-cluster buys baby
hygiene products with a probability of 35.24%, baby foodin ajar with a probability of 22.82% and baby
food mush/powder with a probability of 17.62%.

The information derived from theseprototypesis quite helpful for target marketers, sincethe sgmenta-
tion acording to the purchasng behavior reveds the intered of sggment members in certain categories
(such asbaby products or kinds of wine). In the sane manner, the prototype of the “hedthy” product

segment shows the intered of its members in buying aganic produwcts. Beddes organic or whoemed
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products, these cistomers consume ome kind o fruit more often onaverage. The graphicd representa

tion o the corregpondng prototype is plotted in Figure 4.9.
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Figure4.9: Graphicd ill ustration o the prototypicd market basket of segment k = 3 (hedthy cluster) with HFC
excluded

Figure 4.10ill ustratesthe prototype of anather guite intereding segment. It includesthe austomers who
buy rewspapers anditemswhich are usually arranged nea the ca$ registers sich asice aeam and candy.

Hence we cdl it t he sgment with “POS-close” items.
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Figure4.10: Graphicd ill ustration dof the prototypica market basket of segment k = 9 (POS-close items cluster)
with HFC excluded

In addition to thesefour sggments, other market basket prototypes @ntain category combinations related
to mea (e.g. bed, chicken, other kinds of mea, etc.) or beverages(e.g. soda, lemonade, water, etc.) and
are eay to label with ageneric term. Naming the s@ments acording to the type of caegory most often
included is not always draightforward. For example, four of the deven segments do nd contain cae-
goaries $ioving an obvious assciation. However, the corregpondng market basket prototypes of these

mix clusters may identify customer segments which buy urexpeded, unusua caegory combinations.
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This gresseghe exploratory methoddogy o the propcsed approach.

4.2.2 Weighting the Occurrence of HFC in the Dataset

In this setion, we gply the suggeged constrained KCCA agorithm to the weighted data matrix as
disaussa in Sedion 31.4 of Chapter 3. Multiplying every dichatomous value with the crregpondng
weight w; (seeEquation 34) will turn the binary valuesinto metric ones Sincethe distance measire
acording to Equation 22 can aso ded with nonbinary transadion vedors, the benefits of the Jacced
distance ae retained. The weighting method lowers the impad of the HFC during the partition and
shoud help to reved the lessstrong gouping structure within the LFC, similar to the exclusion d the
HFC in Sedion 4.2.1. But compared to the exclusion, retail ers do nd need to define a sippat threshold
which defines the caegoriesto be dropped. From a praditioner’s paint of view, this fadlit ates the
approadh’s goplication.

Regarding the determination o the number of clusters K, we use atechnique comparable to that descibed
in Sedion 42.1. Instead of the Rand-index, we implement the mrreded Rand-index (cf. Sedion 31.4)
since ©me preliminary tegs have shown that the duster sizes ae quite different if the weighted datais
partitioned (seeright-hand side of Figure 4.11). When considering clusters' agreament by chance when
several smaller and ore huge duster are present, the correded Rand index might be more gpropriate.
Althoughthe groupng structure shoud theoreticdly be the sane asthat in the foregoing sedion, and the
analyst might again exped to find eleven customer segments, even slight modifications of the method o
the data often lead to different valuesof K in pradice

Theleft-hand side of Figure4.11ill ustratesthe graph which reaults from comparingthe k andk+ 1 cluster
solutions for an increasng k € [2,30]. The two highed pe&s determine K = 3 or K = 9 and define the
higheg corregpondence to the subseguent cluster solution. Sincethree aistomer groups would na be a
usdul value for most red-world target-marketing appli cations, we dedde to examine nine s@ments in
more detail .

The right-hand side of Figure 4.11 depicts the duster sizes ad the duster names derived from the
caegarieswith the higheg suppat values Comparing the bars of the sgments to the ones atieved in
Figure 4.6 of Sedion 4.2.1, the duster sizesof this lution are distributed much less gually. Since it
definesone very large, amedium sized and many tiny clusters, thisis afirst indication that the weighting
vaue is nat able to lower the impaa of the HFC sufficiently. The disadvantageous duster sizespersist
even thoughwe exclude five caegories manually such as séable shoppng bags or bakets, aswell as
padkaging materials & the cheeseor the mea courters. Sincethese céegorieshave high suppat values
we exped them to be regponsible for the big mix cluster even thoughthe weighting fador shoud reduce

their impad on the definition d caegory corrdations. These ctegariesbelong to the 52 categories of
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Figure4.11: Determination of K and cluster sizes after the partitioning o the weighted data matrix

the HFC that we did na consider in the previous setion either. In addition, they can be dropped due to
their minor importance with reged to the analysis of purchase orrelations. Anyhaw, this doesnat lead
to amore gopropriate distribution o the duster sizes

Degite theseproblems, in Figures4.12 to 4.14 we cnsider three prototypes of the reaulting cluster
solution that present some intereding category correlations. Similarly to the figuresof the prototypesin
the previous setion, the olid blad line represents the overall purchaseprobability. Again, thelight-gray
bars corregpondto the s@ment-spedfic purchasefrequenciesof the caegories Noticethat thesefigures
also include the longtail caegories(except for the five manualy dropped caegories.

The right-hand sides of Figure 4.12, 4.13 and 414 are dightly different to the graphicd parts of the
previous sedion. In contrad to the inclusion o the blad solid line, the light-gray bars represeat the
higheg deuations between caegories overal and caegories segment-spedfic purchasefrequencies
Thismethodexcludes caegoriesfrom the graphica representation which occur with a Smilar probability
in a common market baket of the supermarket. For example, consider Figure 4.8 of Sedion 42.1. The
third highed gray bar on the right-hand side belongs to the bed category. The diff erence between the
overall and the sgment-spedfic purchasefrequency is guite smal. This could mean that the typicd
member of the wine s@ment is usually nat intereged in bed at a higher than average rate. Hence, the
following gaphicd technique to present the prototypeswoud na list the bed category.

Considering the higheg segment-spedfic deviations of purchasefrequencies the cdegoriesof the proto-
typesdefine the baby and the hedth food cluster already knawn from the previous setion (cf. Figure 4.7
and 49). By comparing the two ill ustrations in Figure 4.12 and Figure 4.14 with the foregoing two, we
can seethat the compasition d the caegorieswithin the prototypicd market basket is smilar but not
equal to the onesin Figures4.7 and 4.9. For example, the hedth food cluster contains, besdesorganic
and whaemed products, more fruits and vegetables The differencesin the sgment-spedfic caegory

compasitions shows that the analyst hasto be avare of finding varying solutions when he usesdiff erent
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cluster techniques
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Figure4.12: Graphicd ill ustration o the prototypicd market basket of the baby segment derived from the
weighted data matrix
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Figure4.13: Graphicd ill ustration o the prototypicd market basket of the pet cluster derived from the weighted
data matrix

Instead of considering the higheg positive deviations from caegories overall purchasefrequencies it
might be useful to look at the caegorieswhich are bough lessoften onaverage in a sgment. Wereplace
the right-hand part of Figures4.13 and 4.14 with the two plotsin Figure 4.15. The white bars represeant
the leas intereding categories of ead cluster, and the marketing efforts of the dedsion maker could
consider such items searately. For instance the highed white bars in the hedth food cluster mainly
mark guite unhedthy products such as sved fizzy drinks, varietiesof med or confedionery. Theseitems
do nd seen to corregpondto cluster members usua purchasehabits of buying hedthy food Similarly,
the pet househdds ae lessintereged in puchasng beby-related prodicts — even thoughthe small bars
of the baby-related products do nd indicate ahigh deviation from the average purchasefrequencies
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Figure4.14: Graphicd ill ustration o the prototypicad market basket of the hedth food cluster derived from the
weighted data matrix
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Figure 4.15: Highest negative deviations from overall categories purchase frequenciesin the hedth food cluster
(left-hand side) and the pet cluster (right-hand side)

4.2.3 Summary of the Cluster Identification

To identify the austomer groups, we goplied the KCCA agorithm which considers the onstraints Smul-
taneously, asintrodwced in Chapter 3. Instead of deleting the HFC categories acording to a predefined
minimum suppat asin Sedion 4.2.1, the dfed of the HFC categories on the dustering could aso be
limited by the weighting method (cf. Sedion 4.2.2). Due to a charaderistic caegory compasition, the
algorithm identifiesin bah datases austomer groups which seen to be intereging from a target mar-
keter's paint of view. Comparing the outcome of the two appli caions, some dusters corregpondto ead
other (e.g. the baby segments) whereasother clusters have nat been reveded if the weighting is gpplied.

This shows that the data modificaion can causediff erent cluster solutions.

In thefollowing sedions, wewill usethe reduced datamatrix which doesnat include the HFC caegories

Instead of the datase weighting, the exclusion o the HFC ensuresthat the impad on caegory correla
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tionsis diminated completely in this range of the assrtment. Moreover, the duster sizes ae distributed
more evenly compared to the duster sizesof the lution that depends on the weighted data. From a
target marketer’s point of view, thisis preferable snce mmmunicaing with very small customer groups
is expensive and communicding with extremely large groups contradicts the ideaof target marketing.
Althoughthe weighting method hasthe advantage of not neading a datic threshald to separate the HFC
from the LFC, praditioners often knaw their HFC caegories quite well and are able to exclude them

effedively by defining a gatic threshald.

4.3 Mining Interesting Segment-Specific Associations

For demonstration puposes we gply the next steps primarily to the s@ment-spedfic assciations of
the “wine” segment foundin the datasé withou the HFC (cf. the market basket prototype of segment
k=1inFigue 4.8). Abou 6.13% (=184) of al the sanple's househdds belong to the wine sgment.
After the 3456transadions of the sgment were poded into c—1, the APRIORI agorithm mined 388
frequent itemses with an heuristicdly predefined minimum suppat of 1%. Given that this number of
frequent itemses is too high and reads to be reduced to a more manageable figure, the 200 frequent
itemses with the higheg all-confidence value and a minimum length of two categories ae chasen for
further examination. A separate cate gores dl singe frequent sub-itemsds snce they are needed for
the cdculation o the optimization model in Sedion 44.

As predicted in Sedion 33.1, the distribution d category purchasefrequencies within the generated
transadion pods ¢, of a sgment is highly skewed, sincethe item combinations of only afew categories
within the garsetransadion data charaderize a sgment. For example, different kinds of winesoccur
within the wine-seggment dispropationately more often than other caegories Figure 4.16 ill ustrates
this aped in the “wine” and "baby" cluster. This justifiesfiltering the frequent itemses with the dl-

confidence value becauseit reducesthe risk of defining we&ly-related crosssuppat patterns.
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0.3 0.3
0.2 0.2

0.1 0.1

0.0 .0
(a) Categories’ purchase frequencies (baby-segment) (b) Categories’ purchase frequencies (wine-segment)

Figure4.16: Skewed distribution o purchase frequencies within (a) the baby-segment and (b) the wine-segment

The analyst can examine the reveded frequent itemses of the wine sgment more eady if he gpliesthe

hierarchicd cluster approach descaibed in Sedion 33.2. It separatesthe frequent itemsds into smaller
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and more manageeble assciation goups. Ead branch of a dendrogram shows the dedsion maker
the dmilar frequent itemsds acording to the distance measire shown in Equation 37. Ward's (1963
algorithm compresseghe distance matrix which consists of a value for ead pair of the 200 frequent

itemsds. Figure 4.18 dots the crrepondng dendrogram.

[Table 4.2] hard alc. [Table 4.3] mustard

Figure4.17: Dendrogram of frequent itemset groupingin the wine segment

Determining the "right” number of as®ciation goups | for this hierarchicd cluster analysis is just as
difficult asit is for the KCCA agorithms. To approximate an adequate I, the higheg jumps within

the fusion level are considered for the interval | = [25,35] (cf. Dedker and Schimmelpfennig 2003).

From a manageria point of view, a value between 25 and 35seans to be accetable dnceit defines a
manageable number of as®ciation goups. Creding as®ciation goups Flits the problem of exploring

all the frequent itemses of a s@ment into more eady solvable subproblems. This beames &en more
usdul if the itemsds of a group pesat a smilar itemse compasition ac@rding to which they can be
sorted. Figure 4.17 depicts the dendrogram gained from the grougng o the 200 itemsds mined in the
wine s@ment. The dashed haizontal gray line auts off 26 as®ciation groups, with the gray redangles
marking two groups as gamples The one onthe |eft-hand side includesfive itemses with relationships

amongcaegariesof hard alcohdic beverageslisted in Table 4.2. The assciation group onthe right-hand

side enclosesitemses ocontaining mustard (seeTable 4.3).

Usually, the groups do nd only include frequent itemsets whose caiegoriespresent a smil arity refleding,

for example, a common charaderistic (such asthe hard alcohdic beverages. In most casesthey are
simply heterogeneous and mix together itemsds containing dff erent sorts of products, such asthe seond
as®ociation goupin Table 4.3. Nevertheless arranging the found segment-spedfic assciations into

groups can help in determining spedal areasof similar itemsds, in sorting and separating the output lists
into more manageable aublists, and in getting a better understanding o the sgment’s cdegory purchase
correlations (cf. Toivonen et a. 1995 Gupta & a. 1999.

The suggeded KCCA cluster algorithm seems to buld customer segments charaderized by similar ca-
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Itemset Suppat All-confidence
{brandy, whisky} 0.0113 02300
{brandy, fruit brandy} 0.0147 01839
{fruit brandy, appetizer} 0.0147 01839
{brandy, appetizer} 0.0158 01468
{whisky, fruit brandy} 0.0110 01379

Table 4.2: Group d itemsets in the wine segment that include hard alcohdi ¢ beverages

Itemset Suppat All-confidence
{mayonnraise, mustard} 0.0117 01734
{mustard, herbs} 0.0149 01480
{condensed milk, mustard} 0.0153 01276
{chicken, mustard} 0.0101 01205
{cooking dl, mustard} 0.0126 01185
{bed, mustard} 0.0101 01073

Table 4.3: Group d itemsetsin the wine segment including mustard

egary correlations. To verify whether the generated as®ciations gedfy the sgments from which they
have been derived, we usethe itemse grouping. The ideais to partition the combined itemsds of two
distingushed seggments with the hierarchicd cluster analysis previously introduwced. The slution shoud
refled the existence of two as®ciation goups, with ead group containing frequent itemsds that clealy
arisefrom their corregpondng segments. In additi on, bath segments ae expeded to have some common
frequent itemsds.

Hence 75 mined as®ciations from two segments — here, the baby and the wine sgment — are combined
into ore sd of 150 as®ciations. The mrrepondng transadions in cg and ¢; are poded in a conjoint
datasé. By means of Equation 37, the distance for ead pair of itemsds is cdculated and transferred to
the distance matrix. After grougng the combined as®ciations aspropcseal abowe, the branches of the
reaulting dendrogram in Figure 4.18 pant out some gnall er groups of assciations on the left-hand side
and two larger groups on the right-hand side of the plot. In fad, the small groups define itemsets which
could be foundin bah segments (seethe gray redangesin Figure 4.18 and the corregpondng itemses
listed in Table 4.4). However, the itemsd partitioning rearangesthe foundsegment-spedfic itemsds of
the wine and baby clusters into two bigger as®ciation groups on the right-hand side. Conseguently, the

hierarchicd clustering o the combined itemses suppats the duster solution o the previous partition

agorithm.
Source Itemset Suppat  All-confidence
Baby segment  {mayonnaise, mustard} 0.0143 01792
Winesegment {mayonraise, mustard} 0.1172 01465
Baby segment  {detergents, washing-upliquid} 0.0250 02618
Winesegment  {detergents, washing-upliquid} 0.0117 01226

Table 4.4: Groups of two identicd itemsets foundin bah segments
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Figure4.18: Dendrogram of frequent itemset groupngin the combined transadions of two segments

The grouping d the frequent itemses identifiesthe diff erent charaderistics of the dusters with regard to
theincluded caegory correlations. Thisverifiesthat our partiti oning algorithm determinesthe purchasng
behavior of the average housenads of a sgment quite gpropriately. Otherwise the dficiency of the
marketing eff orts would be in danger since the targeted promotional campaigns depend onthe sgment-
spedfic aseciations foundin the data.

Generdly, grougng the itemsds could provide the retail er with information abou the existing category
correlations of a edfic sgment. But since it is difficult to extrad and to evaluate groups without
visual inspedion, an automated program can hardly be expeded to implement this method Althoughit
is ausdul extension for mining programs, we do nd implement it for our fully-automated simulation
in Sedion 45. The smulation comprisesonly the modues of the gproach which can be computed
withou much use interadion, i.e. the KCCA, as®ciation rule mining, filtering o frequent itemseds and

the optimizaion moddl.

4.4 Recommendation of Profitable Categories

As shown in Chapter 3, the framework ends in deriving the K limited lists of single caegoriesfrom the
segment-spedfic frequent itemsds identified previously. Asdisassel in Sedion 33.3, the optimizaion
routine takes two important fadors into acount which effed the profitability of our target marketing
framework: first, the profit generated with the recommended caegory and seond the aosssdling
patential of the cdaegory. Considering orly one fador could negatively affed the overall profitability
of a framework which usesthe items for promotional campaigns in the mrregpondng segment. For
demonstration pupaoses we generate the output list of the wine s@ment. Let us assime that a dedsion
maker can only promote ten single caegoriesfrom his longtail (i.e. the LFC) in aledlet for the wine

howséhdds (i.e. @ = 10). To stressthe charaderistics of the caegory recommendations generated
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with the PROFSETmodel, we compare its output list with other aternatives aail able to the retailer to
highlight spedfic caegories

For instance, if the retailer's objedive isto generate asmuch crosssdli ng aspossble with the promo-
tion o @ caegories the dedsion maker might usethe ® caegories defined by the s@ment-spedfic,
prototypicd market basket of the chasen KCCA agoarithm. The valuesof the centroids correpondto
caegories purchaseprobabiliti esin the duster and are determined acarding to their co-occurrence with
other items. Hence, theseitems seen to be agoodsource for product recmmmendations in the sgment.
The left-hand side of Table 4.5 represents the prototypicad market basket with the ten highed caegory
purchasefrequenciesin the LFC of thewine duster generated with the constrained KCCA agorithm. Al-
thoughthese ctegorieshave ahigh crosssdli ng pdential, retail ers would negled their monetary values
if they were chosen for promotional campaigns.

Ancther very simple method would be to sded the @ items generating the highed profit in the LFC of
the s@ment (seethe right side of Table 4.5). In contrad to the usage of the prototypicd market basket
of the KCCA dgarithm, the retail er pays more atention to the monetary value of the sgment-spedfic
caegoriesthan to their purchase orrelations with other caegories Negleding theserdationships in
favor of ahigher profit in singe cdegoriesmight increasethe overall revenue.

The PROFSET modd provides the midde aurse snce it takes bath fadors into acourt. Consider
the output list of the PROFSETmode li sted in Table 4.6. The “total sdesprofit” value refleds the total
amourt achieved with the corregpondng category inthe s@gment. Sincethe caegories ae embedded into
frequent itemses, the PROFSETmodel cdculatesthe grossprofit share of the sgment-spedfic frequent
itemses and extradsthe sngle cdegoriesby solving the dedsion problem, as explained in Sedion 33.3.
The more often a cdegory isincluded in afrequent itemse with a high suppat value and a high goss
profit margin, the higher the “crosssdling profit” (CSP) value of the caegory grows. The reddua of
the “total sdesprofit” and the “crosssdling profit” is the “own sdesprofit”. It refleds the reg of the
profit eaned with the snge cdegory, e.g. when it is s0ld separately. Thelist is orted acording to the
CSPin descading arder to show the @ categorieswith the higheg values A higher CSPimpliesthat the
caegory contributesmore to the overall profit with paential crosssdling and a higher monetary value.
Compare the recommended caegoriesin Table 4.6 with the prototypicd market basket (Table 4.5, |eft
side) and the cdegories séeded acording to the highed profit (Table 4.5, right side). Obvioudly, the
optimization model determines ali st with a diff erent category compasition. For example, let us consider
herbs. The centroid of the wine sgment includes herbs due to their higher co-occurrence with other
items in the market baskets of the wine s@ment. Nevertheless herbs do nd contribute to the overall
profit very much. Hence, they do nd appea on the right-hand side of Table 4.5. But aswe can seg the
PROFSETmode li ststhem becauseof their higher CSPvalue. In contrad, condensed milk’s correlation
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to ather items doesnat compensate for itslow monetary value. Degite its higher crossseli ng pdentia,
the lower profit achieved with condensed milk isthe rea®nfor its ébsencein Table 4.6. In a smilar way,
whiskey doesnat appea in the output of the PROFSET Table 4.6 due to its low CSP— degite the fad
that whiskey generates an acceptable amount of profit (cf. right-hand side of Table 4.5). To summarize,
Table 4.6 contains itmesof Tables4.5 and 4.6. This indicaesthat the PROFSETmodel optimizesthe
sdedion d the @ suppated categarieshby including the cdegory’s profit andits aosssdling pdential.

Item/category Cjjk=3 Itemset Total sales profit (€)
Red/rose wines 0.32 Red/rosé wines 190310
White wines 0.23 White wines 110937
Bed 0.12 Sparklingwine 66260
Sparklingwine 0.12 Bed 547.07
Condensed milk 0.11 Chicken 39776
Cooking al 0.11 Brandy 36881
Herbs 0.10 Appetizer 35917
Appetizer 0.10 Med 31158
Chicken 0.10 Fruit brandy 29944
House deli catessen products 0.09 Whisky 29311

Table 4.5: Ten highest purchase probabiliti es extraded from the prototypica basket (Ieft-hand side) and ten cae-
gorieswith the highest profit sharein the LFC of the wine segment (right-hand side)

Item(set) Own sales profit (€) Total sales profit (€) CSP(€)
{Red/rose wines} 13363 190310 176947
{White wines} 21363 110937 89575
{Sparklingwine} 43675 66260 22585
{Bed} 35808 54707 18899
{Chicken} 244389 39776 15287
{Appetizer} 22335 35917 13581
{Cooking al } 11844 23985 12141
{Herbs} 14198 24207 10009
{House deli catesen products} 17051 25957 8906
{Fruit brandy} 26429 29944 3515

Table 4.6: Ten caegories defined with the PROFSET model in the LFC of the wine duster

It might be objeded that implementing the PROFSETmodel is an inappropriate, overly-sophisticaed
eff ort sincethe cdegoriesof the output list often corregpondto the most frequently purchasel itemsin a
segment. For example, the comparison d Table 4.5 and Table 4.6 shows that e.g. white wines red/rosé
and sparkling wine ae on all threelists. The purchasefrequenciesof theseproducts dfed the eanings
strondy and are mainly reporsible for the higheg share of the retail er’s profit. However, thisisnot true
in every case ad depends on the number of defined categaries the distribution o purchasefrequencies
and the diff erencesbetween the profit margins of the cdegories Usingthe PROFSETmodel ensuresthat

the retail er doesnat missoppatunitiesby negleding crosssdling a by suppating valuelessitems.
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4.5 Profitability Simulation

So far we have descibed the outcome of our combined approach in detail, but some of the most inter-
eding guedions dill remain to be answered: How can the séeded items from the framework be usal
for concrete marketing campaigns and what gain can be expeded compared to a gandardized, customer-
unspedfic price-promotional campaign? And returning to ou initial quedion: Doesthe profit growth
achieved by wsing a data-driven tedhnique for targeted promotion exceal the dfort spent to implement
it? Althoughwe did na conduct afield experiment under red-world circumstances we can esimate the

related profit of our proposed approach using the empiricd transadion chta.

4.5.1 General Assumptions

We can start to answer the quedions posed above by considering the major objedives of promotional
campaignsin general. In retailing, priceis the most common variable used to distinguish aretail er from
his competitors. Most marketing campaigns refer to the pricesof feaured caegories or products (cf.
Blattberg and Nedin 1990. Retailers usualy have two main rea®ns for lowering the pricesof spedfic

goodk:

« First, they often assime price-promotional eladicities of demand with a value lower than —1
concerning the feaured produwcts. This means that price reductions incite austomers to buy more
of theseproducts, with earnings compensaing o excealing the losses(cf. Blattberg and Nedin

199Q van Heade, Ledlang and Wittink 2004.

» Sewnd lowering the pricesof cetain caegories fioud boat the visiting frequency of customers.
If patential customers enter the gore, they usualy buy nd only the promoted items but also ad-
ditiona produwcts from the entire assrtment. Managers exped from this drategy that the saes
made by new or regular customers in the other categorieswill compensae for the lossinvolved
in reducing the price. An example of this drategy is the sdling d lossleaders (cf. Walters and
Rinne 1986 Blattberg and Nedin 199Q Fox and Hoch 20035.

Consider recent promotional campaigns conducted to achieve thesegaoals by feauring spedfic products
or caegaries Oneof themost popuar techniquesisto highlight the “bedsdlers” (top a hit products) of a
company (cf. Brijs e al. 2000 Bodapati 2008 Elberse2008. The quedionarises how doretail managers
sded the items which are to be used for those canpaigns? A wide variety of methods for defining the
items exists, depending one.g. the cdculation o spedfic operating figures @ncerning the profitability
of the cdegories Nevertheless we assime that most marketers choasethe promoted caegories $mply

acording to persona experience A common technique to mark the intereging categoriesis to use
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sdedion geriesin the transadion o sdesdata. Here, we mnsider three smple queriesdetermining the
@ items heuristicdly. The query can sded the ® items in the aitire sdesdata (i.e. HFC + LFC) which

generate the higheg valuesin the following areas

« profit margins (option 1)

* revenue (option 2)

* purchasefrequenciedsuppat values(option 3)

Feauring the most profitable caegories sems intuitively to bethe gpropriate method (option 1): there-
tailer wants to boast sdesin items which contribute the largeg share to his profit. However, acording to
our stated objedivesof promotional campaigns, the frequency of customer visits will probably increase
if the retail er feduresthe caegoriesoccurring in the highed share of all transadions (option 3. Promot-
ingtheitemswith ahigh suppat value might attrad more austomers and could initi ate aosssdli ng most
effedively. Concerning the first option, the retail er hasto consider that the most profitable items do nd
necessaly also show ahigh suppat value. In pradice the dedsion maker could aso fedure the items
generating the higheg revenue sncethisis a @mmon target figure in retaili ng (option 2). Table 4.7 lists
for ead of the threeoptions the ® = 4 caegories etraded from months one to ten of the seondsample.
The highed profit is ahieved with sausages and the highed revenue with batled bee. Various vegeta
bles ae foundmost often in singe market baskets. All threeoptions define caegorieswhich belong to

the HFC.

Option 1 (profit margins) Option 2(revenue) Option 3(suppart)
Cat. 1 Typesof sausage Bottled beer Other vegetables
Cat. 2 Dedl. sausage/med products Del. sausage/med products  Whole milk
Cat. 3 Other vegetables Fizzy drinks Delicag bakery
Cat. 4 Delicag bakery Other vegetables Del. sausage/mea products

Table 4.7: Result of the threeoptionsto seled @ = 4 caegories heuriticaly

Table 4.8 shows the number of transadions including at leas one of the mrrepondng items of Table 4.7
aswell asthe profit which is adieved with these ctegoriesin months one to ten of the seond sample.
Thefirst value might be ausdul indicaor for the read of the marketing campaign. The more purchase
occasons ae dfeded bythe mrregpondng promotion, the more austomers will probably be dtraded to
the qore in the future. Noticethat the cdculation o the profit valuesdoesnat include any assimptions

abou crosssdling o correlations with ather items. As expeded, the cdegoriesof option 1acdieve the
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higheg profit but show the lowed suppat values The oppdsite is true for the cdegories of option 3
Promoting the four categarieswith the highed revenue leals to valueswhich lie in between.

Each option takesthe gated ohjedivesof a promotional campaign into acourt with a different empha-
sis. promoting the @ most profitable items from months one to ten will probably produce the higheg
increasen profit in the crreppondng items. On the other hand, theseitems will not occur in the highed
share of the transadions, as iown by Table 4.8. Concerning the gated oljedivesof typicd price promo-
tion, even retail ers who implement customer-unspedfic heuristics want to increase osssdling and the
frequency of visits. Feauring the items with the highed suppat valuesmeans that theseitems gpea in
more transadions than do dher items. Hence, more houseéhads would be readed by the corregpondng
marketing campaign and the chance of crosssdling a unpganned puchaseswould rise Nevertheless
our cdculated profit achieved with thesefour items in the first ten months is very low (€ 41,005.35). If
the company usesthe ® items with the highed revenue, the caegories generate a dightly lower profit
compared to thosein option 1 However, the number of transadions including ore of the four itemsis

higher.

Heuristic query  Option 1 (profit margins) Option 2(revenue) Option 3(suppat values)
Number of transadions 47,356 48511 51028
Profit over all K in€ 75,904.48 6385869 4100535

Table 4.8: Number of transadionscontainingat least one of the ® categories, and profit achieved with the diff erent

caegories of the heuristic promotion method

To show the diff erencesbetween standard promotion heuristics and persondlized target marketing, we
compare the smulated profit gain produced by the austomer-unspedfic promotion method when the @
caegories of the HFC are determined using the three query options, and a s@ment-spedfic promotion
campaign implementing long+ail caegories(i.e. LFC) from our data-driven framework. If the ® items
are determined acmrding to the three $mple queries (options 1-3), al customers ae presaited with a
price reduction in the sane promoted categories In other words, this method deesnat singe out cus-
tomers acording to their individual charaderistics Here, we cdl such aggregated advertising campaigns
“customer-unspedfic promotion heuristics”, e.g. sending ledlets informing al houséhods abou spedal

pricesin the ® major caegories

The austomer-unspedfic promotion heuristic will be compared to a canpaign which usesthe @ cae-
goriesderived from our data mining approach for two succes$ully implemented advertising techniques
desgned by Dréze ad Hoch (1998: caegory degination programs (CDP) and crossmerchandising
(CM). Category dedination programs award the participants aprice reduction for al purchasesmade
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within their ® determined categaries For example, Dreze ad Hoch (1998 implemented a “baby club’
whasemembers get a cuponfor apricereduction o 10 percent if they spend at leas $100in the related
caegories Theseprograms arregpondto the reallts of our approadch perfedly sincewe show in detail
how to identify the members of the program and which caegorieshave to be promoted. Category dedi-
nation programs can be combined with crossmerchandising techniques eaity. The aossmerchandising
tedhnique usesthe austomers affinity for spedfic goods to dired them throughthe dore to cther items.
For example, Dreze ad Hoch (1998 sugges combining the beg-sdli ng categorieswith lessfrequently
purchaseal items, e.g. by pladng a dgn rea the battled bea recommending certain snadks which are
arranged onancther shelf at the dore. It can be shown that sdeswithin the targeted caegories and the
reg of the assrtment grew in the observed period. The authors of the aurvey attribute thisto theincrease
in the distance @vered by customers walking through the gore to read the promoted items, and the

correpondng increasen their exposure to the assrtment.

4.5.2 Setup of the Simulation

Now, let us assime the owner of our empiricd datase wants to condLct a price-promotional campaign
within @ = 4 of his 268 caegories dter the tenth month in order to increase dasin mornths deven and
twelve. To promote the four caegories the dedsion maker is dl owed to reduce the average price of the
caegoriesby 10%. No further promotional campaigns ae condwcted during the first ten months of the
yea and seasnal and stock-buying effeds aeignared.

The data from months one to ten is used to predict the austomers' cluster membership within the fol-
lowing two months. Figure 4.19 allows us to confirm whether the duster size (left, dark-gray bars)
correonds to the number of customers (midde, light-gray bar) and customers generated percental
profit (right, gray bar) in months deven and twelve. Althoughsome small deviations ae presait, the
threevaluesgenerally corregpondto ead ather. Regardingthe company’s datasd, we can rea®n that the
profit generated by the austomers of the correpondng group correlates gproximately to the sze of the

cluster.

Of the 3,000 customers, 348 dd na visit the company’s goresin months deven and twelve. Neverthe-
less our egimation o the overall profitability per personincludesthesenon-buying customersto provide
amoreredistic picture. Generally, the retail er hasto exped that his marketing campaigns will nat touch
every single austomer.

For eat segment, the dedsion maker can choose between implementing the gandard promotional cam-
paign, or carrying ou seggment-spedfic caegory dedination programs combined with crossmerchandising

techniques To compare the expeded profit gain of bath aternatives we first have to cdculate for eat
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Figure4.19: Transadions in ead cluster (months 1-10); predicted number of customers and the acual profit
generated by them in months 11/12

segment the output list with @ = 4 caegories Table 4.9 summarizesthe ® caegorieswhich shoud be
feaured acrdingto the proposed segment-spedfic goproad for four sdeded segments of the enpiricd
datase. The ® caegoriesof the other segments can be foundin TablesA.9 and A.10 o the Appendix.
Refering badk to Chapter 1, the ® = 4 categories ae derived from the itemsds foundin the 216 cae-
goriesof the long-tail with aminimum suppat of 2% for all segments. The 70 itemsds with the higheg

al-confidence value in ead segment are passé onto the optimizaion model.

Segment k=1 k=3 k=5 -8
Titling Wine Hedth food Dog owvner Baby

Cat. 1 Red/rosé wines Organic products Dogfood Baby hygene prod.
Cat. 2 White wines Wholemed prodwcts  Bed Baby foodjars
Cat. 3 Sparklingwine Organic bed Chicken Baby food pavder
Cat. 4 Bed Frozenice aeam Mea Frozenice aeam

Table 4.9: Four categories determined with the segment-spedfic approachink=1, k=3, k=5andk=8

Table 4.9 shows that the output lists vary in their compaosition for ead segment. Notice that the three
options in Table 4.7 determine completely diff erent items compared to the onesin the austomer groups.
Sincethe heurigtic queriestend to define the bedsdlers, al threelists mntain caegoriesof the 52 HFC.
Now, the goal isto demonstrate that managers will not run the risk of losing profits if they promote the
“longtail” categories(i.e. the LFC) identified with the s@ment-spedfic goproach. Moreover, we want

to show that the dhancesof increasng retailers profits ae higher if the alvertising campaigns consider
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the charaderistic purchasepatterns of the diff erent customer groupsin particular.

To edimate which of the two campaigns — the austomer-unspedfic or the sgment-spedfic one — reallts
in ahigher growth of profit in the sgment, we have to determine two comporents. First, we cdculate the
profit achieved by sdli ng the predicted ® categoriesof a canpaignin months deven and twelve. We cdl
thisvaluel, refleding hav much profit is df eded by the crregpondng technique when it feauresthe @
items. Second we esimate the percentage growth that will be probably be adieved with the promotion
method The multiplicaion o I with the esimated percentage return refleds the esimated profit of the
corregpondng campaign.

Let us take the wine s@ment as a example and assime that bath methods would increasethe retail er's
profit by 10%. If the retailer achieves ahigher sum of cumulated profit margins by sdling the @ ca-
egories derived from our segment-spedfic agpproach (left-hand side of Table 4.9) compared to the ®
caegories of the promotion heuristic (one option o Table 4.7) in the deventh and twelfth months, the
segment-spedfic goproach implies ahigher profit increasewhen it i simplemented after the tenth month.
Before cdculating the profit values we re-merge the previoudly eliminated part of the transadions con-
taining the 52 filtered HFC with the reg of the market basket records (i.e. the parts of the transadions
containing the 216 longtail caegorieg. This makesthe two aternatives mmparable snce they bath
refer to the sane se of complete transadions.

Defining the dfeded profit (i.e. IN) is not straightforward. Due to caegory correlations, we have to con
sider the purchaserel ationships between the fedured categories andthered of the assrtment. Therefore,
we must cdculate nat only the aumulated profit margins adieved with the cdegoriesdiredly, but also the
profit yielded paentialy by crosssdli ng with theseitems. Looking at the anpiricd data, we cdculate

the values adollows;

1. We ad upall of the profit margins which are generated in the deventh and twelfth months in the
feaured @ caegariesof the crregpondng segment.

2. Totakeinto acourt the aosscategory correlations patentialy initiated by a method, we cdculate
al assciation ruleswith a minimum suppat of 2% for whichever one of the @ categoriesbuil ds
the antecadent on the left-hand side of the rule. Since only the mgjor correlations ae of intereq,
we consider ruleswith alength of two items. Circular correlations ae dso ignaed (e.g. {A} —
{B},{B} — {C},{C} — {A}). We identify all transadions in months deven and twelve that
contain the mined rules and add up the profit margins which are adieved with the caegaries
on the right-hand side of the rule. By multi plying thesevalueswith the confidence value of the
corregpondng rule, we get the expeded, indiredly affeded cumulated profit margins generated

by sdling the @ caegaries Of course two or more of the ® caegories ould buld a rule with
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the same right-hand side caegory, e.g. {vegetables; — {water}, supp(0.02), conf(0.5) and
{batled beer} — {water}, supp(0.07), conf(0.8). For every transadion containing the two
rules arandam sdedion, similar to the one usal by the PROFSETmodel (cf. Sedion 33.3), is
weighted with the suppat values and determineswhich the rule to chocse Here, the seondrule
{batled beer} — {water} would be picked with a higher probability compared to the first one
(0.07 > 0.02).

The sum of both cdculationsis . This profit value shows how much profit would be adieved in months

eleven andtwelve if the items were 2ld with no romotion. When egimating the percentage gains made

by ead promotion method added to I', we consider two scenarios determining a lower- and an upper

boundxry of the profit growth. The first scenario determinesoptimistic valuesfor the s@ment-spedfic

campaign and pessmistic valuesfor the austomer-unspedfic heuristic, while in the seond scenario the

oppaiteistrue. Inredity, wethink that the predicted valuesosdll ate between theseboundiries

If caegory dedination programs ae implemented, Dreze ad Hoch (1998 cdculate a25% increasein

the feaured caegories dter the program hasbeen runring for six months and taking costs into acurt.

Our simulation comprisesonly two months. The profitability of the program depends on the length of

the time period, since s&esin the promoted categories usually increaseover time. We exped a value

of 10% with scenario no. 1. In contrag to our approach, Dréze ad Hoch (1998 sded the items of the

origina CDP withou including any puchaserelationships. The promoted categories of our approach

are matched to the purchasng behavior of the targeted customers. Hence we esimate aprofit increase
of asmuch as15% in the ® categariesfor the seond scenario.

Turning to crossmerchandising, we assime that the retailer is eble to link the ® categoriesto the items
on the right-hand side of the determined as®ciation ruleswith appropriate techniques(e.g. signs & the

wine dhelves remmmending that participating club members buy a cwmpanion appetizer). A seond
study byDréze ad Hoch (1998 determines an increasen the correlated right-hand categoriesof 6% to

10%. We esimate a6% increasefor crossmerchandising methods asthe lower boundry, and assime a

10% growth if the seond scenario comesto pass

For the austomer-unspedfic promotion heuristic, we refer to the meta-analysis by Tellis (1988 and
Bijmolt, van Heerde and Pieters (2005, who summarized empiricd reseach related to price dadicities
According to these sudies an appropriate value for the price dadicity of an average cdegory is ebou
Exp = —1.5. The price dadicity in the dted reseach refers to the percentage dhange in the sdes x
subjed to the mrregpondng price reduction. If we want to look at the change in the profit G, we have
to adjust this equation. Assuming that agiven price dadicity E,  exists, we denate G = x* (p— ¢) with

x=sales c=costs= 0, p=sdling priceand x = x(p). According to the following equations, we can
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approximate the price dadicity subjed to the revenue, acordingto Eg , = Exp+ 1.

dG
aG p

_ G _ L
Ecgp= %p_dp*G 4.2
0G dx
- —dpp+x (4.2)
Eop—(Zp+x 2 = (Zpix L (4.3)
Gp = dpp G dpp P X '

dx p

With regard to the promotion heuristic, Eg , = —0.5 means that the price reduction o 10% will cause a
5% growth of profit in the corregpondng categories For the s&e of simplicity, we ignare sts whase
consideration would deaeaseEg p. If costs ae present (i.e. ¢ > 0), the reailting profit increaseof the
customer-unspedfic promotion heuristic is nat ashigh as5% in the caseof a pricereduction o 10% and
Epx = —1,5. The profit edimation d the promotion heuristic benefits from ¢ = 0 sinceit ensures amore
consavative cdculation d the output of our segment-spedfic method

If retail ers want to boast their sdeswith reductions on puchaseprices they shoud know the expeded
price dadicity of the amrrepondng products. Empiricd reseach shows that a growth in sdesdoesnat
aways mmpensde for the losses casal by lower pricesin many categories (cf. Gunter and Klapper
2007). For example, analysts exped price dadicitiesbelow a value of 1 for many food categaries (cf.
Tellis 1988. Sincethe cdegariesdetermined by the promotion heuristic dl stem from the food damain
(cf. right-hand side aolumn of Table 4.7), the projeded profit increaseof 5% is very optimistic and the
acdual increasewill probably be much lower or even negative. Nevertheless to prevent oursdvesfrom
overedimating the reaults from the sgment-spedfic framework, we dill edimate agrowth of 3% for the

cumulated profit margins of the @ caegorieswhen the sandard promotion heuristic is goplied.

The acaemic literature doesnat appea to include any further reseach which examinesthe generated
profit growth of a gandard promotion heurisitic in the correlated categories of the feaured items. It
is posshle that the sdes of the correlated caegories muld rise asmuch asthe sades of the promoted
caegaries (5% for the first scenario), but in fad, the gain will li kely be much smaller. We assime that
the profit in the correlated categorieswill i ncreaseby 1%. Putting al of the valuestogether, Table 4.10

summarizesthe expeded percentage growth for eady method and scenario.

4.5.3 Result of the Simulation

Comparing the threeoptions of the promation heuristic (options 1-3) to the s@ment-spedfic promational

campaign, and considering the two scanarios nos. 1 and 2 six casesof different profit cdculations ae
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Scenario na. 1 Scenario no. 2 Categoriesto which expeded
Method Estimated growth  Estimated growth  profit is added
Category destination program  10.00% 15.00% @ caegories
Crossmerchandising 6.00% 10.00% correlated caegories
Standard promotion heuristic  5.00% 3.00% @ caegories
Standard promotion heuristic  5.00% 1.00% correlated caegories

Table 4.10: Estimated percentage profit growth for eacdh method and the two scenarios

posshble. For demonstration puposes we cdculate the valuesof the austomer-unspedfic heuristic, which
usesthe four categaries s1owing the highed profit in months one to ten (option 1). Suggeging the most
profitable items for the dandard promotion heuristic seens to be the obvious preference from aretailer's
point of view. The reallts for the other two options ae likewisedetermined.

In Figure 4.20, the bars represent the expeded profit growth within ead customer group derived from the
valuesof Table 4.10. Thegray barsill ustrate the additional earningsif the austomer-unspedfic promotion
heurigticis goplied. Thewhite bars ymbadlizethe corregpondng valuesof the s@ment-spedfic canpaign
in the sane way.

With regard to thefirst scanario, Figure 4.20(@) shows that the white bars exceal the gray onesin four of
the deven segments — spedficdly in the wine (k = 1), the hedth food (k = 3), the dog avner (k=5) and
the baby segments (k = 8). In ather words, if the retail er usesthe four caegoriesof the LFC determined
using ou approach for the austomized promotional campaign in these sgments, he can exped a higher
gain compared to his gandardized method which implements the four categariesthat have generated the
highed profit in the pag (option 1). Where the gray bars of a sgment exceed the white bars, the retail er
shoud go onapplyingthe usual promotion heuristic Sncethe useof the sgment-spedfic goproach would
nat be profitable. The dtuation changesif we exped the more optimistic scaario na 2. Figure 4.20(b)
depicts larger white bars for al segments. Hence, the sgment-spedfic target marketing campaign would
be much more profitablein every customer group. FiguresA.15andA.16 o the Appendix show a smil ar
reallt if options two and three ae used to define the caegoriesfor the promation heuristic.

To highlight the diff erencesbetween the two methods in terms of numbers, we summarize the reaults of
all six casesn Table4.11 and Table 4.12. For instance, by presenting the four customer segmentsk = 1,
k=3, k=5andk = 8 df the sample with the austomized target marketing campaigns, the retailer would
ean € 2,176 more compared to his gandard method, which promotesjust the four items generating the
highed profit. Thisis agan of 15% in scenario no. 1. The austomized marketing campaign would
be profitable for 847 howwehads (=32.2% of the 2652targeted howsehadds — seeTable 4.13) in months

eleven and twelve.
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Customer-unspecific
promotion heuristic
O Segment-specific campaign

(a) Scenario no. 1 (b) Scenario no. 2

Figure 4.20: Comparingthe expeaed profit growthin the ® caegoriesfor (a) scenario no. 1 and (b) scenario no. 2,

if the heuristic implementsthe caegories generating the highest profit (option 1)

Option 1 (profit margins) Option 2(revenue) Option 3(suppat)

Targeted segments k 1,35,8 1,358 1,358
Relative surplus vs. standard promotion 13% 27% 22%
Absolute surplus €2,176 €3,185 €2,802

Table 4.11: Surplus generated by customized campaigns compared to standard promotion heuristics for scenario
no. 1

If the gandard promotion heuristic definesthe cdegories acording to options 2 and 3 (i.e. feduring
the ® categarieswith highed revenue or purchasefrequencies, the suitable sgment-spedfic promotion
programs with LFC seen to generate aprofit gain of upto 276, or 22% when scanario na 1is assmed.
Nevertheless abou two thirds of all customers dill neel to be aldressé with the sandard promotion
heuristic. The sgment-spedfic promotion seans to be succes$ul for only up to ore third of the re-
maining customers (cf. Table 4.13). For the sgmentsk = {2,4,6,7,9,10,11} in Figure 4.20(a), amost
al the white bars ae only half ashigh asthe gray bars. This means that the profit increase alaieved
with the gandard promotion heuristic will be twice ashigh asthat achieved in the sgment-spedfic

Option 1 (profit margins) Option 2(revenue) Option 3(suppat)

Targeted segments k 1-11 1-11 111
Relative surplusvs. standard promotion 128% 191% 1676
Absolute surplus €10,825 €12,658 €12,078

Table 4.12: Surplus generated by customized campaigns compared to standard promotion heuristics for scenario
no. 2
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4.5 Prdfitability Simulation

Segment(s) k  Number of households (abs./rel.)  Number of transadions (abs./rel.)
1,35,8 847(32.2%) 4263(32.19%)

Table 4.13: Number of transadions and hotseholds targeted with the segment-spedfic promotional campaign

(scenario no. 1)

case For these sgments, the expeded gain in profit generated with catlegory degination programs and
crossmerchandising methods will probably not compensae for the lossesncurred by nd suppating the

bedsdli ng products with standard promation techniques

Applying caegory dedination programs for target marketing is not usdul if the dandard customer-
unspedfic promotion heuristic seens to initiate ahigher growth, or if the cdculated ® caegories ae
nat applicable for this technique. Nevertheless intereding and use€ful caegory correlations can till
be usal for crossmerchandising, even if the dandard promotion heuristic is caried ou. For example,
the itemsd mining dore previously within the transadions of the large mix-cluster k = 6 shows that
it contains the frequent itemse {skin care, women's wear }, which daes not occur as often in other
sggments. Crossmerchandising which includes this correlation could raise the number of purchases

even thougha cdegory dedination program doesnat sean to be a siitable choicefor the duster.

If we consider the more optimistic scenario no. 2, we can seethat suppating the sgment-spedfic LFC
caegories of every customer group generates higher profit growth in every segment compared to the
standardized promotion o the bedsdlers. Depending onthe method wsed to sded the ® caegories
for the gandard promotion heuristic (options 1-3), the alditional profit generated with segment-spedfic
target marketing excedls that gained using the gandard method by upto 191%.

A consideration d the absolute difference of €2,176for scenario na 1 might make the method appea
nat very profitable in red-world applicaions. Sincethe sanple comprisesonly afradion o theretailer’'s
overal 56,000 customers, however, this anourt can be multiplied by afador of 56000/3000~ 18.67 to
get the expeded overdl gain in profit for this sceario. In acordance with Dréze ad Hoch (1998, the
eanings ae dill li kely to be higher than the additional costs of providing the identified segments with
spedfic promotiona adivities(e.g. awine-club program). Certainly, the height of these osts dependson
the desgn o the marketing campaignin the end. A club program run byan onlineretailer whois aleto
communicae with his austomers via chegp e-mail s might be more cost-efficient than a program off ered
by a dationary retailer who depends on letter post. Concerning the relation between expenditures and
eanings, it must be nated that our virtual simulation runs for only two morths. In pradice the cdegory
dedination programs will | ag for much longer periods (e.g. half ayea) andretail ers' revenueswill li kely

increaseover time.
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Althoughthe cdculated profitability of the target marketing campaign is much higher if the values of
scanario no. 2 becomeredity, not every segment-spedfic list of @ caegories ca be used to implement a
CDP. TablesA.9 and A.10 show guite dmilar caegories epedally for the mix clusters, such as dicken
and bed products. These céegariesdo nd charaderize the purchasng behavior defined by the duster-
ing. For example, the housenads of cluster k = 7 are charaderized by their intereg in bisaiits. The
PROFSETmode doesnat include bisauits in the recommendation list (seeTable A.9) becaise of their
low grossprofit margins. In theseinstances it might be gpropriate to summarize the austomers of clus-
ters with similar PROFSETitems into one CDP, e.g. the “barbecue dub’ suppating sdesof diff erent
kinds of mea.

Summarizing the reaullts of the smulation, the transadion data of the Austrian supermarket chain in-
cludes sgeral intereging customer groups which sean to be gpropriate for targeting with spedfic pro-
motional campaigns. In cortrag to a uniform one-for-all speda price canpaign, the suggeded pro-
motional techniqgues @mbined with the outcome of our data-driven approach have agreaer chance of

initiating an increasen profit and shoud therefore be considered by the management.
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5.1 Contribution and Results

Returning to the reseach ohjedives sated in the introduction (cf. Sedion 1.2), the first challenge was
to show how customers for target marketing cen be séeded using loyalty program data. To dothis, we

creaed a data mining approach which identifies groups of customers with a dmilar intereg in certain

caegory combinations. The gproad then extrads the most valuable items from the data to promote

them in the reveded segments using suitable target marketing campaigns. The complete framework

solvesthe retailer's item sdedion problem when planning promotional campaigns (cf. Blattberg and

Nedin 1990.

The gproach groups austomers acording to the caegory combinations foundin the -cdled “long
tail”. Thelongtail range of an as®rtment comprisesthe itemswhich are bougtt infrequently. In contrag

to category correlations found etween products with dispropartionately high puchasefrequencies we
argue that theseitem combinations distinguish the austomers in amore expedient manner, and therefore

enable retail ers to adapt appropriate marketing strategiesto the charaderistic purchasng behavior of the
group members more dfedively.

In terms of method customer seggmentation is one of the most challenging tasks of the sepwiseproce

dure. Owingto the infrequency of purchasesin the longtail caegories apartition algorithm hasto ded

with very sparsebinary data. We have shown that common KCCA algorithms such asK-means ae nat

reliable in finding predefined grouping information in ou artificial binary data. Hence, our approach

implements a onstrained KCCA algorithm that shows goodreailts compared to other algorithms (cf.

Sedion 31.4). The chosen agorithm considers nat only the sngle transadions but the complete buying

historiesof the austomers during its iterative procedure. This additiona information helps to reved the
predefined groups even in very sparsedatases.

When the duster algorithm is goplied to the red-world datase of a chain of supermarkets, it identifies a
number of customer segments which sean to be intereging from the marketer's point of view. For ex-

ample, some members of the loyalty program combine child-related products or diff erent kinds of wines

in their market baskets. The charaderistic purchasng behavior of youngfamili es and wine cmnndsseirs
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in particular can have ahigh value for retail ers who wish to plan appropriate target marketing adivities

The items extraded at the end d the mining process sem to be auseul source of recmmendations
that can be used for promotional campaigns in ead of the identified customer segments. Since cdegory
correlations ae ansidered in al steps of the gproad, the determined caegories siow a high cross
sdling pdential with other parts of the assrtment. Moreover, the gproach takes nat only purchase
frequenciesinto acourt, but also the monetary value of the recommended items. This dfeds the profit
of theretail er positively if the items ae used for customized promotional campaigrs.

The next objedive of the thess wasto demonstrate the usage of the extraded items for customized
promotion and to egimate the profitability of their implementation. To acdhieve this, we smulated the
implementation o the determined items from the medium-sized supermarket in two promotional mod-
els developed by Dréze ad Hoch (1999: segment-spedfic caegory degdination programs, and cross
merchandising adivities For a pessmistic and an ogimistic scaario aswell asthree options of the
standard promotion heuristic for sdeding the feaured items, we compared the profit gain generated by
the austomer-unspedfic promotion heuristic and the s@ment-spedfic target marketing campaign within
eat single sgment. The sg@ment-spedfic advertising approach led to an overall profit growth of 15% to
191% when the gandard heuristic wasreplaced with target marketing campaigns in the alitable austomer
groups.

If the parameters of the more pessmistic scanario turn ou to be dose to redity, only abou one third
of al customers in months deven and twelve will belong to groups which could be targeted with the
customized campaigns. The reg of the austomers shoud be aldressé with the more profitable mass
marketing techniques feauring the bedsdlers. If the expeded values of the seond more optimistic
scenario beaome redity, the s@ment-spedfic target marketing shoud be goplied to all customer groups.
This contradicts the findings of Elberse (2008, who maintains that taking the bedsdling products into
consideration leads to higher profits in most instances From a cdculatory point of view, Figure 4.20 as
well asFiguresA.15 and A.16 show higher gains for every segment compared to the ¢andard promo-
tional heuristic.

Concerning the methoddogy d the smulation, we have to stress sme isaues df eding the cdculatory
reallts. For instance the expeded profit growth is derived from the red-world experiments of Dreze
and Hoch (1998. Since we do nd have the aility to validate thesefigures we have to rely on the
survey. This hasto be borne in mind when looking at our egimated values athoughwe were quite
cautious in choasing the expeded growth for ead scanario, further empiricd applications might refute
our predictions. Moreover, the reallts depend onthe preparation o the data which is used for the smu-
lation. For example, the length of the purchasehistoriesdepends onthe length of the obsevation period.
However, longer or shorter histories dfed the reallts — egedally the dahility of the duster solution,
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as $iovn in Sedion 31.4. The reallts of the smulation canna be generalized for every business @-
vironment. Nevertheless the smulation demonstrates the gpplicaion o the gproadch to a red-world
datase and shows the oppatunitiesfor retail ers if they consider using more austomized target marketing
compared to heuristic promational campaigns built on massmarketing. To gude managers throughthe
dedsion processof choosing between segment-spedfic target marketing and the ¢andard methods, the

next sedion reseits a fiort dedsion scheme.

5.2 Managerial Implications

The managerial implications of the general useof our data-driven approach in a s@ment-spedfic pro-
motional campaign can be ill ustrated with a compad dedsion scheme (cf. Figure 5.1). The marketer
hasto dedde whether to stick to his gandard method a to switch to a sgment-spedfic target marketing
approach acmrding to the dedsion peths for ead segment individualy. Similarly to the procedure de-
saibed in the empiricd applicaion, we sgarate the dedsion tak into two major steps: data exploration
and edimation o profitability. Eadch dedsion path is numbered acrding to the following listing (cf.

numbering scheme in Figure 5.1):

1. The data exploration step shoud clarify whether the gproach identifies valuable austomer seg-
ments in the data. The usability of the extraded items of the PROFSETIist for customized pro-
motional campaigns (e.g caegory dedination programs) in the sgment neeals to be determined. If
they are nat useble, the retail er shoud stick to his dandard massmarketing approach.

2. If suitable austomer segments ae presait, the dedsion maker hasto edimate for ead segment
individually whether and hov much more profit can be adieved with segment-spedfic adver-
tising compared to his gandard promotion. The profit gain depends on the expeded sdesof the
recmmmended itemsin ead segment, aswell asthe esimated profitability of the planned segment-

spedfic promotional campaigns.

3. If it appeas that the sgment-spedfic campaigns might nat lead to a higher gain compared to the
standard promotional heuristic, the corregpondng customer groups shoud be addressé using the
standard method However, identified category correlations can be used to suppart traditional mass

advertising (e.g. crossmerchandising with segment-spedfic caegory correlations).

4. If it appeas that the s@ment-spedfic canpaigns could initiate ahigher growth in a crregpondng
segment, the retailer shodd implement a target marketing campaign (e.g. a caegory dedination

programs).
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DATA EXPLORATION »|  PROFIT ESTIMATION — Q

SEGMENT-SPECIFIC
TARGET MARKETING
CAMPAIGN

STANDARD CUSTOMER-
UNSPECIFIC PROMOTION

Figure5.1: Dedsion scheme for choosing the promising promotiona strategy

Using this dedsion scheme, the manager can evaluate whether the adogtion o the goproad is siitable
for his own business avironment. The profitability of adopting it also depends on several other fadors
—in particular, the osts of the austomized promotional campaigns or the genera costs invalved in data

colledion (costs of the loyalty programs, costs of data processng etc.).

5.3 Discussion

Degite its promiseof increase profitability in most customer segments, the concept of the exploratory
approad is not unasséable. For instance nat all the austomers of aretailer can be provided with more
individual offers: it shoud be recdl ed that a quarter of the sanpled buyers were dropped during the data
preparation process In addition, some austomers might not come into contad with the canpaigns & all
(e.g. the 11% who dd na visit the hop duing the virtual applicaion o the gpproad in Sedion 45). In
some s@ments, moreover, the goproach defines caegorieswhich might not be suited to target marketing
campaigns (e.g. category degination programs).

The usaility and profitability of target marketing campaigns basal on ou approach also depends on
further methoddogicd and conceptual issies Some of theseisales ae worth disaussng with regard to

the gopli cability of the goproach.

Although ou approac relies on data-driven techniques this does not mean that its reallts can be
adhieved withou use interadion. For instance the duster algorithm usually doesnat reved a grouping
structure dter itsfirst applicaion in an unknavn datasd. Very often, the analyst hasto condwct prelimi-
nary data analysis to form an idea dou a possble arangement of the entities Thisis dso the casefor
the assciation mining parameters such asthe minimum suppat. The analyst hasto find a good kalance
between reveding intereding item correlations and owerburdening his computational cgpadties Since
the cdculation time of the overall procedure increaseswith alow minimum suppat, the analyst is often
forced to adjust the parameters foll owing the “trial-and-error” principle. Hence, the goproach daesnaot

provide afully automated program but a framework which neads awell-informed and experienced use
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to crede valuable target marketing campaigns.

Ancther issue of methodwhich ariseswith our approadh isthe disgegard for monetary valuesduring the
clustering step. Although binary data goeeds up the cdculation o the outcome, the anourt of money
spent within ead cluster is an important pieceof information for target marketers. For instance, building
clusters which al show an equal share of revenue would allow marketers to give the same dtention o
budget to eat customer group (cf. Strehl and Ghosh 2003. It might be useful to consider prices dready
during the dustering stage instead of re-importing them for the subseguent optimizaion model.

From the paoint of view of method, the use aways hasto keg in mind that the intermediate and final
reallt of eat step of the procedure depends on the outcome of the foregaing step. If the analyst makes
any conceptual mistakesin the first steps of the chain, these erors dfed the entire outcome of the
approach. To avoid false onclusions, the analyst hasto chedk and werify the reallts & ead step in the
approadh. For example, repeaed clustering asdescibed above helps to confirm the charaderistics of the
found goups.

The problems and deficienciesof our approadch give justification to the widely-used applicaiion o simple
massmarketing. Seledingitemsfor customer-unspedfic pricepromotions acordingto lesssophisticated
heurigtics (e.g. taking the @ caegorieswhich have generated the highed profit in the pag) has ®me sm-
ple and compelli ng advantages the séedion can be gplied eff ortles$y and the chosen items often touch
the mgjority of the dientele. Additionally, the heuristic can eadly include further businessrelated cir-
cumstances sich asinventory levels or the persona experience of the retailer. In contrad, the sgment-
spedfic approach depends on a wst-intensive loyalty program and the use neeals to have much more
experience in data processng techniques The dmulation shows that it is guite difficult to edimate the
return of invegment on the austomized promotion wsing ou framework withou teding it under red

condtions.

Although ouw simulation cdculated a quantiti ative enhancement when segment-spedfic target marketing
was gplied, some mnceptual and qualitative issiesmight impad the goproadh’s profitability indiredly
or over the murseof time. For example, reseachers advisethat common price promotion daesnat af-
fed the purchasng behavior of customers dgnificantly in the longrun. Shortly after the price hasbeen
normali zed, additional sdesdeaease(cf. van Heade d a. 2004. In corntrad, clustering buyers and se
ledingthefeaured items acording to puchasesmade in the “longtail” clealy separates pedfic groups
and suppats them with more austomized offers. Hence, promotional campaigns which consider the ge-
cial expedations of the dientele will li kely hald customer loyalty longer (cf. van Heede € a. 2004).
This shodd enhance overall profitability sincethe mgjority of marketers agreethat loyal customers gpend
more money and are lessprice-sensitive (cf. Kumara and Shahb 2004.

Some retail ers might wish to implement club programs using a lesssophisticaed customer sdedion
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method, e.g. offering customers membership in a baby-club program if they have made purchasesin
baby-related categories This drategy depends onthe apriori assmptions of retail ers aou the group

ing structure of their customers. For growing as®rtments and changing consumption trends, defining
customer segments ad hoc becomesdifficult sincededsion makers ae nat able to identify every possble
group d customers showing similar purchasepatterns. Our exploratory segmentation approach is ale
to reved thesegroups — even the onesthat have nat been anticipated by marketers.

Retail ers ae avare that there ae ome austomers who will visit different storesto buy oy the products
whose priceshave been lowered by a promotional campaign (cf. La and Bell 2003. Althoughthese
“cherry-picking” customers threaen the profitability of every promotion, we think that our approad is
able to exclude them more dfedively than namal mass avertising. Buying sequencesrefled the con

sumption behavior of customers quite predsdy and are agoodsource from which to evaluate austomers

loyalty. The grouping o customers with a sufficient long puchasehistory enablesthe retailer to deter-

mine the exclusively rewarded customers on his own. For example, instead of providing a goedal price
on dapers to al visitors, the retailer can send coupors to the targeted howsehads. This lowers the risk
of incurring lossesby attrading cherry-pickers.

A field experiment shoud verify under red conditions whether the conceptual and qualitative advantages
of the goproach might leal to higher profits compared to standardized promotion heuristics in the long

run.

Sinceour approach implements several dataminingtedchniques somegenera isales sioud be considered
from amethoddogicd paint of view. First of all, the outcome of data mining techniquesdepends onthe
data, which hasto refled the business orredly. In ather words:. if garbage goesin, garbage comesout
(cf. Kuoren 2005. The gproach deesnat enable an enhancement of the businessif the recording o the
transadions is inacairrate or incomplete. With regard to the reallts produced, useas have to be avare
of interpreting found dita patterns incorredly. Thereis dways arisk of assiming a causdity of certain
cdegory correlations extraded from transadion data. For instance the rumor of a linkage between
bee and dapers is quaed in many works ébou ARM or Data Mining (cf. Kelley 1996 Kleinberg,
Papadimitriou and Raghavan 1999. To explain the gpeaance of this crrelation, some augged that
youngfathers reward themsdveswith bea when buying beby-related products. Management dedsions
basel onsuch hypaheses bou causdity between items ae quite risky withou empiricd vali dation and
verification. Nevertheless data mining is &le to highlight such correlations, which can then be proved
with surveys or other methods. It hasto be dresse that data mining is not a fully-automated bladk
box that extrads businessinformation from data with the pressof a button. Sinceit is aprocess the
use hasto control the retrieval of information with hisintuition, cognition and feedbadk (cf. Schulz and

Nocke 2007). This garts with the data-preprocessng and ends with the implementation o the extraded
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knowledge in businessdedsiors.

5.4 Outlook and Future Work

Although ouw data-driven approach provides a omplete course of adion, some modificaions might
enhance the reallts gained in further fields of applicaion. For instance, it would be intereging to see
how the reaults differ for varying detasds. A do-it-yoursdf store might show more equally distributed
purchasefrequencies ompared to a grocery or supermarket. As a onseguence wedly-related cross
suppat patterns would na be amagjor problem and it might be helpful to replacethe dl-confidence
meagire with anather filtering measire.

Concerning the online duster algorithms deding with anonymous transadion data, a very important
advantage is the dynamic partitioning o the entities asdescibed in Sedion 22.3 of Chapter 2. Online
agorithms ae aleto partitionthe constantly-acaimulating datafrom market baskets progressvely. This
deaeaseghe computational effort needed compared to batch algorithms. Partitioning the transadions
as ®on asthey appea makes possble ared-time exploration o the dusters. The analyst can seein
what ways the dusters change over time, and a retailer will be ale to adjust his marketing dedsions
as ealy asposshle. The (batch) cluster algorithm of our approach requiresthe complete datasé from
the beginning. Hence, the partitioning refleds a satic view of the austomer groups which might have
changed in the meantime. Since austomers usualy wander between diff erent segments over time (e.g.,
due to the birth of a dhild or the aquisition d a pet), an extension d the goproach shoud combine the
must-link condtion with the dynamic building d the transadion sequences Concerning the dynamic
growth of the buying histories the gpproach has dso to consider that receant transadions have more
weight than dder ones

In addition, the computational advantages of online dgorithms might make it possble to as$gn a aus-
tomer ad hoc to a catain customer segment. If our approach could cdculate the output list within a
reamnable reporsetime (e.g. afew milli seonds), the system might suppat the purchasededsions of
online-visitors by recommending the ® most suitable products. Transferring ou approach to an orline
environment requires the development of a fully automated program with default parameters and the
ability to read to varying circumstances(e.g. different distribution o purchasefrequencies higher or
lower sparsity, etc.).

A further enhancement of the goproach would be amore gpropriate method to lower the dfed of the
HFC onthe duster reallts. Weintroduced a mple weighting measirein Sedion 31.4 and Sedion 4.2.2
that leads to a very unequal distribution o cluster sizes The impad of highly frequently bough cae-

gories or of low-frequency categarieswhich do nd contribute usefully to an expeded customer segmen-
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tation, can aso be removed by variable-sdedion methods (cf. Carmone I., Kara and Maxwell 1999 Br-
usa and Cradit 200]). Thesetechniquesmight improve the results of the goproach and shoud be teged
in the future.

The cnstrained KCCA agorithm of our approach assgns eat customer to a sngle cantroid exclusively.
As a onsajuence a howsehdd is presated with ore gedfic target marketing campaign. Sometimes
however, customers can belong to more than ore group if they show ambiguous purchasng behavior.
If budgets ae nat redricted and if the dedsion makers want to increasethe dhancesof successof an
appropriate targeting, the househalds could be preseanted with a seond (or third) marketing campaign.
From a methoddogicd point of view, fuzzy clustering approaches ould assgn the transadions of the
househads to more than ore cantroid acording to a probability value (cf. Chaturvedi et a. 1997, Dim-
itriadou, Weingessé and Hornik 2002. Merging constrained clustering with fuzzy methods poses a
intereding chall enge.

Anather intereding modificalion d the gproach would be the combination o the constrained parti-
tioning o persondlized transadion data with sequential pattern mining, asdescibed in Sedion 23.2.
After the KCCA agorithm hasidentified segments of customers with similar purchasehistories the
sejuential pattern mining could reved segment-spedfic intertemporal purchasepatterns. Such patterns
might make possble amore gpropriate timing o promationa adivities For example, applying the
sajuential-pattern mining algorithm of Agrawal and Srikant (1995 to the aygregated transadions of the
wine s@ment might identify spedfic market basket combinations made before or after the purchaseoc-
cason in which the winesoccurred. With this extension, the gpproach would na only sugged which
customers to target with which offers, but would also isolate apaint in time & which the promotional
adivity shoud be caried ou (cf. Zhang and Krishnamurthi 2004).

It isto be hoped that other reseachers will t ake up the ebove mentioned issues and help to develop more
appropriate data-driven target marketing methods in the future.
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A Explanatory Appendix

A.1 Example: Pairwise Purchase Correlations

A.1.1 Similarity and Distance Matrices

j=1 j=2 j=3 j=4 j=5 j=6 j=7 j=8

j=1 000

j=2 078 000

j=3 090 040 000

j=4 089 100 100 Q00

j=5 079 073 073 082 000

j=6 044 090 09 089 069 000

j=7 092 075 075 088 055 082 000
j=8 058 073 060 092 057 045 086 000

Table A.1: Distance matrix for pairwaise asciationwith the Jaccad distance measure

j=1 j=2 j=3 j=4 j=5 j=6 j=7 =8
j=1 000
j=2 265 000
j=3 300 141 Q00
j=4 283 265 265 000
j=5 332 283 283 300 Q00
j=6 200 300 300 283 300 000
j=7 332 245 245 265 245 300 000
j=8 265 283 245 332 283 224 346 000

Table A.2: Distance matrix for pairwaise asciation with the Euclidean distance measure
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j=1 j=2 j=3 j=4 j=5 j=6 j=7 j=8
j=1 000 050 Q75 067 070 029 083 Q50
j=2 071 000 025 100 070 086 067 Q70
j=3 08 025 000 100 070 086 067 Q60
j—4 08 100 100 000 080 086 083 090
j=5 057 025 025 033 000 043 Q17 040
j=6 029 Q75 Q75 067 060 000 067 040
j=7 08 050 050 067 050 Q71 Q00 080
j=8 029 025 000 067 040 014 067 Q00

Table A.3: Distance matrix for pairwaise asociation with condtional probability

A.1.2 Graphical Visualization of Similarity and Distance Matrices

(a) Jaccard (b) Euclidean

—

<

Figure A.1: Visualization o four distance matrices with a dendrogram derived from average linkage fusion algo-

rithm of hierarchicd clustering
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A.2 Example: Association Rule Mining

A.2 Example: Association Rule Mining

To demonstrate the outcome of the APRIORI algorithm, the following two tables $iow the mined fre-
guent itemsds and assciation rulesfor a minimum suppat value of 0.25 and a minimum confidence

value of 0.7 in the example datasé of Table 2.1.

H  No. Frequentitemsds. Suppat
Hi 1 {j2} 0.27
2 {j3} 0.27
3 {i7} 0.40
4 {j1} 0.47
5 {je} 0.47
6 {is} 0.67
7 {js} 0.67
H, 8 {is,Js} 0.27
9 s, i} 0.33
10  {j1,le} 0.33
11 {j1,is} 0.33
12 {js,is} 0.27
13 {je, I8} 0.40
14 {js,is} 0.40
Hs 15 {1, ]e,Js} 0.27

Table A.4: Frequent itemsets of the data sample mined with aminsup= 0.25
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No. Rules Suppat Confidence Lift
1 {is} = {is} 0.27 100 150
2 {i7} = {is} 0.33 083 125
3 {ir1} = {is} 0.33 Q71 153
4 {ie} = {i1} 0.33 071 153
S {i1} = {is} 0.33 Q71 107
6 {ie} = {Je} 0.40 086 129
7 {1 e} = {is} 0.27 Q80 120
8  {inis}={Js} 0.27 Q80 171

Table A.5: Assciation rules mined in the data sample with aminsup= 0.25and aminconf = 0.7

A.3 Example: Recommender System with Memory-Based Collaborative

Filtering
n 1 2 3 4 5 6 7 8
® 0.14 033 000 100 025 000 017 100
o 003 007 000 020 005 000 003 020
n 9 10 11 12 13 14 15
W 0.20 075 033 040 040 100 000
o 004 015 007 008 008 020 000

Table A.6: Non-normali zed and k-normalized Tanimoto simil arity values between the adive shoppng basket x4

and all transadions of Xy

Item i1 j2 i3 ja is I j7 is

Median of y; 0.00 000 000 000 003 000 000 003

Table A.7: Median of the purchase probability valuey ;
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A.3 Example: Reaommender System with Memory-Based Collaborative Filtering

5

1

2

i3

ja

s

is

j7

is

0.00
0.00
0.00
0.20
0.00
0.00
0.00
0.00
0.04
0.15
Q07
000
008
0.20
000

© 00 N o 0o b~ wWw N B

e N e
g A W N B O

003
000
000
0.00
000
000
003
000
000
0.00
007
000
008
0.00
000

003
Q07
000
000
000
000
003
000
000
000
000
000
008
000
000

000
000
000
000
000
000
000
000
004
000
000
008
000
000
000

000
004
-0.03
-0.03
002
-0.03
000
-0.03
001
0.12
004
Q05
-0.03
-0.03
-0.03

000
Q07
000
0.20
000
000
000
000
000
0.15
007
008
000
0.20
000

003
007
000
0.00
000
000
000
000
000
0.00
007
000
000
0.00
000

-0.00
003
-0.03
0.17
002
-0.03
000
-0.03
-0.03
0.12
-0.03
005
005
0.17
-0.03

Table A.8: dif f-valuesacordingto Equation 220with the four bolt maximal values.
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A Explanatory Appendix

A.4 Simulation: Prototypes of the Residual Household Segments

In additionto the market basket prototypespresated in Sedion 4.2.1, thefollowing gaphicd pictograms

desaibe the purchasefrequencieswithin the sgments.

A.4.1 Excluding the HFC from the Dataset
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Figure A.2: Graphicd ill ustration o the prototypica market basket of segment k = 2 (beverages cluster) with

HFC excluded
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Figure A.3: Graphicd ill ustration o the prototypicd market basket of segment k = 4 (mix cluster) with HFC
excluded

124



0.4

0.3

0.2

purchase frequencies

0.1 -

0.0 —

A.4 Simulation: Prototypes of the Residual Household Segments
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Figure A.4: Graphicd ill ustration d the prototypicd market basket of segment k = 5 (dog awvners cluster) with
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Figure A.5: Graphicd ill ustration o the prototypica market basket of segment k = 6 (mix cluster) with HFC

0.3

0.2

purchase frequencies

0.1 —

0.0 —

excluded

0.4
0.3

0.2

0.1

ol T 1 71 |

A,
% % % % % D, % % R X
. % e S B % & Ry, U %
G Ry B, S8, S8, % Sy, 0 %
%o %, Y. Yo % %, S,
o % Y o ., 7,
[T %, ’?‘6 S,
Q. S, % AN
S D 0/)0 & Co
® X
0, (>
(> %
%, %
O{x\ &

216 categories

Figure A.6: Graphicd ill ustration o the prototypica market basket of segment k = 7 (mix cluster) with HFC

excluded
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Figure A.7: Graphicd ill ustration d the prototypicd market basket of segment k = 10 (bar products cluster) with

HFC excluded
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Figure A.8: Graphicd ill ustration dof the prototypicad market basket of segment k = 11 (mix cluster) with HFC
excluded
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A.4.2 Weighting the Occurrence of HFC in the Dataset
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FigureA.9: Graphicd ill ustration d the prototypicd market basket of the mix segment no. 1 derived from the
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Figure A.10: Graphicd ill ustration o the prototypicad market basket of the mix segment no. 2 derived from the

weighted data matrix
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Figure A.11: Graphicd ill ustration df the prototypicd market basket of the bar products segment derived from the

weighted data matrix
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Figure A.12: Graphicd ill ustration o the prototypicd market basket of the beverages ssgment derived from the

weighted data matrix
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Figure A.13: Graphicd ill ustration o the prototypicd market basket of the mix segment no. 7 derived from the

weighted data matrix
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A.5 Simulation: Results
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Figure A.14: Graphicd ill ustration o the prototypicad market basket of the mix segment no. 9 derived from the

A.5 Simulation: Results

weighted data matrix

Segment k=2 k=6 k=7

Catno.1 Drinks Frozenice aeam Herbs Bed

Catno. 2 Variousdrinks Cooking al Chicken

Catno. 3 Frozenice gean Chicken Frozenice aean
Catno. 4 Chicken Bed Turkey

Table A.9: ® = 4 caegories determined by the segment-spedfic goproach in the segmentsk =2, k=4, k=6 and

k=7
Segment k=9 k=10 k=11
Catno.1 Bed Salad bar Herbs
Catno.2 Frozenice gean Juice bar Chicken
Catno. 3 Chicken House deli caessen products Bed
Catno. 4 Herbs Frozen convenienceproducts ~ House deli cateseen prodicts

Table A.10: @ = 4 categories determined by the segment-spedfic gpproac in the segments k = 9, k = 10 and

k=11
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Customer—unspecific
promotion heuristic
O Segment-specific campaign
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Figure A.15: Comparing the expeded profit of the canpaigns for (a) setting na 1 and (b) setting na 2 if the

heurisitic implements the caegories generating the highest revenue (option 2
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Figure A.16: Comparing the expeded profit of the canpaigns for (a) setting na 1 and (b) setting na 2 if the

heurisitic implements the caegories generating the highest suppat values (option 3
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B Technical Appendix

This technicd appendix lists the main saipts and functions required to reproduce the reallts of the
theds. Since @ou 200 functions have been developed, only the most intereding programs and saipts
are descibed. Thefull data analysis naturally comprises agrea ded more programming eff ort.

The gpendix shows examplesof how to apply the functions in R. It shoud be noted that the functions
are usdd to find a quick solution for the reseach problem instead of building an R-compliant program
code. Hence, the naming d the functions (f.*.R) aswell asthe dructure of the ade itsdf doesnat foll ow
the guidelines of the R-developement team. Moreover, most functions will have to be adjusted to the
adua environment if an enhancement of the mde is desred. For example, the paths to the included

functions will have to be adjusted.

B.1 Data Preparation and Data Simulation

As descibed in Sedion 21.1, the transadion data is aranged in a table with ead row representing
a dnge transadion (i.e. market basket) and ead column a caegory. The origina recept data of the

supermarket chain, in contrag, wasreceved in the following format (seefile recapt.txt):.

14 24.03.1997 09:49 2394 099 48.70
14 24.03.1997 09:49 2394 211 11.50
14 24.03.1997 09:49 2394 212 19.90
14 24.03.1997 09:49 2394 216 21.80
14 24.03.1997 09:49 2394 217 7.90
14 24.03.1997 09:49 2394 234 14.90

The mlumns include the use ID (the austomers), aswell asthe date, time, locaion, caegory and price
Additional information abou the austomers (e.g. sex, age) is gored in a seondfile cdled pass\ar.

To convert the recept data into a matrix with rows and columns, the seipt corvert.pl can be usel. It
requiresthe programming language PERL (seehttp://www.perl.org/). The default parameters ae listed
in the config file setings.conf. In addition, the file itemclassis needed, which contains the number of the

given caegories

linux:"$ perl convert.pl receipt.txt
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B Tedhnicd Appendix

The output consists of two ASCII files outcontent_recapt.txt and outident_recdpt.txt. The first file
includes the transadions and the seond ore the aditiona information, such as ore ID and time of
purchase Both files ca be imported eadly into R. Healer lines ae added for bath filesby typing the
following at the linux prompt:

linux:"$ cat header_content outcontent_receipt.txt > con tent

linux:"$ cat header_ident outident_receipt.txt > ident

After starting the R prompt, adata table can be aeaed in the foll owing manner:

> dm.test <- read.delim(file = "content", header = TRUE)

Since most functions and cluster algarithms require binary data, the function f.dmasbin.R conwerts the

value of the matrix into one and zero values The function reeds the bindaa R padage.

> source("f.dmashin.R") # loading the function

> dm.test <- as.matrix(dm.test)  # converting data table int 0 matrix object

> dm.testb <- f.dmasbin(dm.test) # making binary data

To buld a datasé with predefined groupng information for teging and simulation puposes(seeSec

tion 31.4), thef.baskd.Rispresat. Its aguments aethe number of buyers and the number of caegaries

> dm.synthetic <- f.basket(buyers = 500, cat = 200)

Instead of generating R objeds from the ASCII files the author can provide intereged realers with the
adualy used ojeds uponrequed. The objeds aelisted in Table B.1.

Object Description

dm3Lltrain.R Training data sample (months 1-10)
dm31lhold.R Hold-out data sample (months 11-12)
cl01lR Flexclust cluster objed from dm3Z1.train.R
kvdm3ltrain.R Customer IDs of data sample

pddle Names of ategories (English)

pddl Names of caegories (German)

Table B.1: R objeds of the main data analysis

B.2 Partitioning the Data

A major focus of thethessis duster agarithms. The R-padkage flexdust includesthe dgorithms needed
to partition the data. A cluster process ca be darted using the foll owing commands (for further detail s,

please sethe manual pagesof the flexdust padage):
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B.2 Partitioning the Data

load("dm31.train.R")
mycont <- new("flexclustControl", iter.max = 30, verbose =1
kmfam <- kccaFamily(which = "ejaccard”, groupFun = "minSu mClusters")

clsolution <- kcca(dm3l.train, k = 11, family = kmfam,
control = mycont, group = kv.dm31.train)

+ V V Vv V

To simplify the goplicaion o the kcaa-function, the function f.stepclust.R shortens the listing abowve. It
builds alist of K cluster solutionsfor k= 1....K (range-value) with the small eg internal sum of distances

of nrep cluster repetitions.

> cll <- fstepclust(dm31.train, kv.vec = kv.dm3Ll.train,

+ range = ¢(2:20), nrep = 5, which = "ejaccard")

For aflexdust cluster objed, the function f.reault.R prints the centroids with the namesof the caegories
The value hv = 10 means that the ten caegories of the cantroids with the highed mean values of the
columns ae displayed. The language of caegories names ca be cntrolled by the langvalue. A value

of 1 givesthe German naation, while avalue of 2 givesthe English ore.

> |oad("pdalle.R")
> load("cl01.R") # flexclust cluster object
> source("f.result.R")
> outl <- fresult(clol, hv = 10, lang = 2)
> outl[[1]]

[]
Red/rose’ wines 0.32219020
White wines 0.22824207
Beef 0.11930836
Sparkling wine 0.11613833
Condensed milk 0.10605187
Cooking oil 0.10547550
Herbs 0.10432277
Appetizers 0.10345821
Chicken 0.09538905

House delicatessen products 0.09077810

The parameter centers= T RJE means that the cdculated centroids ae usel. If the original binary data
matrix of the partitioning is present and the value is s& to FALSE, the red mean valuesof the columns
are cdculated. With thisoption, it is posdble to chedk whether the centroid values ae diff erent from the
classmeans.

Similarly to f.result.R, the function f.clsoldiff.R prints the centroids of a duster solution. Instead of
f.reqult.R, it preseants the highed positive and negative deviations between categories overal purchase
frequencies and classmeans (seeSedion 4.2.2).

The function f.kopt.R builds alist of several cluster solutions. Moreover, it implements voting indices as

descibed by Dimitriadou, Dolnicar and Weingessé (2002. The program code of the indexesis extraded
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from the clustindexfunction o the cdust padkage. Among ahers, the clustindex function includesthe
DaviesBouldin index, the Xu index, the S and SSW index, the Ratkowsky index and the Calinski
index. To usethe aode with flexclust objeds, the following functions were coded by slightly modifying
the original code: f.dbR, f.xu.R, f.s9.R, f.ssW.R, f.ratkowskyR andf.calinsk.R.

> elist <- f.kopt(dm.sample, maxk = 20, nrep = 5,
+ gvec = kv.dm.b, kinit = mat.init)

The output of the f.kopt.R functions ae several matriceswhich include the @ove-mentioned indicesfor
anincreasng K. To cdculate the “minimum value of the seond dfferences’, the f.sediff.R function can
be used.

In addition to finding an appropriate value for K with indexes a method with the crreded Rand index
is hown. The padage e1l071includesthe paosshility of cdculating the dass greament between two
cluster solutions. The function f.crandvecR implements a $smple cdculation for several cluster solutions
which are sammarized in alist objed (e.g. made with f.stepclust.R). The option cRand = T RJE applies
the correded Randindex. If itis sé to FALSE, the normal Rand index is usead.

> library(e1071)
> crandvec <- f.crandvec(cll, cRand = TRUE)

Asdescibed in Sedion 31.1, the apriori consideration o the buying histories ca leal to representative
transadions for ead customer. A represatative transadion d thiskindincludes avalue of one for every
caegoary which wasbough at leas once The function f.apriori.R extrads the representative transadion

from abinary matrix and a corregpondng vedor with the austomer IDs.

> dm.apriori <- f.apriori(dm31.train, kv.dm31.train)

The function f.mvv.R simulatesthe majority voting approac (seeSedion 31.2) if a duster objed and
the corregpondng customer IDs ae preset. Option opt = 1 means that a matrix is made. The first
column of the matrix includesthe ID of the austomer. The seond column shows the cdculated class
membership of the mrrepondng customer. If opt = 2 is s, the function returns avedor with the dass

membership value of ead transadion.

> outmat <- f.mvv(cl0l, kv.dm3Ll.train, opt = 1)
> outmat[1:2,] # printing the first two rows

kid cls

226640 226640 3
226671 226671 1
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B.3 Rule Mining

B.3 Rule Mining

The Comprehensive R Archive Network (CRAN) providesthe padkage arules which is aflexible end
fad rule mining padkage for R. It includes dl the functions which are nealed for the analysis descibed in
this thegs. Nevertheless some functions were developed to reduce typing d commands. The foll owing

commands ae used to start a Smple mining processwith the APRIORI algorithm (seeSedion 32):

library(arules)

library(bindata)

source("f.dmasbin.R")

trans.dm31.train <- as(f.dmashin(dm31.train), "transa ctions")
rules.dm3Z1.train <- apriori(trans.dm31.train,

parameter = list(supp = 0.02, conf = 0.2, target = "rules"))
inspect(rules.dm31.train)

V + V V V V V

The function f.fimakeR generates alist objed with 70frequent itemses. Theseitemsds how the highed
al-confidence values and aminimum length of at leas two items. The data matrix dmistransferred into

binary dataif it contains metric values

> dm.wine <- dm3l.traincl0l == 1]

> fiwine <- ffimake(supp = 0.02, dm.wein, finumber = 70)
> fiwine[[1]] # 70 itemsets with highest all-confidence

set of 70 itemsets

> fiwine[[2]] # includes also the single items for PROFSET
set of 115 itemsets

The seond ohed in thelist includes dso the snge items of the frequent itemses (minlen = 1). These
items ae needed in a subseguent step (seenext sedion, f.brijs.R). In some stuations, it can be useful to
know how many customers suppat a gedfic itemse in the datasé. The function f.sdsuppat.R reveds

this information.

B.4 Hierachical Clustering and PROFSET

Sedions 4.3 and 4.4 descibe the valuating and recommending o the mined itemsds. Hierachicd clus-
tering can be used to partition the items of atransadion data matrix (seeSedion 22.1). A simple way to

cluster the matrix of Table 2.1 with Ris shown below:

> library(cluster)

> load("dm01.R") # The data sample

> hcljac <- hclust(dist(t(dm01), method = "binary"), meth od = "average")

> plot(hcl.jac)

The function f.condpobR cdculates adistance matrix by using the condtional probability (seeSec
tion 22.1).
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> dist.cb <- f.condprob(dm01)

> dist.chbl <- as.dist(l - dist.cb, upper = FALSE)
> hcl.cbl <- hclust(dist.cbl, method = "average")
> plot(hcl.cbl)

Hierarchicd cluster analysis can also be used to partition mined itemses of a austomer cluster as siowvn
in Sedion 4.3. To partition itemsds, a distance meagire is usad. The function f.gupa.R builds the

distance measire for frequent itemsets which have been mined with the pacage arules

> trans.dm.wine <- as(dm.wine, "transactions")
> distwine <- f.gupta(fiwine[[1]], trans.dm.wine)
[1]

[2]

[70]

> hcl.wine <- hclust(dist.wine, method = "ward")
> plot(hcl.wine)

An extended version d the function f.gupa.R is f.guptae.R, which can usethe “tidList” information o
the ECLAT mining algorithm (seethe documentation o the arulespadkage). The function f.toivonen.R

is a $milar distance measire for frequent itemsds.

The cdculation d the PROFSETmodel is searated into two stages (seeSedion 33.3). The function
f.brijs.R comprisesthe first stage dnceit definesthe profit margin for ead frequent itemse. The output

is usel for the seond function f.brijsolverR, which solvesthe Mixed Integer Problem (MIP). .

> brijsvec.wine <- f.brijs(dm.wine, fiwine[[2]])
1] 1
[2] 2

> solv.brijs <- f.brijssolver(brijsvec.wine,
+ fiwine[[2]], maxl = 4, dm.wine, realnames = TRUE)
> solv.brijs[[2]]

[[2]]

own_margin total csp
{Red/rose wines}  1838.850 104749.1 102910.25
{Sparkling wine}  6009.847 65893.4 59883.55
{White wines} 2939.575 61061.2 58121.62
{Beef} 4927.305 33954.9 29027.60

If ore wishesto use aFMPSfile (Free Mathematicd Programming System) to solve the MIP with

anather program, it is passble to usethe function f.prebrijs.R.
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B.5 Miscdlaneous
B.5 Miscellaneous

This setion includes ®me functions which were developed to suppat the analysis of the data. For
example, sincethe caegories ae cded with numbers, the function f.namesR replacesthe numbers with
the morregpondng remesof the caegories The default language is German bu it can be changed into
English with the option lang= 2.

> string <- ¢("X211", "X040")

> f.names(string, lang = 2)
[1] "Whole milk" "Beef"

To quickly generate arandom binary data table for teding puposes the function f.randandm.R can be
usal. The parameter i definesthe items, w the number of transadions.

> frandomdm(i = 8, w
X1 X2 X3 X4 X5 X6

o O O

0
0
1
0

ESN GO RN S o
O O O -

B.6 Examples of PERL and R Program Code

B.6.1 PERL script convert.pl

#lusr/bin/perl

#

#

# UMWANDELN der BON-DATEN / CONVERTING the RECEIPT-DATA

# Einbinden der Konfigurations-Datei
do ’settings.conf’;

print "Geben Sie den Namen der Input-Datei ein:\n";
$datei = <STDIN>:

print "Geben Sie den Wert der ersten Warenkorb-ID ein:\n";
chomp($wkstart = <STDIN>);

print "Wieviele unterschiedliche Kunden sollen generiert werden\?\n";
chomp($kidmax = <STDIN>);

# Initialisierungen
# Die Datei "itemclass" beinhaltet alle Nummerncodes der Wa ren
open(IN2, "itemclass");

chop(@itemclass = <IN2>),
close(IN2);
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$numclass = scalar(@itemclass)-1; # ohne Kategorie X000
# Kopfzeile der Ausgabedatei
# Abfrage, ob eine Kopfzeile gem Konfig-Datei gewuenscht is

if ( $head == 1)
{

@itemclass_head = @itemclass;

# Loeschen der X000-Leerwarengruppe
shift(@itemclass_head);

open(KOPF1, ">>out_c_datei");
printf(KOPF1 "WK ");

printf(KOPF1 "ID ");

printf(KOPF1 "@itemclass_head\n");
close(KOPF1);

open(KOPF2, ">>out_i datei");
printf(KOPF2 "WK ");
printf(KOPF2 "ID ");
printf(KOPF2 "DATUM );
printf(KOPF2 "ZEIT ");
printf(KOPF2 "FILIALE\n");
close(KOPF2);

}

# Initialisierung Warenkorb-ID

# Wenn mehrere Input-Files angegeben werden,

# muss dem folgenden WK-Datensatz, eine neue
# WK-ID zugewiesen werden (Die letzte WK-ID

# des vorangehenden Datensatzes zzgl. eins)

if ($wkstart > 1)
{$wk = $wkstart;}

else {$wk = 1;}
$az = 0;
$kidit = 0;

#BEGINN der sequentiellen Dateneinlesung

open (IN, "$datei");

while (<IN>)
{
chomp($z = $);
if ( $nullwerte == 1)
{

# Durchsuchen der Zeile nach Betraegen mit Dezimalwerten oh
# fuehrende Null und Hinzufuegen der Null - falls in Konfig-

# Datei gewuenscht.

$z =" sN040\056/0\056/g;
}
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($leer, $kundenid, $datum, Suhrzeit, $filiale, $item, $be trag) = split (N040+/, $z);

# Pruefung, ob eingelesener Betrag mit Komma- oder mit
# Punktdezimaltrennern dargestellt werden soll

if ( $komma == 1)

{
$hetrag =" sN056/\054/g;

}

# Pruefung, ob Negative Geldwerte (Auszahlungen, Retouren , Leergut etc)
# in Null-Werte umgewandelt werden sollen

if ( $nullnegativ == 1)
if ( $hetrag < 0 )

{
$hetrag = 0;

}
}

# lteration zur Pruefung des Abbruchs nach kidit-Kunden

if ( $kundenid != $lastid )

{
$kidit = $kidit + 1;
}
# Pruefung, ob ein neuer WK mit einer neuen WK-ID angelegt wer den muss
if ( ($kundenid == $lastid) && ($datum == S$lastdat) && ($uhrz eit == $lastuhr) )
{
#ITEM-TESTSCHLEIFE
&itemtest;
sub itemtest
{
while ($az != $numclass)
{
$az = $aztl;
if (@itemclass[$az] == $item)
{
push(@wkcontent,$betrag);
last;
}
else
{
push(@wkcontent,0);
}
}
}
}
else
{
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# AUSFUEHRUNG
# Output des vorangehenden WKs, sofern ein neuer WK erstellt werden muss

if ( $kidit == $kidmax )
{

last;

}

&output;
# NEUER WARENKORB

$az = 0;
$wk = $wk+1;
undef(@wkcontent);

&itemtest;

}

$lastid = $kundenid;
$lastfil = $filiale;

$lastdat = $datum;
$lastuhr = S$uhrzeit;

}

close (IN);
&output;

sub output

{

# 0-Wert-Auffuellung - Durch die "last" Anweisung in der

# Schleife, werden die letzten Produktklassen nach er-

# folgreicher Zuweisung des letzten passenden Betrags

# nicht mehr mit 0-Werten aufgefuellt. Die folgende Schleif e
# erledigt dies.

while ($az != $numclass)

{

$az = $az+l,;
push(@wkcontent,0);
}

# AUSGABE in Datei

open(OUT, ">>out c_datei");
printf(OUT "$wk ");
printf(OUT "$lastid ");
printf(OUT "@wkcontent\n");
close(OUT);

open(OUT2, ">>out i datei");

printf(OUT2 "$wk ");
printf(OUT2 "$lastid *);
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printf
printf
printf
close

—~

OUT2 "$lastdat ");
OUT2 "$lastuhr ");
OUT2 "$lastfi\n");
0UT2);

—_—~

}

# Austausch der Leerzeichen durch Tabulatoren

system "sed -e 's/ A\/g’ out_c_datei > outcontent $datei" X
system "sed -e 's/ \/g’ out i datei > outident $datei”;

system "rm out_i_datei";

system "rm out_c_datei";

exit

B.6.2 R-function f.gupta.R

# Function which builds a distance matrix from mined

# frequent itemsets according to Gupta/Strehl/Gosh (1999)
f.gupta <- function(rulz, trans){

z <- dim(trans)[1]
S <- quality(rulz)[,1]*z

# Transformation of the rules into a matrix (rule matrix)

rmx <- as(items(rulz), "matrix")
j <- dim(rmx)[1]
i<

# Initialisation of the distance matrix
distm.t <- matrix(0, ncol = j, nrow = i)

# k, J, y refer to columns / m, i, z refer to rows

# The following function adds the j-row to all rows of the rule matrix
f.sum <- function(x, j){ x + mx[j, ]}

for(k in 1))

{

# Prints the number of each rule for which the function
# is calculating the distance measure

print(k)

# Combined item matrix of two rules: for every row of rmx the
# following expression adds with f.sum each j-rule to each

# j-rule of the rule matrix. Since the rows of the resulting

# matrix represent the items, "t()" transposes it and "as()"

# transforms it into an item matrix.

rmxar <- as(t(apply(rmx, 1, f.sum, k)), “itemMatrix")
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# Calculating the distance measure between every rule (rows of rmx):
# Due to the presence of item matrix (rmxar), the support of ev ery
# combined rule (scr) can be calculated within the transacti ons.
for(m in ki)

{

scr <- support(rmxar[m], trans, "absolute")
distm.tfm, k] <- (1 - ( scr / (S[K] + S[m] - scr)))

}
}
distm.t <- as.dist(distm.t)
return(distm.t)

}
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