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Abstract—The following paper presents an evaluation of 

airborne sensors for use in vegetation management in powerline 
corridors. Three integral stages in the management process are 
addressed including, the detection of trees, relative positioning 
with respect to the nearest powerline and vegetation height 
estimation. Image data, including multi-spectral and high 
resolution, are analyzed along with LiDAR data captured from 
fixed wing aircraft. Ground truth data is then used to establish 
the accuracy and reliability of each sensor thus providing a 
quantitative comparison of sensor options.  

Tree detection was achieved through crown delineation using 
a Pulse-Coupled Neural Network (PCNN) and morphologic 
reconstruction applied to multi-spectral imagery. Through 
testing it was shown to achieve a detection rate of 96%, while the 
accuracy in segmenting groups of trees and single trees correctly 
was shown to be 75%. Relative positioning using LiDAR 
achieved a RMSE of 1.4m and 2.1m for cross track distance and 
along track position respectively, while Direct Georeferencing 
achieved RMSE of 3.1m in both instances. The estimation of pole 
and tree heights measured with LiDAR had a RMSE of 0.4m and 
0.9m respectively, while Stereo Matching achieved 1.5m and 
2.9m. Overall a small number of poles were missed with 
detection rates of 98% and 95% for LiDAR and Stereo 
Matching. 

Index Terms—Vegetation Mapping, Power Transmission 
Lines, Stereo Vision, Laser Measurement Applications, Image 
Segmentation 

I. INTRODUCTION 
ODERN day society relies on the widespread distribution 
of electricity. Whether it is in the home or office, 

industry or health care, over a century since its inception, 

electricity has found its way into almost every aspect of daily 
life. It is no wonder then that reliability is of the highest 
priority in the supply and distribution of electricity. In order to 
distribute electricity from power stations to consumers, 
electricity companies install thousands of kilometers of 
conductors. To avoid roads, houses and other structures, 
conductors are either supported overhead with the use of 
power poles or buried underground in protected wire looms. 

Overhead lines are generally the preferred option as they 
are significantly easier to install and maintain. However, the 
bare conductors rely on the surrounding air mass for 
insulation and as such require sufficient separation from 
nearby objects including buildings and vegetation. Although 
man made structures can be controlled through building 
regulations, vegetation is naturally occurring and, particularly 
in rural areas, growth is unmanaged. Generally accepted as the 
largest cause of power failures [1], [2], a single tree falling 
across a power line can result in widespread outages. Storms 
are a major factor as they bring wet weather that weakens soil, 
along with strong winds that can bring branches and in some 
instances entire trees down onto lines. In drier regions, such as 
central Queensland, trees that grow up into power lines can 
also catch fire and spread into bushfires. This responsibility 
then falls upon the electricity company to periodically inspect 
for vegetation encroachment. 
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Vegetation encroachment is less of an issue in urban areas 
where councils and private land owners generally maintain 
their trees. These networks also tend to be denser, and access 
is made easier through public road systems, making 12-24 
month inspection cycles feasible and cost effective. On the 
other hand, with limited access and large distances to cover, 
inspection cycles in rural areas see these figures extended out 
as far as five years. To further complicate the matter, the 
inspection process involves two visits, with the first used to 
identify spans that require clearing, followed by a second to 
ensure contractors have removed, or suitably trimmed, 
problem trees. These inspections are primarily performed on 
foot, driving between spans, or from a helicopter flown along 
side the line [3]. Neither method presents an economical or 
efficient solution to the problem, with on-foot patrols 
consuming vast man hours in travel, and helicopter 
inspections not only expensive, but taxing on the pilot and 
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II. BACKGROUND operator [4]. 
Over the past two decades a number of ideas have come 

forth seeking to reduce this workload. These include 
improvements to data collection through automated camera 
tracking systems [5], [6], line inspection robots [7], and 
unmanned aerial systems [8]. In addition, a number of post 
processing algorithms have emerged addressing data analysis, 
including automated detection of vegetation [9-11], height 
estimation [12], [13] and feature extraction [14], [15]. As with 
many of these research projects, this work is closely aligned 
with industry, with support and collaboration from 
Queensland’s largest supplier of electricity, Ergon Energy. 
With over 150 000kms of power line covering an area of 1.8 
million sq. km, Ergon has one of the widest spread networks 
in the world and foresees significant benefit in automated 
inspection processes [16]. Of particular interest is automating 
the process of data analysis for vegetation management. 

The process of automatically extracting information for the 
purpose of vegetation management can be separated into three 
tasks. Initially the goal is to detect any vegetation growing 
within the power line corridor. Segmenting tree crowns not 
only defines regions of interest for subsequent processes, but 
also provides insight into tree size and species. 

Following this, locating the horizontal position of the tree 
with respect to the power line is essential in determining the 
applicable clearance limit. Two metrics are applied in this 
instance, namely, along track position and cross track 
distance. Along track position is in place to account for line 
sway in winding conditions, as support from the power pole 
decreases towards the centre of the line thus allowing 
increased sway. The second metric, cross track distance, 
indicates the trees horizontal position with respect to the spans 
centre line, where zero would indicate directly underneath. 
Not only is this metric important in establishing if a tree may 
grow up into the lines, it’s equally important in determining if 
a tree poses a threat if it were to fall or drop limbs. 

The work presented here seeks to evaluate the feasibility of 
extracting such information from commercial data using 
advanced remote sensing techniques and image processing 
algorithms. While the development of a specialized sensor suit 
has its advantages, consideration should be made to the 
number of units required to effectively cover the intended 
network. Each additional unit has its own associated costs to 
manufacture and maintain, while the custom nature of the 
installation is likely to see installation on dedicated aircraft. If 
however, analysis algorithms are developed to process a wide 
range of aerial data, then any number of commercial data 
provides can fly the network simultaneously, not only 
reducing the time taken to inspect the network, but eliminating 
the need for the electricity company to own and operate the 
inspection aircraft and/or equipment. The downside to this 
being that analysis algorithms must handle and interpret data 
from a variety of sensors. To evaluate this, two commercial 
aerial data providers were tasked to fly a section of line, over 
which one would collect high resolution and multi-spectral 
imagery, the other, high resolution imagery and LiDAR. Data 
was then post processed to extract the necessary information 
required for vegetation management and then compared with 
ground truth to provide a quantitative assessment of accuracy 
and feasibility. It is these findings and lessons learnt that are 
presented in this article. 

The final task quantifies the level of risk by estimating the 
trees height and comparing it with that of the safe clearance 
limit derived from the trees relative position. If a tree is found 
to be outside the limit, it may in many instances be left alone, 
while a tree found to be well within the limit may prompt 
immediate attention. 

A. Vegetation Detection 
The detection of vegetation from airborne platforms is well 

researched particularly in the management of forests and 
plantations [17]. Whilst similar in concept, the task of 
detecting vegetation within power line corridors is 
complicated by the amount of ground visible from the air. 
Shadows, bare soil, scrub and grass all present irregularities 
that need to be handled by the detection algorithm.  

Over the past few years, various approaches have been 
proposed for the segmentation of trees crowns from aerial 
images, or more specifically tree crown delineation [18-20]. 
Although many classic segmentation algorithms are applied in 
the RGB colour space, their effectiveness in visually complex 
environments is somewhat limited. A classic example is the 
segmentation of trees with heavy shadows, as in Figure 1, 
where the tree crown is segmented along with its own shadow. 
One prospective improvement is through the use of spectral 
features outside the visible spectrum [21]. 

 The outline of this paper is as follows. The first section 
provides the reader with a summary of previous work and 
relevant research covering sensor options and algorithms. 
Experiment Methodology provides an overview of the 
experiment setup including the acquisition of ground truth 
data. This is followed by Data Collection where a description 
of both platform and sensor payloads flown are detailed. 
Analysis and Results summarize the findings of post 
processing and provides a quantitative comparison of 
techniques. Finally, Future Work highlights problem areas 
that need to be addressed as well as possible avenues for 
expansion of current system capabilities. 

 
Figure 1 Example of Tree Crown and Shadow 



TGRS-2009-00670 
 

3

For some time, the remote sensing community has used 
near infrared in the classification of vegetation, utilizing 
distinct spectral signatures characterized by the absorption 
ratio of radiation in red and near infrared bands [22]. In this 
study, the algorithm developed by Li et al. in [23] is used for 
the detection and delineation of tree crowns as it has been 
shown to outperform both JSEG [19] and TreeAnalysis [24] in 
these applications. The algorithm employs a simplified Pulse 
Couple Neural Network (PCNN) that uses spectral features as 
input, post-processed using morphological reconstruction. 
PCNN itself is a relatively new biologically inspired approach 
that has been successfully applied to many image 
segmentation problems [25-27], and has been modified for 
this task with the nth iteration at neuron  expressed as 
follows. 
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Where n is the iteration number; F and L the feeding and 
linking part respectively, while is the external stimulus 
from the feeding field. U is the internal activity of 
neurons;Y is the pulsed output of neurons;W is the linking 
weight matrix which is the reciprocal of the Euclidean 
distance between the center of window and the other window 
elements;

ijS

L

K is the size of the window which is put on a 
neuron; Lα is the linking scale;V is the threshold magnitude 
scale which is larger than 1 ;V is the maximum value of the 
input image;

t

a

β is the linking strength, set to 0.2 for this 
study; is the dynamic threshold matrix which controls 
whether the neuron can impulse or not;

Θ
step  is the decay 

coefficient and is the accumulation of previous output. aY

External stimuli of the neurons are calculated from the 
feature space using spectral band ratio, 

S

 NIR redS ρ ρ=  (6) 
Where NIRρ  and redρ are the spectral reflectance of NIR 

and red band respectively. Due to the strong absorption 
contrast between NIR and red band in trees, the corresponding 

neurons have greater external stimuli and thus pulse more 
frequently. It should be noted that this ratio takes the form of 
the vegetation index, Ratio Vegetation Index (RVI) [28]. 
Although other vegetation indexes could have been used, 
including the well known Normalized Difference Vegetation 
Index (NDVI), RVI was found to better suit the problem, 
maximizing the contrast between vegetation and non-
vegetation. An example of this is shown in Figure 2, where 
NDVI and RVI outputs are shown for the same multi-spectral 
image. 

By accumulating pulse outputs, a threshold can be applied 
to segment tree foliage from background pixels. Noise and 
discontinuities may result from this process requiring post 
processing to delineate the whole crown. A basic 
morphological opening operator and reconstruction filter can 
be used at this stage to reduce noise and fill holes respectively. 

B. Relative Positioning 
Given that a tree has been automatically identified within 

the powerline corridor, it is important to establish the 
horizontal position with respect to the line. As previously 
mentioned, clearance requirements vary both along the line 
and perpendicular to the span centre line. It is important that 
an accurate estimate is made as the clearance limit will 
determine if a tree is trimmed or removed and the equipment 
required to carry out the job [29]. 

Of the sensors under consideration both image based and 
LiDAR can be used to acquire this information. As vegetation 
detection takes place in multi-spectral images, it is 
advantageous if the imaging sensor can be utilized for relative 
positioning. Direct observations obtained from GPS and INS 
can be used in conjunction with standard approaches used in 
geo-referencing [30], [31]. For simplicity, the basic equation 
is recalled here 

]a)t(rRs[)t(R)t(rr bc
t

b
ci

m
b

m
gps

m
t ++=  (7) 

Where, m
gps)t(r is the vector containing the coordinates of 

the INS center in the mapping frame; m
b)t(R  is the attitude 

matrix from the INS body frame to the mapping frame; is is a 
scale factor between the image and mapping coordinates 
frames for a specific point (i); b

cR is the rotation matrix  

between the camera frame and the INS body frame; c
tr is the 

vector of coordinates observed in the image frame for the 
point of interest; and ba  is the vector of the translation offset 
between the INS and the camera centre in the INS body frame. 

(a) Colour-Infrared (CIR) (b) RVI (c) NDVI 
Figure 2 Comparison of RVI and NDVI 
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In essence, direct geo-referencing (DG) takes a point in the 
image plane and maps it to an inertial reference frame using 
the absolute position of the GPS antenna and the orientation 
of the aircraft as registered by the INS in the body frame.  

Low precision DG systems typically assume alignment 
between sensor axes, however for more detailed work, 
compensation for relative positioning and alignment is 
essential. Boresight misalignment, displacement between GPS 
and INS and the topography of the earth surface are all 
important factors that must be taken into consideration [32]. 

The second means of acquiring relative distances to be 
tested is that of LiDAR. Although principally designed for 
acquiring precise range information, these systems are 
typically coupled with positioning sensors when used in aerial 
surveying to create digital elevation models [10], [11], [32]. 
Thus with absolute position information available, relative 
positions can be derived.  

C. Height Estimation 
The final step in extracting data for vegetation management 

is automatically estimating the height of trees. Ultimately the 
decision to remove a tree and the technique used is governed 
by the overall clearance from the line as estimated by the 
height. Much the same as with relative positioning, both 
LiDAR and image sensors potentially capture this 
information. 

A popular method used in the estimation of heights and 
depths, in both computer vision and photogrammetry, is that 
of stereo matching [1], [13], [33], [34]. Two recent papers 
applying these techniques to vegetation management include 
those by Sun et al. in 2006 and Kobayashi et al. in 2009 [1], 
[9]. Sun et al. successfully detect power poles and estimate the 
height of vegetation using stereo images captured from a low 
flying fixed wing aircraft. Although the output of stereo 
matching and mosaicking is shown through a series of figures, 
no quantitative evaluation of accuracy is presented. Kobayashi 
et al. apply similar techniques to multi-spectral image pairs of 
satellite images, focusing on the detection and measurement of 
vegetation within the power line corridor. Again a series of 
images are provided to illustrate the ability of the algorithm to 
estimate height, but no quantitative evaluation of the accuracy 
is reported. 

The basic principal governing stereo matching comes from 
the relative disparity generated when an object is viewed from 
two vantage points. It can be shown through trigonometry that 
this relative disparity is proportional to the depth of object 
viewed. Typically two cameras are used and disparity is 
generated through physical separation, however taking two 
pictures from a single moving camera has the same effect, 
where disparity is generated in the time domain. 

Over the past two decades there have been a vast number of 
algorithms to come forth including Graph-Cut [35] and Belief 
Propagation [34] which are widely accepted as accurate 
methods. This accuracy however comes at a cost. Inherently 
computationally inefficient these algorithms do not offer a 
realistic solution on the scale of processing required for this 

application [34].  
Another widely used method that offers the computation 

efficiency required for this application is Dynamic 
Programming over scan lines [36]. Well known as handling 
low-contrast scenes, traditional dynamic programming finds 
the path with lowest matching cost between scan lines taken 
from each image. As traditional dynamic programming cannot 
estimate the disparity in occlusion regions, an improved 
algorithm is proposed, which can be summarized over the 
following 4 steps: 
Step 1: Initialization 
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Where i is the pixel index of the second scan line,  
( )d,iα  is the accumulated matching cost at ith pixel with a 

disparity d, the disparity range is from minD to maxD, 
( )di,cost is the matching cost,  and ( dk,i,O1 ) ( )dk,i,O2  are 

matching costs of the left and right occlusion respectively. 
The alternate solution to Stereo Imagery is LiDAR [13]. As 

previously discussed, LiDAR sensors are primarily used in 
detailed digital elevation modeling making it a convenient 
option for height estimation. However due to the discrete 
nature of the sensors operation, sending only a few pulses per 
square meter, objects with small cross sectional areas 
including branches, sparse trees, power poles and power lines 
are potentially missed [37]. Although imaging sensors are 
equally restricted by spatial resolution, small features may still 
be detected given sufficient contrast between the object and its 
surroundings. 

III. EXPERIMENT METHODOLOGY 
To evaluate the techniques discussed previously, two 

experiments where developed. The first experiment would 
assess segmentation techniques for tree crown delineation 
within powerline corridors. The second would evaluate the 
accuracy and reliability of detecting and measuring the 
relative location and height of vegetation in proximity to 
power lines with both image data and LiDAR. 

A. Tree Crown Delineation 
Criterion for successful vegetation detection in this study is 

defined as an individual tree having been delineated whilst 
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preserving the contour of the crown. In order to produce a 
quantitative evaluation, an analysis of under-segmentation and 
over-segmentation was conducted using a set of four metrics: 
1-to-1, 1-to-M, M-to-1 and missing [38]. 

The first criterion, 1-to-1, indicates the successful mapping 
of a single tree crown in the real world to a single tree crown 
by the segmentation algorithm. 1-to-M defines a single tree 
crown that has been incorrectly segmented into several 
portions, likewise M-to-1 describes a cluster or group of trees 
that have been segmented as one. Finally those trees that are 
misclassified as background are classified as missing. The 
accuracy of any algorithm is then calculated as the proportion 
of correct 1-to-1 mappings to the total number of trees 
present. In certain instances it will be necessary to inspect 
vegetation from the ground to acquire an accurate truth data 
set. 

B. Location & Height Estimation 
As previously discussed, the relative location of a tree with 

respect to a powerline can be defined by two metrics, along 
track position and cross track distance. The first measure 
indicates the relative position of the tree with respect to the 
length of the span and is usually given as a ratio. The second 
describes the perpendicular distance from the line, or cross 
track distance, and is specified in meters. To obtain these 
measurements requires establishing the absolute location of 
both the tree and two adjoining poles and applying simple 
geometric equations to resolve relative positions. To remove 
position and orientations errors, ideally data would be 
collected on the same platform, using common positioning 
and attitude sensors. Truth data for this section of the 
experiment can be collected through a standard geographical 
survey. 

Absolute position of the tree would be taken at the base to 
avoid ambiguity between those that grow at an angle or split. 
In terms of height, this was defined as the perpendicular 
distance from the tree base to the highest portion of foliage. 
For small trees, truth data can be collected using a measuring 
staff, however for those trees where this is infeasible a 
geometrical method was used as depicted in Figure 3. 

Heights were then post processed using the following; 

 
( )
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T

TBD
T H
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Where  is the slant distance measured to a surveying 
prism held at the base of the tree; 

DS

Bθ is the vertical declination 
to the base; Tθ is the vertical declination to the top of the tree 
as observed from the measurement point; and is the height 
of the staff including prism. 

SH

The process itself can be ambiguous, particularly for acute 
angles of Tθ , where the top branches may not be visible. 
Figure 3 illustrates the worst case were a relatively flat tree 
crown has limbs spreading outwards. From this particular 
observation point the top of the tree would be identified as 
Point A, as apposed to actual top at Point B. This results in 

over estimation of the height. The error can be expressed 
through the following relationship, where  is the crown 
radius; 

RC

( )TRE cotCH θ≤  (9) 
Hence, moving the observation point away from the tree 

and onto elevated ground should minimize this source of 
measurement error. Even so, a small amount of uncertainty 
will still exist in any tree height measurement. To resolve this 
ambiguity it was decided to include pole heights in the 
experiment as they have a clear and well defined top, 
providing an unambiguous test case to measure performance 
against. 

 

A 

HS

θB
θT

SD

HE

B 

Figure 3 Obtaining Truth Data for Tree Heights 

IV. DATA COLLECTION 
Data collection for this study included gathering aerial data 

for sensor evaluation, as well as conducting a ground survey 
for verification. A 1.5km section of line spanning between the 
rural towns of Murgon and Wondai in South East Queensland, 
Australia, was selected as the test site. Figure 4 shows a 
mosaic of the test area generated from aerial images acquired 
from the trial, where white lines indicate power lines and 
dashed lines those outside the test area. 

To coordinate the ground survey, control points were 
established at either end of the test area using Trimble 5700 
L1/2 GPS Receivers fitted with Zephyr Geodetic Antennas. 
Six hour observation sessions were used at each site with 
subsequent GPS RINEX files submitted to the AUSPOS GPS 
Processing Service to obtain 20mm accurate coordinates in the 
International Terrestrial Reference Frame (ITRF) & the 
Geocentric Datum of Australia (GDA).  A Topcon GTS-6A 
Total Station was then used for traversing and measuring the 
parameters for height estimation as detailed in §III.B. In total, 
44 poles and 33 trees were surveyed in the designated test site.  

A. Aerial Data 
As no single provider could capture the full range of sensor 

data required for the experiment, two separate providers were 
contracted to collect data over the test site. 

1) Provider of LiDAR & High Resolution 
The first provider of data was a Queensland based company 

that supplies aerial mapping, LiDAR and other GIS services to 
government and industry. The system consists of an Integrated 
LiDAR and Digital Photography System mounted in the cargo 
area of a modified Cessna U206G shown in Figure 5 (left). 
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0 400m 

Figure 4 Experiment Test Site 

The main sensors onboard the aircraft include; 
1. TopoSys Harrier 56 Full Wave LiDAR Scanner 
2. Rollie 39 mega-pixel Camera 
3. Applanix POS/AV 410 Inertial Motion System 
4. 12 Channel Dual Frequency  DGPS 

The flight for data collection occurred on the 9th of 
December 2008, during which the aircraft was flown at 
approximately 55m/s (106kts) at an altitude of 500m AGL 
yielding spatial resolution or ground sample distance (GSD) 
of 10cm. As the aircraft was not set up for stereo cameras, 
disparity for stereo matching would come from overlap in 
successive frames. This necessitates that overlap between 
frames falls no less than 50%. LiDAR data was collected at 
200kHz, with a scan angle of ±30º with an average sample 
rate of 9 points per square meter. 

2) Provider of Multi-Spectral & High Resolution 
The second series of flights occurred earlier on the 25th of 

November 2008 by another local company. Contracted to 
collect multi-spectral data, their system consists of a 
DuncanTech MS-4100 multi-spectral camera with DGPS/INS 
as well as higher resolution natural colour Canon 1Ds Mark 
III 22MP camera. This equipment is mounted in the cargo area 
of a Piper Cub as pictured in Figure 5 (right). 

Multi-spectral data is captured over 4 spectral bands: NIR 
(800-966nm), red (670-840nm), green (540-640nm), blue 
(460-545nm). Traveling at approximately 34m/s (65 knots) 
and an altitude of 350m AGL, images were captured at 
approximately 15cm GSD for multi-spectral and 5cm for high 
resolution. As with the first provider, overlap for stereo 
imagery would be produced by subsequent frames as the 

aircraft could not carry two cameras with sufficient baseline. 

V. ANALYSIS & RESULTS 
The aim of the following analysis is to quantitatively assess 

each of the sensors and their feasibility for vegetation 
management. For this, data collected from the flight trials was 
post processed using techniques described earlier and the 
results compared to ground truth.  

A. Tree Crown Delineation 
Of the multi-spectral images captured, a series of nine were 

selected for processing. Frames were removed from the full 
sequence of images to minimize overlap that would see some 
trees processed more than once. Further more, the algorithm 
was only applied to those areas of the image that contained the 
powerline corridor. Figure 6 shows an example of the 
automatic tree segmentation algorithm (white) discussed in 
§II.A overlaid with manual segmentation (red) verified 
through ground truth. Visually one can see that the automated 
segmentation algorithm has successfully detected and 
removed shadow from all trees present.  

Analysis results for the nine images are shown in Table 1. 
Img indicates the image number and Truth indicates the 
number of trees in the region of the image. As previously 
described, 1-to-1 indicates successful segmentation where a 
single tree is segmented as one crown, whereas 1-to-M and M-
to-1 indicate an error where a single tree has been subdivided 
or a group of trees joined together in the segmentation 
process. Missing indicates that a tree has been misclassified as 
ground.  

Figure 5 Data Collection Systems 
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Table 1 Results of Automated Tree Crown Segmentation 
Img Truth 1-to-1 1-to-M M-to-1 Missing Accuracy 

1 21 13 0 6 2 61.9% 
2 11 11 0 0 0 100% 
3 25 14 1 8 0 56% 
4 21 20 1 0 0 95.2% 
5 11 8 1 2 0 72.7% 
6 15 10 0 4 1 66.7% 
7 3 3 0 0 0 100% 
8 11 10 0 0 1 90.9% 
9 11 8 0 2 1 72.7% 
 129 97 3 22 5 75.2% 

Two examples of these errors can be seen on closer 
inspection of Figure 6, (1) where two trees growing close to 
one another have been segmented as one and (2) where a 
small tree has been missed. Of these errors, trees missed by 
the algorithm are of greatest concern as it is at this stage that 
candidate trees are selected for further processing. Although 
over and under segmentation is undesired, detection is 
achieved all the same, whereas those missed by the algorithm 
are potential threats that go unchecked. It appeared that sparse 
foliage and small crowns were the main source of error, where 
the combination of low spatial resolution and low foliage 
density produced limited contrast for segmentation. Overall 
124 of 129 trees imaged were detected thus yielding a 
detection rate of 96%. 

With regards to correct segmentation, the algorithm was 
found to achieve an accuracy of 75.2%, with the main 
contribution of error stemming from under segmentation. 
Even to the naked eye these instances are hard to detect as 
under segmentation typically occurs when trees have grown in 
a tight group and have overlapping crowns. Add to that 

clusters containing similar species and the problem is further 
complicated with similar colors and even texture. 

B. Relative Positioning 
The second series of experiments were developed to 

investigate the accuracy and reliability of relative positioning 
from two common techniques, direct georeferencing of image 
data and LiDAR.  Using the techniques described in §II.B and 
images acquired by the Rollie 39MP camera, poles and trees 
were directly georeferenced (DG) into GDA coordinates. 
Identifying a trees base from overhead imagery is however 
complicated by the crown which obstructs the base from view. 
For this experiment, these locations were estimated manually. 
Having resolved the absolute position of both poles and trees, 
simple trigonometric identities were then applied to compute 
both cross track and along track measurements.  

Extracting the same information from LiDAR required less 
computation as proprietary software (MARS® Viewer) post 
processes raw data automatically to obtain absolute positions. 
LiDAR is also able to penetrate the trees foliage allowing the 
base to be easily identified. After manually identifying poles 
and trees, similar methods were then used to calculate relative 
cross track and along track distances.  

Table 2 shows results of absolute positioning for both 
LiDAR and DG compared with truth data. Error in this 
instance is calculated as the horizontal distance from the true 
location to the measured. As can be seen, the accuracy of 
LiDAR in both instances is higher than that of DG. 
Interestingly errors for both LiDAR and DG were reduced for 

Figure 6 Tree Crown Delineation Results (Manual - Red, Automatic - White) 

2

1
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Trees, however at best one would expect the same, if not 
reduced, accuracy as a degree of uncertainty is present when 
determining the base of a tree from above. From the results as 
well as random errors on the DG measurements, a small 
amount of bias was present indicated by the average error 
being larger than the standard deviation. In any case these 
errors where within expectation and of more concern was the 
use of these measurements for relative positioning.  

Table 2 Absolute Positioning Results for LiDAR and 
Image Georeferencing 

 Poles Trees 

 LiDAR Image LiDAR Image 

Sample Size 44 33 

Average Error 1.0 m 2.9 m 0.8 m 2.4 m 

Standard Deviation 1.0 m 1.3 m 0.4 m 1.2 m 

Worst case 2.2 m 5.2 m 1.9 m 5.1 m 

With absolute positions established for both poles and trees, 
relative distances can be processed. It was expected that 
accuracy would improve as common errors coupled in the 
absolute positioning calculations would cancel. Table 3 shows 
the results of relative positioning, where cross track error 
refers to the error in estimating the perpendicular distance to 
the line and along track error, the error in measuring the 
distance from the closest pole.  

Table 3 Relative Positioning of Vegetation with LiDAR 
and Image Georeferencing 

 Cross Track Along Track 

 LiDAR Image LiDAR Image 

Average Error 0.2 m 0.7m -0.1 m -1.3 m 

Standard Deviation 1.4 m 3.1m 2.1 m 3.1 m 

Worst case 6.2 m 8.2 m 4.7 m 3.3 m 

Sample Size 30 

While accuracy improved, precision decreased across the 
board for both methods. This would possibly infer that while 
common errors cancelled, that noise in the first measurements 
coupled introducing further uncertainty. Once again the 
accuracies achieved by LiDAR surpassed that of image based 

techniques, however neither would be unacceptable in this 
application as long as this uncertainty was taken into 
consideration. 

Overall, LiDAR demonstrated accuracy and reliability well 
over that of direct georeferencing techniques. With a 95% 
confidence interval results showed LiDAR cross track 
measurements could be measured to 0.2±2.8m while 
georeferencing was found to be 0.7±6.2m, likewise along 
track was found to be -0.1±4.2m and -1.3±6.2m. It is worth 
noting that both LiDAR and image data for this experiment 
were collected from the same platform, during the same flight 
and utilized the same DGPS and INS unit. Hence although 
improvements to position and attitude data theoretically 
improve these results, the same margin of accuracy between 
the methods would be expected. 

C. Height Estimation 
The final series of experiments were developed to evaluate 

sensor options available for the estimation of heights. As 
detailed in §II.C, both imaging and LiDAR sensors were 
identified as potential sources of information, with image data 
requiring post processing.  

A total of 44 poles were surveyed in the test area and were 
selected for this experiment to serve as an unambiguous test 
case for height estimation. Unlike trees that can be somewhat 
ambiguous, poles have a clearly identifiable base and apex.  

Height estimation from LiDAR data was performed 
manually by selecting a suitable return from the top of the 
pole and subtracting the average return height from the 
ground. One problem found whilst processing LiDAR data 
was the lack of returns from poles. This can be attributed to 
the relatively small cross sectional area presented from a top 
view. Although the majority of poles had at least one or more 
returns, some poles were completely missing with only returns 
from the ground surrounding the base. This problem can in 
some ways be resolved through the interpolation of LiDAR 
returns from conductors leading up to and away from the pole, 
however height data of the pole is forever lost. Of the 44 poles 

(a) Original Multi-Spectral Image (b) Stereo Image Depth Map 
Figure 7 Height Estimation using Stereo Matching  
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that were surveyed in the test area, LiDAR returned responses 
for 43 poles, yielding a detection rate of 98%. 

Height estimation from image data required post processing 
using the stereo matching algorithms described in §II.C. 
Figure 7 shows an example of the depth maps generated by 
the algorithm using the multi-spectral images. Intensity of the 
map pixels symbolize an increase in height from black to 
white. Processing was attempted on all three data sets that 
were collected, however a number of issues were encountered. 
The first issue arose with the image data acquired by the high 
resolution Rollie 39MP camera. Due to factors outside the 
control of the experiment, data provided had less than the 50% 
overlap. Without this overlap two views of each object can not 
be guaranteed as is required for stereo matching. 

The second set of data acquired from the multi-spectral 
sensor was also found to be less than ideal. Captured with the 
highest percentage of overlap, the spatial resolution was found 
to be too low to reliably detect the poles during the matching 
process. Even to a human observer, 15cm resolution results in 
2-4 pixels per pole which is in most cases renders the object 
undetectable against a complex background.  

The final set of data captured from the Canon 1Ds Mark III 
22MP with the highest level of spatial resolution, was found 
to be more than sufficient for the matching process. Only in 
one instance was the overlap an issue where half a pole was 
seen in one frame and the other half in another, hence 
reinforcing the importance of overlap. Of the 44 poles selected 
for the experiment, 2 were missed due to this issue above, 
while a further two fell outside the swath of the camera. This 
left 40 poles, of which 38 were successfully matched by the 
algorithm, yielding a detection rate of 95%. 

In one case it was found that the angle of the sun had been 
such that one side of the pole was completely illuminated 
whist in the subsequent frame completely in shadow. Imaging 
each object three times can prevent this problem, guaranteeing 
the object is captured twice on the same side. Practically this 
can be achieved by setting the flight parameters in such a way 
to achieve overlap of 67% or more. 

Table 4 Results for Power Pole Height Estimation 
 LiDAR System Stereo Matching 

Detection rate 95.4% 95.0% 

Sample Size 44 40 

Average error 0.3 m 1.1 m 

Standard deviation 0.4 m 1.5 m 

Worst case 1.5 m 4.7 m 

Results for this experiment are presented in Table 4. The 
average error is calculated as the ground truth for each pole 
minus the estimated height and averaged over all 
measurements. Likewise, the standard deviation is calculated 
on those same error terms. We see that both the average and 
standard deviation of the error for LiDAR is over three times 
better than that of Stereo. Although in some ways represented 
by the standard deviation, analysis of the data shows only 3 
instances of gross error on the order of 1.5m, in all other cases 
the error is below 0.5m. This could possibly be accounted as 

the return coming from the cross bar on the pole as apposed to 
the very top. Stereo unfortunately did not show as much 
promise. A number of gross errors were present, including 
three instances of underestimation greater than 4m.  

Of the poles that were missed, only one was common to 
both. Hence an overall detection rate of 98% could be 
achievable through the integration of data sets. So although 
merit may not exist for the use of stereo imagery in height 
estimation, it may prove beneficial to integrate both sensors to 
supplement misdetection. 

The second series of experiments looked at the accuracy 
and reliability of estimating the height of trees. As with poles, 
LiDAR data was manually analyzed, with the height of trees 
determined by the highest return from the top of the tree 
minus the average return from the ground. Stereo matching 
algorithms were once again applied to both high and low 
resolution data for a comparative analysis. 

An issue not encountered whilst measuring poles arises 
from the trees base which is not visible in the stereo image 
depth map due to the trees crown. To work around this issue, 
an estimate was made by taking the median of four 
neighboring points, equally spaced just outside the tree crown. 
As to be expected, the spatial resolution requirements for 
vegetation were found to be significantly less than that of 
poles, with 15cm GSD found to be more than adequate for 
accurate matching. A new issue however was encountered 
during the analysis of the higher resolution data captured by 
the Canon 1Ds Mark III. In certain instances, even with 
sufficient overlap, matching results were found to contain 
increased levels of noise. 

 
Figure 8 Matching Limitations due to View Angle 

Further analysis revealed that due to a decrease in frame 
rate, recalling that these sensors where flown on the same 
platform, the high resolution image pairs had a longer baseline 
that introduced distortion to the imaged tree crown. To 
illustrate this distortion, Figure 8 shows three consecutive 
frames taken over two trees. The first tree when imaged from 
stations 1 and 2 would appear similar as many of the features 
are seen from both positions. The second tree however, when 
imaged from stations 2 and 3, would appear distinctly 
different as opposite sides of the tree are captured. 

One solution is to capture data at higher altitudes where the 
change in view angle has less effect on an objects shape.  

2 3 1 
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Unfortunately this would have a negative impact on the spatial 
resolution which is already at the limit of detecting poles. An 
alternate solution is to increase the overlap between frames, in 
much the same way for power poles, to ensure each tree is 
imaged three times. Multi image matching techniques can then 
also be used to improve accuracy [39]. Figure 9 illustrates this 
concept whereby increased overlap delivers more common 
points between frames. 

 
Figure 9 Improved Matching through Increased Overlap 

Table 5 shows the results of tree height estimation. Once 
again LiDAR was found to be over 3 times as accurate and 
reliable as Stereo Matching. Accuracy was down in both 
instances with respect to pole height estimates, although this 
was to be expected as truth data included uncertainty in the 
measurements. 

Table 5 Results of Tree Height Estimation 
 LiDAR System Stereo Matching 

Detection rate 100% (33/33) 100% (33/33) 

Sample Size 33 

Average error 0.4 m 1.8 m 

Standard deviation 0.9 m 2.9 m 

Worst case -3.5 m 10.9 m 

Although LiDAR was found to be relatively consistent with 
most errors under 1m two unexplained gross errors were 
discovered (3m and -3.5m). Stereo on the other hand had a 
number of large errors with 21 of the 33 measurements over 
1m in error.   A number of these errors could be attributed to 

the lack of contrast in the multi-spectral images between the 
ground cover and the tree crown. Figure 10 illustrates such a 
case where the stereo matching algorithm significantly 
underestimates the height of tree number 2. Although 
sufficient contrast can be seen between the trees in the first 
group, the second is extremely similar to that of the ground 
cover on the right and subsequently produces errors in the 
stereo matching process.   

Overall it was found that LiDAR yielded superior accuracy 
compared to that of Stereo Matching. General improvement 
may be seen in LiDAR as sensor technology improves and the 
number of points per square meter increase as with Stereo 
Matching could be improved with increased overlap between 
frames. However it is unlikely that Stereo Matching can be 
improved to the point were it matches LiDARs accuracy and 
reliability. Although some merit exists in combining both data 
sets to increase detection rates. 

VI. FUTURE WORK 
Field trial results have demonstrated considerable merit in 

favour of commercially available sensors in the acquisition of 
data for vegetation management. Development is however an 
on going process, with future work set to improve 
performance and expand upon current capabilities. 

Improving detection rates and segmentation accuracy is 
particularly important as it at this stage that trees are selected 
for further processing. Areas of low contrast in multi-spectral 
imagery are a significant issue that may be resolved through 
the inclusion of height information. Having successfully 
achieved tree crown delineation, focus can then turn to the 
classification of individual tree species. A key goal in the long 
term management of vegetation within power line corridors is 
to promote species with a mature height of less than 4m. 
Overtime this would create a system that self-manages the 
growth of undesired species through competition with desired 
species.  

In terms of relative positioning and height estimation, 
LiDAR in both instances was found to be significantly more 
accurate and reliable when compared to image based 
techniques. Although improvement in reliability may be 

Figure 10 Example of Limited Contrast between Tree Crown 
and Background 

(a) Original Multi-Spectral Image 

2 1 

(b) Segmented Tree Crowns 
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achievable through integration of sensors data, this would 
come at a cost to complexity. 

Although manual feature extraction has been used 
throughout this experiment for LiDAR, over a large data set 
this can become particularly time consuming. Future work 
will endeavor to automate this process  through feature 
extraction, much of which can be based on pre-existing 
algorithms [10].  

Another topic for future research concerns the influence of 
reduced cross sectional area for those poles without cross 
arms. In a number of instances cross arm returns were the only 
means of identifying a poles location as returns were limited 
by the poles surface area.  As only 3 poles within the test area 
were without cross arms, no conclusive analysis could be 
drawn, however as, the only pole missed was without a cross 
arm prompts further investigation. This is of particular 
concern in regional areas where extensive use of Single Wire 
Earth Return (SWER) is used which require no cross arm. 

A final discussion point not previously raised is the 
acquisition of data. Although data acquisition from fixed wing 
platforms has shown merit in this application, flying at low 
altitudes whilst maintaining the power line in the field of view 
of onboard sensors is a demanding job. Navigating a 
discontinuous feature presents further difficulties, with the 
typical approach to loop back around and reconnect with a 
line when it changes direction. On a higher level, path 
planning required to efficiently cover large networks is at 
present a problem waiting to be solved. 

Automated guidance and path planning has the potential to 
solve these problems and provide a long term solution. Whilst 
work exists in this area, research is far from a practically 
operational system. From semi-automated solutions that 
provide pilots with a synthetic vision display to assist in 
navigating the network, to fully automated data collection 
systems through the use of Unmanned Aerial Systems, the 
options are limitless. 

VII. CONCLUSION 
In this paper the accuracy of extracting metrics for 

vegetation management within powerline corridors using 
commercially available data was evaluated. Three principal 
tasks in the management of vegetation were selected for the 
experiment; vegetation detection, relative positioning and 
height estimation. Through the use of a PCNN based 
segmentation algorithm, a detection rate of 96% was achieved 
in multi-spectral imagery. Trees with sparse and small crown 
areas were a major factor in misdetection, where a 
combination of low spatial resolution and low foliage density 
produced limited contrast for segmentation. 

LiDAR and image based techniques were then applied to 
determine the relative position and height of candidate trees. 
As has come to be expected in industry, LiDAR delivered 
superior accuracy and reliability over that of image based 
techniques and would be recommended given budget and 
payload capability allow. Image based techniques do however 

have their place, with reduced cost, size and weight, they 
provide an alternate solution where LiDAR may be 
impractical, for example line inspection robots and unmanned 
aerial systems. 

Of major concern were those poles missed by both LiDAR 
and Stereo Matching. Although detection rates of 98% and 
95% were achieved respectively, extrapolating these figures 
out over a network with an estimated 1 million poles could see 
hundreds if not thousands of poles missed. LiDAR detection 
rates may improve through increased point density and 
inferring pole location from power line modeling, while 
higher overlap in stereo image pairs may see improved 
performance from stereo matching. These however offer 
marginal improvements at best, while data fusion offers far 
greater potential of increasing detection rates through the 
combination of LiDAR and Stereo. 
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