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Randomness is an important ingredient of modern computer science. The present thesis is concerned with two uses of randomness, viz. randomized roundings and randomized rumor spreading algorithms.

The theorem of Beck and Fiala (1981) asserts that for every hypergraph and every set of vertex weights there is a rounding of the vertex weights such that the additive rounding error for all hyperedges is bounded by the maximum degree. In Chapter 2 this theorem will be extended to randomized roundings, that is, to roundings that are efficiently generated at random in such a way that each value is rounded up with probability equal to its fractional part.

The larger part of this thesis deals with randomized rumor spreading algorithms. These are protocols for disseminating information on graphs. The classical randomized rumor spreading was introduced and first investigated by Frieze and Grimmett on the complete graph (1985). In Chapter 3 a generalization of their results both in terms of the model used and in terms of the underlying graph will be shown.

In Chapter 4 a quasirandom rumor spreading protocol introduced by Doerr, Friedrich, and Sauerwald (2008) will be considered. We present a detailed analysis of its evolution and show that its performance and robustness match performance and robustness of the randomized rumor spreading protocol. The unifying idea is to use dependencies so as to obtain results that are superior or equal to those obtained via independent randomness.
Zusammenfassung


In Kapitel 4 wird ein quasizufälliges Modell zur Gerüchteverbreitung betrachtet und gezeigt, dass es bezüglich Laufzeit und Robustheit dem klassischen Modell gleichwertig ist.

Gemeinsam liegt beiden Teilen der Arbeit die Idee zugrunde, stochastische Abhängigkeiten zu nutzen um Ergebnisse zu erzielen, die den unter Verwendung stochastischer Unabhängigkeit erzielten gleichwertig oder überlegen sind.
Introduction

Probabilistic techniques and randomized algorithms play a fundamental role in modern computer science. Randomized algorithms are popular because of their simplicity, elegance and efficiency. They are frequently faster on the average than deterministic algorithms and they are also often much easier to implement.

The larger part of the present thesis deals with one important example of randomized algorithms, viz. with randomized rumor spreading protocols. These are protocols for disseminating information in graphs.

Information spreading in large networks is an important topic of study with widespread applications, several of them in distributed systems. Consider, for instance, the task of maintaining replicated databases on name servers in large networks [DGH+87, FPRU90]. Here, the goal is to propagate updates that originate at some specific vertex to all other vertices in the network. This is typically done by means of information exchange between pairs of nodes in the following manner. A pair of neighboring vertices checks whether their copies of the database are in agreement, and subsequently performs the necessary updates. In order to guarantee fast dissemination of the information, it is important that these pairs of vertices are chosen suitably. Moreover it is desirable and often a requirement that the broadcasting algorithms be simple, resilient against failures, and that they operate locally, i.e., the vertices should not require knowledge of the global network topology. Similar broadcasting scenarios have been investigated in the mathematics of infectious diseases (see e.g. [Het00]). Here the desired event is, of course, that not too many nodes become infected. These requirements have also motivated the study of gossip-based multicast protocols in distributed networks (see, for instance, [ADH05] and references therein).

A simple, yet powerful approach to disseminate information in graphs is \textit{randomized rumor spreading}, which was introduced by Frieze and Grin-
matt [FG85]. To start with, one vertex of a finite, undirected, connected graph has some piece of information (“rumor”). In each round, every vertex that knows the rumor tells it to a neighbor chosen uniformly at random. As a result, the neighbor vertex now also knows the rumor and begins to gossip in the next round. Besides being self-organized, this approach has two crucial advantages. (i) It is fast. For many important network topologies, \(O(\log n)\) rounds suffice to inform all \(n\) nodes with high probability. Frieze and Grimmett showed that on the complete graph, the time needed to inform all \(n\) vertices is within \((1 \pm o(1))(\log_2 n + \ln n)\) with probability \(1 - o(1)\). In Section 3.3 it will be shown that this also holds for random graphs \(G_{n,p}\) where \(p \geq \frac{\alpha(n) \ln n}{n}\) and \(\alpha : \mathbb{N} \rightarrow \mathbb{R}\) is any function that tends to infinity. (ii) It is robust on sufficiently dense graphs. In Chapter 3 it will be shown that, for a faulty version of the classical randomized rumor spreading model where the transmission of messages only succeeds with some probability \(q \in [0, 1]\), the time needed to inform all vertices of a random graph as above is within \((1 \pm o(1)) \left( \log_{1+q} n + \frac{1}{q} \ln n \right)\) with probability \(1 - o(1)\).

There is also a recently growing interest in quasirandomness. This concept describes processes that imitate a particular property of a random process by using less or no randomness. It occurs in several areas of mathematics and computer science. A prominent example are low-discrepancy point sets and quasi-Monte Carlo methods (see e. g. Niederreiter [Nie92]), which proved to be superior to standard random sample point methods in numerical integration.

For randomized rumor spreading, there also exists a quasirandom counterpart. It was introduced by Doerr, Friedrich, and Sauerwald [DFS08]. The basic setup is the same as in the randomized rumor spreading model, where in each time-step every informed vertex contacts one of its neighbors. However, the choices of these neighbors are not stochastically independent. Instead, each vertex has a fixed, cyclic list of its neighbors which dictates the order in which the vertex contacts them. The first neighbor to be contacted is determined by choosing a starting position in this cyclic list at random, independently of the choices of the other vertices. From that point onwards, in each round the vertex contacts one new vertex per round in the order demanded by the list. In that way, all random decisions of one vertex are completely dependent.

In Chapter 4, a detailed analysis of the evolution of the quasirandom protocol on the complete graph will be presented and it will be shown that it
evolves essentially in the same way as the randomized protocol. Section 4.2
presents results on the runtime including lower order terms. More precisely,
the number of stages that are needed until all $n$ vertices are informed lies with
probability $1 - o(1)$ between $\log_2 n + \ln n - 4 \ln \ln n$ and $\log_2 n + \ln n + \omega(n)$
for any function $\omega : \mathbb{N} \to \mathbb{R}$ that tends to infinity. In Section 4.3 the robust-
ness of the protocol on the complete graph will be investigated and it will
be shown that, also in this aspect, quasirandom rumor spreading performs
as well as randomized rumor spreading. In particular it will be shown that,
for a faulty version of the quasirandom rumor spreading in which the trans-
mision of messages only succeeds with some probability $p \in [0, 1]$, the time
needed to inform all $n$ vertices is at most $(1 + o(1))(\log_{1+p} n + \frac{1}{p} \ln n)$ with
probability $1 - o(1)$.

Another field where probabilistic techniques play an important role is the
method of randomized rounding. This will be investigated in Chapter 2 of
the thesis. There a classical result of Beck and Fiala [BF81] about rounding
on hypergraphs will be extended to randomized rounding. The theorem of
Beck and Fiala states that for every hypergraph and every set of associated
vertex weights there is a rounding of the vertex weights such that the sum
of the rounding errors inside every hyperedge is bounded from above by the
maximum degree of the hypergraph. It will be shown that this theorem can
be extended to randomized rounding. A randomized rounding is a random
vector which takes only roundings of the original vector as values and which
has the original vector as expectation. Similar to the concept of quasirandom
rumor spreading, here the main idea is to use clever dependencies to get re-
results that are superior to independent randomized rounding.

Chapter 1 contains some probabilistic tools that are required for the re-
mainder of the thesis.
Chapter 1

Probabilistic Tools

1.1 Chernoff Bounds

Chernoff bounds [Che52] are a basic tool that we will use several times in the course of the thesis. They provide exponentially small bounds for the probability that a binomially distributed random variable deviates significantly from its expected value. This classic result can be found for example in [MU05] in the following form.

1.1 Theorem (Chernoff Bounds). Let $X_1, \ldots, X_n$ be independent random variables, taking values in $\{0, 1\}$. Let $X := \sum_{i=1}^{n} X_i$ and let $\delta \in ]0, 1[$. Then

$$\Pr (X \leq (1 - \delta) \mathbb{E}(X)) \leq e^{-\frac{1}{2} \delta^2 \mathbb{E}(X)},$$

and

$$\Pr (X \geq (1 + \delta) \mathbb{E}(X)) \leq e^{-\frac{1}{3} \delta^2 \mathbb{E}(X)}.$$ 

For random variables which are no longer restricted to two values, but are still independent and bounded, Hoeffding showed that similar bounds hold. Theorem 2 from [Hoe63] yields directly the following upper and lower tail bounds.

1.2 Theorem (Hoeffding Bounds). Let $X_1, \ldots, X_n$ be independent random variables, and for every $i \in [n] := \mathbb{N}_{\leq n}$ let $a_i, b_i \in \mathbb{R}$ such that $0 \leq a_i < b_i$ and $X_i$ takes values in $[a_i, b_i]$. Let $X := \sum_{i=1}^{n} X_i$, $c := \sum_{i=1}^{n} (b_i - a_i)^2$ and $\delta > 0$. 
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Then
\[ \Pr (X \leq (1 - \delta) E(X)) \leq e^{-\frac{2\delta^2 E(X)^2}{e}} , \]
and
\[ \Pr (X \geq (1 + \delta) E(X)) \leq e^{-\frac{2\delta^2 E(X)^2}{e}} . \]

There are places where we would like to use Chernoff bounds, but we do not have independence of the random variables. Here results of Panconesi and Srinivasan [PS97, Sri01] show that we may use the classic Chernoff bounds even under the more general assumption that the random variables are negatively correlated. This is defined as follows.

1.3 Definition. The random variables \( X_1, \ldots, X_n \), taking values in \( \Omega \), are called negatively correlated, if for every subset \( I \subseteq [n] \) and every \( \omega \in \Omega \) we have
\[ \Pr \left( \bigwedge_{i \in I} X_i = \omega \right) \leq \prod_{i \in I} \Pr (X_i = \omega) . \]

The results of Panconesi and Srinivasan lead to the following generalization of Theorem 1.1.

1.4 Theorem (Chernoff Bounds for negative correlation). Let \( X_1, \ldots, X_n \) be negatively correlated random variables, taking values in \( \{0, 1\} \). Let \( X := \sum_{i=1}^{n} X_i \) and let \( \delta \in [0, 1] \). Then
\[ \Pr (X \leq (1 - \delta) E(X)) \leq e^{-\frac{1}{2} \delta^2 E(X)} , \]
and
\[ \Pr (X \geq (1 + \delta) E(X)) \leq e^{-\frac{1}{3} \delta^2 E(X)} . \]

1.2 Sharper Concentration Bounds

A more general tool that we shall apply several times is an inequality by Hoeffding and Azuma [Hoe63, Azu67] which provides strong bounds for the probability that a function defined on a set of independent random variables deviates significantly from its expected value when the value of the function is affected only slightly by changes to only one of its arguments. We will use it in the following version, stated for example in [McD89, Lemma 1.2] or [JLR00, Corollary 2.27].
1.5 Theorem (Hoeffding–Azuma inequality). Let \( Z_1, \ldots, Z_N \) be independent random variables taking values in the sets \( \Lambda_1, \ldots, \Lambda_N \), respectively. Let \( \Lambda = \Lambda_1 \times \cdots \times \Lambda_N \). Let \( f : \Lambda \to \mathbb{R} \) be a measurable function, and set \( X = f(Z_1, \ldots, Z_N) \). Assume that there are quantities \( c_k, k = 1, \ldots, N \) satisfying the following:

a. If \( z, z' \in \Lambda \) differ only in the \( k \)th coordinate, then \( |f(z) - f(z')| \leq c_k \).

Then, denoting \( c := \sum_{i=1}^{N} c_i^2 \), for every \( x \geq 0 \) we have that

\[
\Pr(|X - \mathbb{E}(X)| \geq x) \leq 2e^{-\frac{x^2}{2c}}. \tag{1}
\]

Note that the above inequality gives meaningful bounds only if the expectation of \( X \) is much larger than \( \sqrt{c} \). This condition is unfortunately not always given in our intended applications. In such cases, we will use an estimate given by Talagrand \cite{Tal95}, which gives a much stronger tail bound, provided that an additional assumption is satisfied. Intuitively, the statement claims that if the value of \( X \) is “witnessed” by only a “small” number of its arguments, then \( X \) is sharply concentrated. However, there is a little caveat: the concentration is not guaranteed to be around the expectation, but instead around a median of \( X \). A median is a number \( m \) such that \( \Pr(X < m) \leq \frac{1}{2} \) and \( \Pr(X > m) \leq \frac{1}{2} \). As we shall see below, this is not a significant problem as typically a median is very close the expected value. The following version of Talagrand’s inequality can be found in \cite[Theorem 2.29]{JLR00}.

1.6 Theorem (Talagrand’s Inequality). Suppose that the preconditions of Theorem 1.5 are satisfied. Additionally, assume that there is an increasing function \( \psi : \mathbb{R} \to \mathbb{R} \) satisfying the following condition.

b. Let \( z \in \Lambda \) and \( r \in \mathbb{R} \) such that \( f(z) \geq r \). Then there exists a set \( J \subseteq [N] \) with \( \sum_{i \in J} c_i^2 \leq \psi(r) \) such that for all \( y \in \Lambda \) with \( y_i = z_i \) when \( i \in J \), we have \( f(y) \geq r \).

Then, if \( m \) is a median of \( X \), for every \( x \geq 0 \) we have

\[
\Pr(|X - m| \geq x) \leq 4e^{-\frac{x^2}{4\psi(m+x)}}. \tag{2}
\]
The next statement gives a sufficient condition that ensures that a median is very close to the expected value. It can be found in [JLR00, Example 2.33].

1.7 Proposition. Let $X$ be a random variable that satisfies the preconditions of Theorem 1.6 with $\psi(r) \leq \lceil r \rceil$. Then

$$|m - \mathbb{E}(X)| = O(\sqrt{\mathbb{E}(X)}).$$

The presentation of the above inequalities is as in [JLR00], where also many applications are presented.

1.3 The Lovász Local Lemma

The following lemma, due to Erdős and Lovász [EL75], can be found for example in [AS08, Corollary 5.1.2] in the following form.

1.8 Lemma (Lovász Local Lemma). Let $m \in \mathbb{N}$ and let $E_1, \ldots, E_m$ be events with $\Pr(E_i) < p$ for all $i \in [m]$. If each $E_i$ is mutually independent of all but at most $d$ of the other events $E_j$ and if $ep(d + 1) \leq 1$, then with a positive probability none of the events $E_1, \ldots, E_m$ occurs.
Chapter 2

Randomized Rounding on Hypergraphs

2.1 Introduction

The concept of randomized rounding, introduced by Raghavan and Thompson [RT87, Rag88], plays an important role in several areas of computer science. In combinatorial optimization, the problem of approximating an integer program is approached by first solving its relaxation linear program and then rounding the resulting solution. It is also applied in routing problems, see [KLR+87], and in scheduling, see [KMPS05]. We will furthermore give some applications of our main result to controlled roundings in Section 2.3.

The theorem of Beck and Fiala [BF81] states that for every \( d \in \mathbb{N}_{\geq 2} \), every finite hypergraph \( H = (V, E) \) with maximum degree \( d \) and every set of weights \( x \in \mathbb{R}^V \) there is a rounding \( y \in \mathbb{Z}^V \) of \( x \) such that

\[
\left| \sum_{i \in E} x_i - \sum_{i \in E} y_i \right| \leq d - 1 \quad \text{for all } E \in \mathcal{E}.
\]

It will be shown that this theorem can be extended to randomized rounding. In the case \( d \geq 9 \) we get the same result (Theorem 2.8), that is, there is a randomized rounding \( Y \) of \( x \) so that

\[
\left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i \right| \leq d - 1 \quad \text{for all } E \in \mathcal{E}.
\]

We will prove this in Section 2.4.
In the general case \( d \geq 2 \) we get the only slightly weaker result

\[
\left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i \right| < d \quad \text{for all } E \in \mathcal{E},
\]

see Theorem 2.3.

The idea of the proofs is to use dependent randomized rounding, as opposed to the independent randomized rounding introduced by Raghavan and Thompson. With this idea we can guarantee bounds on the rounding errors.

**Related work.** A one-sided version of the theorem of Beck and Fiala in the special case of matrices was shown in [KLR+87]. This version was generalized to randomized rounding by Kumar, Marathe, Parthasarathy, and Srinivasan [KMPS05].

**Indication of source.** The results presented in this chapter are the outcome of joint work with Benjamin Doerr and Christian Klein.

### 2.2 The General Case

**2.1 Definition (Randomized Rounding).** For every finite index set \( V \) and every vector \( x \in \mathbb{R}^V \), a discrete random vector \( Y = (Y_i)_{i \in V} \) is called an intermediate rounding vector of \( x \), if \( Y_i \) takes only values in \( \lfloor x_i \rfloor, \lceil x_i \rceil \) for every \( i \in V \) and if \( E(Y) = x \). It is called a randomized rounding of \( x \), if furthermore \( Y_i \) takes only the values \( \lfloor x_i \rfloor \) and \( \lceil x_i \rceil \) for every \( i \in V \).

For every intermediate rounding vector \( Y \) let

\[
U(Y) := \{ i \in V \mid Y_i \in \lfloor x_i \rfloor, \lceil x_i \rceil \}
\]

be the subset of indices whose \( x \)-values are still unrounded. Note that this subset is itself a random variable.

**2.2 Lemma.** Let \( H = (V, \mathcal{E}) \) be a finite hypergraph and \( x \in \mathbb{R}^V \) be a set of weights. If \( Y \) is an intermediate rounding vector of \( x \) and \( \mathcal{G} \subseteq \mathcal{E} \) a random variable such that \( |\mathcal{G}| < |U(Y)| \), then there is an intermediate rounding vector \( Z \) of \( x \) with \( U(Y) \supset U(Z) \) and

\[
\sum_{i \in E} Y_i = \sum_{i \in E} Z_i \quad \text{for every } E \in \mathcal{G}.
\]
2.2. THE GENERAL CASE

Proof. We may assume \( x \in [0, 1]^V \). Let \( Y \) be an intermediate rounding vector of \( x \), so \( Y \) takes only values in \([0, 1]^V\). Let \( \mathcal{G} \subseteq \mathcal{E} \) be a random variable such that \( |\mathcal{G}| < |U(Y)| \). By linear algebra, we know that we can choose \( \varepsilon \in \mathbb{R}^{U(Y)} \setminus \{0\} \) with the property

\[
\sum_{i \in E \cap U(Y)} \varepsilon_i = 0 \quad \text{for all } E \in \mathcal{G}.
\]

We define the random variables \( t_1 \) and \( t_2 \) as

\[
t_1 := \max \left\{ t \in \mathbb{R} \mid Y|_{U(Y)} - t \varepsilon \in [0, 1]^{U(Y)} \right\},
\]

\[
t_2 := \max \left\{ t \in \mathbb{R} \mid Y|_{U(Y)} + t \varepsilon \in [0, 1]^{U(Y)} \right\}.
\]

We then define the random vector \( Z \) as follows. For \( i \in V \setminus U(Y) \) let \( Z_i := Y_i \), furthermore let

\[
Z|_{U(Y)} := \begin{cases} 
Y|_{U(Y)} - t_1 \varepsilon & \text{with probability } \frac{t_2}{t_1 + t_2}, \\
Y|_{U(Y)} + t_2 \varepsilon & \text{with probability } \frac{t_1}{t_1 + t_2}.
\end{cases}
\]

For \( i \in V \setminus U(Y) \) we have \( Z_i = Y_i \) and so \( E(Z_i Y_i) = Y_i \). For \( i \in U(Y) \) we compute

\[
E(Z_i Y_i) = (Y_i - t_1 \varepsilon_i) \frac{t_2}{t_1 + t_2} + (Y_i + t_2 \varepsilon_i) \frac{t_1}{t_1 + t_2} = Y_i,
\]

so \( E(Z|Y) = Y \). As \( E(Y) = x \), also \( E(Z) = x \) holds. So \( Z \) is an intermediate rounding vector of \( x \).

From the maximality of \( t_1 \) and \( t_2 \) we know

\[
U(Y) \supset \{i \in V \mid Y_i - t_1 \varepsilon_i \in [0, 1]\}
\]

and likewise

\[
U(Y) \supset \{i \in V \mid Y_i + t_2 \varepsilon_i \in [0, 1]\},
\]

and so \( U(Y) \supset U(Z) \) holds.

Let \( E \in \mathcal{G} \). If \( Z|_{U(Y)} = Y|_{U(Y)} - t_1 \varepsilon \) one has

\[
\sum_{i \in E} (Y_i - Z_i) = \sum_{i \in E \cap U(Y)} (Y_i - Z_i) = \sum_{i \in E \cap U(Y)} t_1 \varepsilon_i = t_1 \sum_{i \in E \cap U(Y)} \varepsilon_i = 0.
\]

If \( Z|_{U(Y)} = Y|_{U(Y)} + t_2 \varepsilon \) alike, so (1) holds. \( \square \)

2.3 Theorem (Randomized Beck-Fiala). Let \( d \in \mathbb{N}_{\geq 2} \). For every finite hypergraph \( H = (V, \mathcal{E}) \) with maximum degree \( d \), and for every set of weights \( x \in \mathbb{R}^V \), there exists a randomized rounding \( Y \) of \( x \) such that

\[
\left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i \right| < d \quad \text{for all } E \in \mathcal{E}.
\]
Proof. We inductively define a sequence \((Y^{(k)})_{k \in \mathbb{N}_0}\) of intermediate rounding vectors using Lemma 2.2. Let

\[ Y^{(0)} := x. \]

Let \( k \in \mathbb{N}_0 \) and \( Y^{(k)} \) be already defined. Let

\[ U_k := U(Y^{(k)}), \]

\[ \mathcal{G}_k := \{ E \in \mathcal{E} \mid |E \cap U_k| \geq d + 1 \}. \]

In the case where \( \mathcal{G}_k = \emptyset \), let \( Y^{(k+1)} \) be a randomized rounding of \( Y^{(k)} \) with independent components.

In the case where \( \mathcal{G}_k \neq \emptyset \), as \( d \) is the maximum degree and every element of \( \mathcal{G}_k \) contains at least \( d + 1 \) vertices, we have \( |\mathcal{G}_k| < |U_k| \) and thus we can apply Lemma 2.2 with \( Y := Y^{(k)} \) and \( \mathcal{G} := \mathcal{G}_k \). Let \( Y^{(k+1)} \) be the intermediate rounding vector \( Z \) assured by Lemma 2.2 to exist.

As \( U_0 \supset U_1 \supset \ldots \), we can find a \( k \leq |V| \) with \( U_k = \emptyset \). This means that \( Y_i^{(k)} \) takes only the values \( \lfloor x_i \rfloor \) and \( \lceil x_i \rceil \) for every \( i \in V \). As \( Y^{(k)} \) is an intermediate rounding vector, it thus is a randomized rounding of \( x \).

We will show that furthermore \( Y^{(k)} \) fulfills the desired property

\[ \left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i^{(k)} \right| < d \quad \text{for all } E \in \mathcal{E}. \]

Let \( E \in \mathcal{E} \) and \( \ell := \min \{ m \in \mathbb{N}_0 \mid E \cap U_m \leq d \} \). Then from (1) one has

\[ \sum_{i \in E} Y_i^{(0)} = \sum_{i \in E} Y_i^{(\ell)} \]

and so

\[ \left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i^{(k)} \right| = \left| \sum_{i \in E} (Y_i^{(\ell)} - Y_i^{(k)}) \right| = \left| \sum_{i \in E \cap U_k} (Y_i^{(\ell)} - Y_i^{(k)}) \right| < d. \]

So \( Y := Y^{(k)} \) satisfies the assertion of the theorem. \( \square \)

2.3 Application: Controlled Roundings

We will now give some applications of our main result to controlled roundings. The method of controlled roundings describes the fundamental problem of
rounding a table of confidential data in such a way that the readability of the table is improved and the anonymity of the respondents is guaranteed. At the same time, the integrity of the data shall be preserved. This means that row, column, face and possibly other summations of the entries should stay as near as possible to the original values. Nargundkar and Saveland [NS72] first used what we call randomized rounding for this purpose. For a detailed discussion of the problem see [KAG90, KGAB90, KGA90]. We present three applications of Theorem 2.3 for the case of two- and three-dimensional data tables. We get the following results.

2.4 Application. Let $m, n \in \mathbb{N}$ and $A = (a_{ij})_{i \in [m], j \in [n]} \in \mathbb{R}^{m \times n}$. Then there exists a randomized rounding $Y$ of $A$ with

$$\left| \sum_{i=1}^{m} a_{ij} - \sum_{i=1}^{m} Y_{ij} \right| < 2 \quad \text{for all} \quad j \in [n] \quad \text{and}$$

$$\left| \sum_{j=1}^{n} a_{ij} - \sum_{j=1}^{n} Y_{ij} \right| < 2 \quad \text{for all} \quad i \in [m].$$

Proof. We apply Theorem 2.3 to the hypergraph

$$H := ([m] \times [n], \{\{i\} \times [n] \mid i \in [m]\} \cup \{[m] \times \{j\} \mid j \in [n]\}).$$

2.5 Application. Let $m, n \in \mathbb{N}$ and $A = (a_{ij})_{i \in [m], j \in [n]} \in \mathbb{R}^{m \times n}$. Then there exists a randomized rounding $Y$ of $A$ with

$$\left| \sum_{j=1}^{n} a_{ij} - \sum_{j=1}^{n} Y_{ij} \right| < 3 \quad \text{for all} \quad i \in [m],$$

$$\left| \sum_{i=1}^{m} a_{ij} - \sum_{i=1}^{m} Y_{ij} \right| < 3 \quad \text{for all} \quad j \in [n] \quad \text{and}$$

$$\left| \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} - \sum_{i=1}^{m} \sum_{j=1}^{n} Y_{ij} \right| < 3.$$
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Proof. We apply Theorem 2.3 to the hypergraph

\[ H := ([m] \times [n], \{\{i\} \times [n] \mid i \in [m]\} \cup \{[m] \times \{j\} \mid j \in [n]\} \cup \{[m] \times [n]\}). \]

\[ \square \]

2.6 Application. Let \( m, n, p \in \mathbb{N} \) and \( A = (a_{ijk})_{i \in [m], j \in [n], k \in [p]} \in \mathbb{R}^{m \times n} \). Then there exists a randomized rounding \( Y \) of \( A \) with

\[
\left| \sum_{i=1}^{m} a_{ijk} - \sum_{i=1}^{m} Y_{ijk} \right| < 6 \quad \text{for all} \quad j \in [n], k \in [p],
\]

\[
\left| \sum_{j=1}^{n} a_{ijk} - \sum_{j=1}^{n} Y_{ijk} \right| < 6 \quad \text{for all} \quad i \in [m], k \in [p],
\]

\[
\left| \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ijk} - \sum_{i=1}^{m} \sum_{j=1}^{n} Y_{ijk} \right| < 6 \quad \text{for all} \quad k \in [p],
\]

\[
\left| \sum_{i=1}^{m} \sum_{k=1}^{p} a_{ijk} - \sum_{i=1}^{m} \sum_{k=1}^{p} Y_{ijk} \right| < 6 \quad \text{for all} \quad j \in [n],
\]

\[
\left| \sum_{j=1}^{n} \sum_{k=1}^{p} a_{ijk} - \sum_{j=1}^{n} \sum_{k=1}^{p} Y_{ijk} \right| < 6 \quad \text{for all} \quad i \in [m].
\]

Proof. We apply Theorem 2.3 to the hypergraph

\[ H := ([m] \times [n] \times [p], \{\{i\} \times [n] \times \{k\} \mid i \in [m], k \in [p]\} \cup \{[m] \times \{j\} \times [p] \mid i \in [m], j \in [n]\} \cup \{[m] \times [n] \times \{k\} \mid k \in [p]\} \cup \{[m] \times \{j\} \times \{k\} \mid j \in [n]\} \cup \{\{i\} \times [n] \times \{k\} \mid i \in [m]\}). \]

\[ \square \]
2.4 Hypergraphs of Maximum Degree at Least 9

In this section, we will show the exact analog of the theorem of Beck and Fiala for hypergraphs with maximum degree at least 9. We start with the special case of uniform and regular hypergraphs in the following lemma. Later, in the proof of Theorem 2.8, we will reduce the general case to this case with the help of Lemma 2.2.

2.7 Lemma. Let \( n \in \mathbb{N}_{\geq 9} \). For every finite \( n \)-uniform \( n \)-regular hypergraph \( H = (V, \mathcal{E}) \) and every set of weights \( x \in \mathbb{R}^V \) there is a randomized rounding \( Y \) of \( x \) so that

\[
\left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i \right| \leq n - 1 \quad \text{for all} \ E \in \mathcal{E}.
\]

Proof. With a result by Doerr [Doe00, Doe06, Doe07] we may assume \( x = (\frac{1}{2}, \ldots, \frac{1}{2}) \) and then it is sufficient to show the existence of a randomized rounding \( Y \) of \( x \) with the property

\[
\left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i \right| \leq \frac{n - 2}{2} < \frac{n - 1}{2} \quad \text{for all} \ E \in \mathcal{E}.
\]

To that purpose it suffices to find a subset \( S \subseteq V \) with \( \emptyset \neq S \cap E \neq E \) for all \( E \in \mathcal{E} \), because then we can define \( Y \) as follows. With probability \( \frac{1}{2} \) we set \( Y|_S = 0, Y|_{V \setminus S} = 1 \) and with probability \( \frac{1}{2} \) we set \( Y|_S = 1, Y|_{V \setminus S} = 0 \). With this definition we get for every \( E \in \mathcal{E} \)

\[
\left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i \right| \leq \left| \frac{n}{2} - 1 \right| = \frac{n - 2}{2}.
\]

To show the existence of such an \( S \subseteq V \) we apply the Lovász Local Lemma (Lemma 1.8).

Let \( S \subseteq V \) be chosen at random, that means for all \( v \in V \) let \( v \) be in \( S \) with probability \( \frac{1}{2} \) independently. For each \( E \in \mathcal{E} \) the event that \( E \) has empty or full cut with \( S \) has probability \( 2^{-n+1} \) and depends only on events concerning hyperedges cutting \( E \), so at most \( d := n(n - 1) \). As \( n \geq 9 \) and the function \( f(x) := 2^{-x+1}x(x - 1) \) is monotonely decreasing on \( \mathbb{R}_{\geq 9} \), we have

\[
e^{2-n+1}d = e^{2-n+1}n(n - 1) \leq e^{2-9+1}9(9 - 1) < 1.
\]
and so we can apply the Lovász Local Lemma which yields the existence of an $S \subseteq V$ with the desired properties. \hfill \Box

2.8 Theorem (Randomized Beck-Fiala). Let $d \in \mathbb{N}_{\geq 9}$. For every finite hypergraph $H = (V, \mathcal{E})$ with maximum degree $d$ and every set of weights $x \in \mathbb{R}^V$ there is a randomized rounding $Y$ of $x$ such that

$$\left| \sum_{i \in E} x_i - \sum_{i \in E} Y_i \right| \leq d - 1 \quad \text{for all } E \in \mathcal{E}.$$

Proof. We will recursively define intermediate rounding vectors $Y^{(k)}$, $k \in \mathbb{N}_0$ of $x$ and show that there is a $k \in \mathbb{N}_0$ such that $Y := Y^{(k)}$ is a randomized rounding of $x$ satisfying the assertion of the theorem. Let

$$Y^{(0)} := x.$$

Let $k \in \mathbb{N}_0$ and $Y^{(k)}$ be already defined with the property

$$\sum_{i \in E} x_i = \sum_{i \in E} Y^{(k)}_i \quad \text{for all } E \in \mathcal{E}. \quad (2)$$

Let

$$U_k := U(Y^{(k)}) \quad \text{and} \quad G_k := \{ E \in \mathcal{E} \mid |E \cap U_k| \geq d \}.$$

As $d$ is the maximum degree, we have $|G_k| \leq |U_k|$. We do a case distinction whether this inequality is strict or not.

Case (a): $|G_k| < |U_k|$. We apply Lemma 2.2 with $Y := Y^{(k)}$ and $G := G_k$. Let $Y^{(k+1)}$ be the intermediate rounding vector $Z$ assured by Lemma 2.2 to exist.

As long as case (a) applies, we have $V \supseteq U_0 \supseteq U_1 \supseteq \ldots$ by Lemma 2.2. So we can find a $k \leq |V|$ with $U_k = \emptyset$, which means that we are in case (b).

Case (b): $|G_k| = |U_k|$. We can apply Lemma 2.7 to the hypergraph $H = (U_k, \{ E \cap U_k \mid E \in G_k \})$, as this is a $d$-uniform $d$-regular hypergraph. As weights we take $Y^{(k)}$. Note that here the hypergraph as well as the weights are random variables, so we apply Lemma 2.7 pointwise. Let $Y^{(k+1)}$ be the randomized rounding $Y$ assured by Lemma 2.7 to exist. We have

$$\left| \sum_{i \in E} Y^{(k)}_i - \sum_{i \in E} Y^{(k+1)}_i \right| \leq d - 1 \quad \text{for all } E \in G_k.$$
by Lemma 2.7, and thus, by definition of $G_k$, also for all $E \in \mathcal{E}$. Together with equation (2), it follows that

$$\left| \sum_{i \in E} x_i - \sum_{i \in E} Y^{(k+1)}_i \right| \leq d - 1 \quad \text{for all } E \in \mathcal{E}.$$ 

So $Y := Y^{(k+1)}$ satisfies the assertion of the theorem. \qed 

2.5 Open Question

Comparing Theorems 2.3 and 2.8 to the original theorem of Beck and Fiala in its strict version, the question is left whether the original theorem of Beck and Fiala in its strict version can also be extended to randomized rounding for hypergraphs with maximum degree less than 9, that is, if the assertion of Theorem 2.8 also holds for $d \in \{2, \ldots, 8\}$. 
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Chapter 3

Randomized Rumor Spreading

3.1 Introduction

The study of the dissemination of information within networks has become a topic of intense research in recent years, mainly due to the development and the widespread applications of networks such as the internet or various types of distributed networks. In the latter, for example, there might be a given server/node that wants to pass a certain message to every other node so that the whole network is informed about a certain situation. The main issue one is trying to address is, given a network and a piece of information that is currently held by one of the nodes of the network, what is an efficient method for spreading this all over the network as quickly and as reliably as possible?

A simple but nonetheless nontrivial method for the spread of information within a connected network is randomized rumor spreading. This method proceeds in steps or rounds, and as a consequence, we must assume some form of synchronization. We assume that initially only one node of the network possesses a piece of information. During the first step, this vertex informs one uniformly chosen neighbor. Now, if $\mathcal{I}(t)$ denotes the set of informed vertices after the first $t$ steps, then during the $(t+1)$st step every node in $\mathcal{I}(t)$ chooses one of its neighbors uniformly at random, independently of every other vertex in $\mathcal{I}(t)$, and informs it.

This model of dissemination was initially studied by Frieze and Grimmett [FG85] on the complete graph with $n$ vertices, where they proved that all nodes are informed in $(1 + o_p(1))(\log_2 n + \ln n)$ steps, where $o_p(1)$ denotes a random variable which converges to 0 in probability, as $n \to \infty$ (that is, for
every $\varepsilon > 0$ we have $\Pr(|o_p(1)| > \varepsilon) = o(1))$. Later, Pittel [Pit87] improved on this, showing that in fact the randomized broadcasting protocol informs all vertices within $\log_2 n + \ln n + O_p(1)$ steps, where $O_p(1)$ denotes a random variable with $|O_p(1)| \leq \omega(n)$ with probability $1 - o(1)$ for every $\omega(n)$ such that $\omega(n) \to \infty$ as $n \to \infty$.

Upper bounds for arbitrary connected graphs were given by Feige, Peleg, Raghavan, and Upfal [FPRU90]. They provide the general bounds of $12n \log n$ and $O(\Delta(G)(\text{diam}(G) + \log n))$ for arbitrary $n$-vertex graphs. Also, they determined the correct order of magnitude in the case of hypercubes as well as $G_{n,p}$ random graphs, where the edge probability $p$ exceeds the connectivity threshold (see [Bol01]). They determine a broadcast time of $\Theta(\log n)$ with probability $1 - 1/n$. Subsequent work by Sauerwald [Sau07], Elsässer and Sauerwald [ES07] and Berenbrink, Elsässer and Friedetzky [BEF08] shows that the $\Theta(\log n)$ bound also holds for expander graphs, Cayley graphs and random regular graphs.

Note that regardless of the underlying network topology, every dissemination protocol needs at least $\log_2 n$ time-steps, as the number of informed vertices can at most double in each round. Consequently, all the results mentioned above state that randomized rumor spreading is, up to multiplicative constants, an optimal protocol for disseminating information in several important types of networks.

However, it was not at all well-understood, how much the structure of the underlying network affects the performance of randomized rumor spreading. Although, for example, we know from the above-mentioned results in [FPRU90] that on a random graph $G_{n,p}$ the protocol requires with high probability at most $C \ln n$ rounds, for some $C > 0$, we have a priori no bounds that quantify how much slower (or faster?) the protocol is compared to the case where the network is the complete graph. In particular, it is not clear in which way the average degree of the underlying graph influences the speed of the protocol. In Section 3.3 we determine the leading constant for $G_{n,p}$ random graphs, where $p \geq \frac{\alpha(n) \ln n}{n}$ for a function $\alpha$ that tends to infinity as $n$ grows. This result states that the number of steps is essentially unaffected by the density of the underlying graph, thus confirming the robustness and the efficiency of randomized rumor spreading.

For the practical side of the randomized rumor spreading protocol, we refer the interested reader to the aforementioned paper [FPRU90] as well as the paper by Karp, Shenker, Schindelhauer, and Vöcking [KSSV00] for a gen-
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General discussion, or the works of Demers et al. [DGH+88] and Kempe, Dobra, and Gehrke [KDG03] for particular applications. Randomized broadcasting is among the most fundamental and well-studied communication primitives in distributed computing, and has also applications in several other disciplines, like e.g. in mathematical theories of epidemics. A particularly popular example [DGH+88] is the maintenance of consistency in a distributed database, which is replicated at many hundreds or thousands of sites in a large, heterogeneous network. Obviously, efficient broadcasting algorithms are crucial in order to ensure that all copies of the database converge quickly and effectively to the same content. There is an enormous amount of literature devoted to the theoretical and experimental evaluation of broadcasting algorithms on several different underlying networks. Our interest in considering random graphs in Section 3.3 is motivated, among other reasons, by P2P (peer-to-peer) systems. The idea of using random graphs appears in some “real-life” networks, like the popular Gnutella network [Inc00], or the Juxtapose protocol [BW01], which was originally developed by Sun Microsystems. Meanwhile, a considerable amount of work by several research groups aimed at designing many diverse networks for P2P systems that resemble properties of random graphs, see e.g. [JPS06, PRU03, LS03], and at developing protocols that perform efficiently on random (nearly) regular networks [BEF08, Els06, EGS08]. The most relevant properties of P2P networks, and more generally, of communication networks, are high expansion, connectivity, small average degree, and, approximate regularity of the degrees of the nodes. The random graph model has these properties.

The main drawback of the randomized broadcasting method is the amount of randomness used, as in each round each informed vertex must make a random choice. Doerr, Friedrich, and Sauerwald [DFS08] introduced a quasi-random analogue of this method, in order to reduce significantly the amount of random bits that every node uses. This protocol will be investigated in Chapter 4.

**The generalized model.** Here we describe a general version of randomized rumor spreading, where errors may occur during the transmissions. Initially some information is placed on one of the nodes. In each succeeding step, every informed node passes the information to another node, that it chooses uniformly at random and independently among its neighbors, with probability $q \in [0, 1]$. 

As far as we are aware, the only previous results on the robustness of randomized rumor spreading are due to Elsässer and Sauerwald [ES09]. They assert that the broadcast time for all graphs in this lossy model is at most a factor of $O(1/q)$ larger than in the model without transmission failures.

**Our results.** In Section 3.2 it will be shown that for any $\varepsilon > 0$ this lossy model needs at least $(1 - \varepsilon)\left(\log_{1+q} n + \frac{1}{q} \ln n\right)$ rounds to inform with probability $1 - e^{-\Omega(n^{\varepsilon/6})}$ all the nodes of the complete graph on $n$ vertices. This work is under submission [DHL], together with the work described in Section 4.3. A short version has been previously published in [DHL09].

In Section 3.3 we show that if $p \geq \alpha(n) \ln n$, where $\alpha(n)$ is any function that tends to infinity as $n$ grows, then the protocol with faulty transmissions on the random graph $G_{n,p}$ broadcasts the message within $(1 \pm \varepsilon)\left(\log_{1+q} n + \frac{1}{q} \ln n\right)$ time-steps with probability $1 - o(1)$. In other words, in almost every network of density $d$ such that $d \geq \alpha(n) \ln n$, the lossy model broadcasts a message as fast as in a fully connected network and the speed is only affected by the success probability $q$. This is quite surprising in the sense that the time needed remains essentially unaffected by the fact that most of the links are missing. This work has been previously published in [FHP10], parts of the special case $q = 1$ of it in [FHP09].

**Precise description of the model and notations.** Let $G = (V, E)$ be a graph on $n$ vertices and let $q \in [0, 1]$. Our model of randomized rumor spreading with transmission success probability $q$ works as follows. We assume that initially only one vertex of $G$ is informed. During the first round, this vertex attempts to inform one uniformly chosen neighbor and is successful with probability $q$. Now, if $I(t)$ denotes the set of informed vertices after the first $t$ time-steps, then during the $(t + 1)$st round every node in $I(t)$ chooses one of its neighbors uniformly at random, independently of every other vertex in $I(t)$, and informs it. We set $I(t) := |I(t)|$. Furthermore, by $U(t)$ we will denote the set of uninformed vertices after $t$ steps, by $U(t)$ its size, by $N(t)$ we will denote the set of vertices that are newly informed at a given time-step $t$ and by $N(t)$ its size. Finally, for two real numbers $a, b$ we will write $a \pm b$ for the interval of reals $[a - b, a + b]$, and with slight abuse of notation we will write $X = a \pm b$ to denote $X \in a \pm b$. 
3.2 Inclusion of Transmission Failures into the Model: Lower Bound for the Complete Graph

In this section, we analyze the randomized rumor spreading model with transmission success probability $q$ on the complete graph, as this is shorter and easier and may serve as an introduction to the techniques we use. Furthermore, we get a higher probability of validity for our lower bound than in the general case of random graphs in Section 3.3. We provide the following lower bound for the broadcast time.

3.1 Theorem. Let $\varepsilon > 0$ and $q \in [0, 1]$. With probability $1 - e^{-\Omega(n\varepsilon/6)}$, the number of rounds we need to inform all the nodes of the complete graph on $n$ vertices using the randomized rumor spreading protocol with transmission success probability $q$ is at least

$$(1 - \varepsilon) \left( \log_{1+q} n + \frac{1}{q} \ln n \right).$$

The key to this proof is to split up the rumor spreading process into three phases. The first phase is composed of the rounds that occur between the start of the process and the end of the first round at which point $n^{\varepsilon/2}$ nodes are informed. The second phase begins directly after Phase 1 terminates, and continues until the end of the first round after which $n/4$ nodes are informed. Within each round of Phase 2, the number of informed nodes will grow by a multiplicative factor. The last phase begins directly after Phase 2 terminates, and continues until all the nodes are informed. In this phase we observe a type of coupon collector process.

In order to establish the lower bound posited above, we give lower bounds for the durations of Phases 2 and 3.

3.2 Lemma. Let $\varepsilon > 0$. With probability $1 - e^{-\Omega(n\varepsilon/6)}$, we need more than $(1 - \varepsilon) \log_{1+q} n$ rounds to complete Phase 2.

Proof. Let $t_1$ denote the number of rounds needed to inform the first $n^{\varepsilon/2}$ nodes. Note that this means that $n^{\varepsilon/2} \leq I(t_1) < 2n^{\varepsilon/2}$. Let $t \geq t_1$. We have $E(N(t+1)) \leq qI(t)$. Enumerate the nodes in $I(t)$ from 1 to $I(t)$, and define the indicator random variables $X_1, \ldots X_{I(t)}$ such that for $i \in \{1, \ldots, I(t)\}$ we have
\[ X_i = \begin{cases} 1 & \text{if vertex } i \text{ has successfully contacted another vertex} \\ 0 & \text{otherwise.} \end{cases} \]

In this context a successful contact refers only to the transmission of the rumor, regardless of whether or not the contacted vertex was already informed or is also contacted by another vertex. Therefore the random variables \( X_1, \ldots, X_{I(t)} \) are independent.

If \( X \) := \( \sum_{i=1}^{I(t)} X_i \), then \( \mathbb{E}(X) = qI(t) \). It is intuitive that \( N(t+1) \leq X \), because \( X \) not only counts all the nodes in \( N(t+1) \), but also counts nodes multiple times if they are contacted by multiple nodes, and counts nodes that are contacted in round \( t+1 \) that have already been informed in previous rounds. Therefore, any upper bound we can find on the size of \( X \) also holds as an upper bound for \( N(t+1) \). But because of the independence of \( X_1, \ldots, X_{I(t)} \), the random variable \( X \) is a lot easier to handle.

Using Chernoff bounds, we see that

\[
\Pr\left( X > (1 + n^{-\varepsilon/6}) \mathbb{E}(X) \right) = \exp\left( -\frac{1}{3}n^{-\varepsilon/3}qI(t) \right) \\
\leq \exp\left( -\frac{1}{3}n^{-\varepsilon/3}qn^{\varepsilon/2} \right) \\
= \exp\left( -\frac{1}{3}qn^{\varepsilon/6} \right) \\
= e^{-\Omega(n^{\varepsilon/6})}.
\]

So with probability \( 1 - e^{-\Omega(n^{\varepsilon/6})} \), the number of nodes informed after \( t+1 \) rounds satisfies

\[
I(t+1) \leq I(t) + (1 + n^{-\varepsilon/6})pI(t) \leq (1 + n^{-\varepsilon/6})(1 + q)I(t).
\]

We can therefore infer by using recursion that for every \( k \in \mathbb{N} \) we have

\[
I(t+k) \leq (1 + n^{-\varepsilon/6})^k(1 + q)^kI(t)
\]
with probability $1 - ke^{-\Omega(n^{\varepsilon/6})}$. Pick $k = (1 - \varepsilon) \log_{1+q} n$. Under the assumption that $n$ is sufficiently large, we compute

$$I(t_1 + (1 - \varepsilon) \log_{1+q} n) \leq (1 + n^{-\varepsilon/6})(1-\varepsilon)\log_{1+q} n (1 + q) (1-\varepsilon) \log_{1+q} n 2n^{\varepsilon/2}$$

$$= (1 + n^{-\varepsilon/6})(1-\varepsilon)\log_{1+q} n n^{1-\varepsilon/2} 2n^{\varepsilon/2}$$

$$\leq \exp \left( n^{-\varepsilon/6}(1 - \varepsilon) \log_{1+q} n \right) 2n^{1-\varepsilon/2}$$

$$< n/4$$

with probability $1 - e^{-\Omega(n^{\varepsilon/6})}$. So $(1 - \varepsilon) \log_{1+q} n$ rounds are, with probability $1 - e^{-\Omega(n^{\varepsilon/6})}$, not enough to complete Phase 2. □

### 3.3 Lemma

Let $\varepsilon > 0$. With probability $1 - e^{-\Omega(n^{\varepsilon})}$, we need more than $(1 - \varepsilon)\frac{1}{q} \ln n$ rounds to complete Phase 3.

**Proof.** Let $t_2$ denote the number of rounds needed to inform the first $n/4$ nodes. This means that we have $n/4 \leq I(t_2) < n/2$. Let $v$ be a node that is still uninformed by time $t_2$. Then

$$\Pr(\text{node } v \text{ is uninformed at time } t_2 + k) \geq \left(1 - \frac{p}{n-1}\right)^{k(n-1)}.$$ 

Enumerate the uninformed nodes at time $t_2$ from 1 to $U(t_2)$. Define the indicator random variables $X_1, \ldots, X_{U(t_2)}$ such that for $i \in \{1, \ldots, U(t_2)\}$ we have

$$X_i = \begin{cases} 1 & \text{if node } i \text{ is uninformed at time } t_2 + (1 - \varepsilon)\frac{1}{q} \ln n \\ 0 & \text{otherwise.} \end{cases}$$

Let $X := \sum_{i=1}^{U(t_2)} X_i$. This is the number of uninformed vertices at time $t_2 + (1 - \varepsilon)\frac{1}{q} \ln n$. Since $U(t_2) = n - I(t_2) \geq n/2$ and because for small enough
for $x > 0$ we have $1 - x \geq e^{-x - x^2}$, we obtain for the expected value

$$E(X) = \sum_{i=1}^{U(t_2)} \Pr (X_i = 1)$$

$$\geq \frac{n}{2} \left( 1 - \frac{q}{n-1} \right)^{(n-1)(1-\varepsilon)\frac{1}{q} \ln n}$$

$$\geq \frac{n}{2} \exp \left( -(1-\varepsilon) \ln n - \frac{q}{n-1} (1-\varepsilon) \ln n \right)$$

$$\geq \frac{1}{4} ne^{-(1-\varepsilon) \ln n}$$

$$= \frac{1}{4} n^\varepsilon,$$

again assuming that $n$ is sufficiently large.

The random variables $X_1, \ldots, X_{U(t_2)}$ are negatively correlated. Hence by Lemma 1.4 we get

$$\Pr (X = 0) \leq \Pr (X \leq (1 - \frac{1}{2}) E(X)) \leq e^{-E(X)/8} \leq e^{-n^\varepsilon/32}.$$ 

So with probability at least $1 - e^{-n^\varepsilon/32}$, we see that $(1 - \varepsilon) \frac{1}{\ln n}$ rounds are insufficient to complete Phase 3. □

**Proof of Theorem 3.1.** Follows immediately from Lemmas 2 and 3. □

**Indication of source.** The content of this section is under submission [DHL], together with the work described in Section 4.3. A short version has been previously published in [DHL09].

### 3.3 Performance and Robustness on Random Graphs

In this section we investigate the classical Erdős-Rényi graph $G_{n,p}$, which is obtained by including each of the possible $\binom{n}{2}$ edges that connect any two out of $n$ labeled vertices with probability $p$, independently of all other edges [ER60]. Let $G_{n,p} = (V,E)$. For the ease of the notation we will assume that $V = [n]$ and that the information is initially placed on node 1. We define $T(G_{n,p})$ as the number of rounds needed by the randomized rumor spreading protocol with transmission success probability $q$ until all vertices have been
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informed. Note that our definitions then imply that $I(0) = \{1\}$. The main result of this section is the following.

3.4 Theorem. Let $\alpha : \mathbb{N} \to \mathbb{R}$ be any function with the properties $\lim_{n \to \infty} \alpha(n) = \infty$ and $0 < \alpha(n) \leq \ln^{1/9} n$ for every $n \in \mathbb{N}$. Let $p \geq \frac{\alpha(n)\ln n}{n}$. Then w.h.p.

$$|T(G_{n,p}) - \left(\log_{1+q} n + \frac{1}{q} \ln n\right)| < \alpha(n)^{-1/7} \ln n.$$ 

In other words, if the average degree of $G_{n,p}$ is slightly larger than $\ln n$, then the broadcast time of randomized rumor spreading essentially remains unaffected by the density of the random graph. In particular, if $q = 1$, the broadcast time coincides with the broadcast time on the complete graph, which was shown in [FG85] to be very close to $\log_2 n + \ln n$. Consequently, the number of rounds needed is not influenced by the fact that most of the links are missing.

The term “w.h.p” (with high probability) denotes a probability of $1-o(1)$. To avoid any confusion, we want to note that in Theorem 3.4 it refers to three independent probability spaces: first, the space from which we sample the underlying network, second, the space of the random choices performed by the nodes, and third, the random faults that occur during the transmission.

Proof ideas & techniques. Before we proceed to a detailed exposition of our proof, let us outline the general strategy. Theorem 3.4 is proved by bounding, for each stage performed by the rumor spreading model, simultaneously from above and from below the number of informed nodes. In particular we show that in the first $(1-o(1))\log_{1+q} n$ rounds the number of informed nodes increases roughly by a factor of $1 + q$ in each round. As a result we are able to show that after $(1+o(1))\log_{1+q} n$ rounds there will be $\varepsilon n$ informed nodes in total, where $\varepsilon : \mathbb{N} \to \mathbb{R}$ with the property $\lim_{n \to \infty} \varepsilon(n) = 0$ will be defined in the course of our proof. Then things evolve very fast: After only a small number of further steps, the number of nodes having the information will be already at least $(1-\varepsilon)n$. After that, we show that approximately $\frac{1}{q} \ln n$ additional rounds are necessary and sufficient to spread the information to everybody.

The analysis of the last stages is particularly challenging from a technical point of view, as the number of informed nodes increases only slowly towards the end of the process. In such cases, it is usually difficult to control the deviations of several involved random variables from their expectations. We
achieve this control with the aid of a modern and powerful tool from probability theory called Talagrand’s inequality [Tal95], which – to our knowledge – has not been applied before in the context of distributed computing problems. We believe that it could be widely applicable to the analysis of existing or future randomized protocols with several different degrees of dependency.

**Outline.** In Section 3.3.1 we collect and prove the basic properties of $G_{n,p}$ that will be important in the proof of Theorem 3.4, and introduce some necessary notation that will be used throughout. Finally, we present the “core” of the proofs, where the general strategy described above is converted to a rigorous argument.

**Notations.** For any graph $G$ with vertex set $V$ and any $v \in V$ let $\Gamma_G(v)$ be the set of neighbors of $v$ in $G$. If the underlying graph is clear, we will write $\Gamma(v)$. Moreover, for $S, S' \subseteq V$ we will denote by $e_G(S, S')$ the number of edges with one endpoint in each of $S, S'$.

### 3.3.1 Properties of $G_{n,p}$

Let $\alpha : \mathbb{N} \to \mathbb{R}$ be any function with the properties $\lim_{n \to \infty} \alpha(n) = \infty$ and $\alpha(n) \leq \frac{n}{\ln n}$ for every $n \in \mathbb{N}$ and let $p \geq \frac{\alpha(n) \ln n}{n}$. In this section we collect a few properties of $G_{n,p}$ that we will use in the proof of Theorem 3.4.

Note that for any $S \subset V$, the expected number of neighbors of any $v \in V \setminus S$ in $S$ is $p|S|$. The next lemma says that in $G_{n,p}$ for all large enough $S$ almost all vertices have roughly the right degree in $S$.

#### 3.5 Lemma. The random graph $G_{n,p}$ has w.h.p. the following property. For any subset $S$ of its vertices satisfying $|S| \geq \frac{n}{\alpha(n)}$, there is a set $X_S \subset V \setminus S$ that contains at most $4(\ln \alpha(n)+2)n$ vertices such that

$$\forall v \in (V \setminus S) \setminus X_S : |\Gamma_{G_{n,p}}(v) \cap S| = (1 \pm \frac{1}{2})p|S|.$$ 

**Proof.** Let $S$ be any fixed subset of the vertices such that $|S| \geq \frac{n}{\alpha(n)}$. Let $\varepsilon := \alpha(n)^{-1/2}$. We call a vertex $v \in V \setminus S$ violating with respect to $S$, if the number of its neighbors in $S$ is $> (1 + \varepsilon)p|S|$ or $< (1 - \varepsilon)p|S|$. Assume there exist more than $t := \frac{4(\ln \alpha(n)+2)n}{\ln n}$ vertices that are violating, and denote by $X_S$ the set consisting of those vertices.
Note that the expected number of neighbors in $S$ of a vertex is $p|S|$. By applying the Chernoff bounds, we obtain that the probability that a vertex is violating is for large $n$ at most $e^{-\varepsilon^2 p|S|/4}$. Moreover, the events that two distinct vertices are violating are independent, which implies that the probability that there are $t$ violating vertices is bounded from above by $e^{-\varepsilon^2 p|S|/4}$. Hence, as there are $\binom{n}{k} \leq \left(\frac{en}{k}\right)^k \leq (e\alpha(n))^k$ ways to choose a set $S$ of size $k$, the probability that there is a set of size $k$ such that there are $t$ violating vertices with respect to it is at most

$$\exp\left\{k(\ln \alpha(n) + 1) - \frac{\varepsilon^2 p k}{4} \cdot t\right\} = \exp\left\{k \left(\ln \alpha(n) + 1 - \frac{\varepsilon^2 p}{4} \cdot \frac{4(\ln \alpha(n) + 2)n}{\ln n}\right)\right\}.$$ 

This, combined with the bound $p \geq \frac{n\ln n}{\alpha(n)}$, can be estimated from above by $e^{-k}$. The proof is completed by summing this expression up for all $k \geq \frac{n}{\alpha(n)}$. \hfill \Box

The next statement considers a similar setting as before, with the difference that now $S$ might be very small. Here we show that the number of vertices that have many neighbors in $S$ is only $o(|S|)$.

**3.6 Lemma.** For any $\varepsilon \geq \alpha(n)^{-1/2}$, the random graph $G_{n,p}$ has w.h.p. the following property. For any subset $S$ of its vertices such that $|S| \leq \frac{n}{\alpha(n)}$ there is a set $X_S$ containing at most $|S|\varepsilon^{-1}\alpha(n)^{-1}$ vertices, such that

$$\forall v \in (V \setminus S) \setminus X_S : |\Gamma_{G_{n,p}}(v) \cap S| \leq \varepsilon pn.$$ 

**Proof.** The proof is similar to the proof of Lemma 3.5, except that here we have to deal with small sets $S$. We give the whole proof for the sake of completeness. We assume that $|S| \geq \varepsilon pn$, for otherwise the statement holds trivially.

Let $S$ be any fixed subset of the vertices such that $|S| \leq \frac{n}{\alpha(n)}$. We call a vertex $v \in V \setminus S$ violating with respect to $S$, if the number of its neighbors in $S$ is $> \varepsilon pn$. Assume there exist more then $t := \frac{|S|}{\varepsilon\alpha(n)}$ vertices that are violating, and denote by $X_S$ the set consisting of those vertices.

The expected number of neighbors in $S$ of a vertex $v \in V \setminus S$ is $p|S| = o(\varepsilon pn)$. A straightforward application of the Chernoff bounds then implies that the probability that a particular vertex is violating is for large $n$ at most
$e^{-\varepsilon pn}$. Hence, as the events that distinct vertices are violating with respect to $S$ are independent, the probability that there are $t$ such vertices is at most $e^{-\varepsilon pn \cdot t}$.

Note that the number of ways to choose $S$ of size $k$ is $\binom{n}{k} \leq \left(\frac{en}{k}\right)^k$. In conclusion, the probability that there is an $S$ with $t$ violating vertices is at most

$$\left(\frac{e}{k}\right)^k \exp\{k \ln n - \varepsilon pn \cdot t\} \leq \left(\frac{e}{k}\right)^k \exp\{k (\ln n - \ln n)\} = \left(\frac{e}{k}\right)^k.$$

The proof is completed by summing this expression up for all $\varepsilon pn \leq k \leq \frac{n}{\alpha(n)}$.

Finally, we need the following statement about the distribution of the edges in $G_{n,p}$. The lemma is a straightforward application of Chernoff bounds, and quite standard in the classical random graph theory. We include a short proof for completeness.

**3.7 Lemma.** The following holds w.h.p.

$$\forall S \subseteq V : e_{G_{n,p}}(S, V \setminus S) = |S|(n - |S|)p \left(1 \pm \frac{\sqrt{8 \ln n}}{\alpha(n)}\right).$$

**Proof.** For any $S \subseteq V$, the quantity $e_{G_{n,p}}(S, V \setminus S)$ is binomially distributed with expectation $|S|(n - |S|)p$. Call $S$ bad, if $e_{G_{n,p}}(S, V \setminus S)$ deviates from its expected value by more than $\sqrt{4|S|^2(n - |S|)p \ln n}$. As the statement of the lemma is symmetric in $S, V \setminus S$, it is sufficient to show it for $S$ such that $|S| \leq n/2$. For any fixed such $S$ we have

$$\frac{\sqrt{4|S|^2(n - |S|)p \ln n}}{|S|(n - |S|)p} = \sqrt{\frac{4 \ln n}{np(1 - |S|/n)}} \leq \sqrt{8 \ln n \cdot np} \leq \sqrt{8 \alpha(n)}.$$

By applying the Chernoff bounds we obtain that the probability that $S$ is bad is for large $n$ at most

$$\exp\left\{-\frac{4|S|^2(n - |S|)p \cdot \ln n}{3|S|(n - |S|)p}\right\} = \exp\left\{-\frac{4}{3} |S| \ln n\right\}.$$

As the number of ways to choose $S$ of size $k$ is at most $n^k$, we infer by summing over all $1 \leq k \leq n/2$ that w.h.p. there is no bad set $S$ in $G_{n,p}$. \hfill \Box

Note that in the special case that $|S| = 1$ in the above lemma, i.e., $S$ contains just a single vertex $v$, we obtain that

$$|\Gamma_{G_{n,p}}(v)| = e_{G_{n,p}}(S, V \setminus S) = (1 \pm 3\alpha(n)^{-1/2})pn.$$

We will use this fact without further reference.
3.3. PERFORMANCE AND ROBUSTNESS ON RANDOM GRAPHS

3.3.2 Proof of Theorem 3.4

Let $G$ be any graph with vertex set $V$ and let $p \geq \frac{\alpha(n)\ln n}{n}$, where $\alpha(n) \leq \ln^{1/9} n$ is any positive function such that $\lim_{n \to \infty} \alpha(n) = \infty$. Fix

$$\varepsilon := \alpha(n)^{-1/2}.$$ 

We say that $G$ is $p$-typical if it satisfies the following three conditions:

(I) For any $S \subseteq V$ such that $|S| \geq \frac{n}{\alpha(n)}$ there is a $X_S \subset V \setminus S$ such that $|X_S| \leq \frac{4(\ln \alpha(n)+2)n}{\ln n}$ and

$$\forall v \in (V \setminus S) \setminus X_S : |\Gamma_G(v) \cap S| = (1 \pm \varepsilon)p|S|.$$ 

(II) For any $S \subseteq V$ such that $|S| \leq \frac{n}{\alpha(n)}$ there is a $X_S \subset V \setminus S$ such that $|X_S| \leq \frac{|S|}{\varepsilon \alpha(n)}$ and

$$\forall v \in (V \setminus S) \setminus X_S : |\Gamma_G(v) \cap S| \leq \varepsilon pn.$$ 

(III) For all $S \subseteq V$

$$e_G(S, V \setminus S) = |S|(n - |S|)p \left(1 \pm \sqrt{8\varepsilon}\right).$$

We will denote by $T_n(p)$ the set of $p$-typical graphs on $V$. Note that Lemmas 3.5-3.7 guarantee that $G_{n,p}$ is w.h.p. $p$-typical. Hence, we shall restrict our attention only to graphs in $T_n(p)$.

Let us denote by $T_1(G)$ the first point in time where at least $\varepsilon n$ vertices are informed and $T_2(G)$ the first point in time where at least $(1 - \varepsilon)n$ vertices are informed. Our aim is to give bounds on $T(G)$ by bounding $T_1(G)$, $T_2(G) - T_1(G)$ and $T(G) - T_2(G)$ uniformly for every $G \in T_n(p)$. The following three lemmas do so. In the proofs we will several times assume that $n$ is sufficiently large so that the claimed inequalities hold, without explicitly mentioning that.

3.8 Lemma. Uniformly for $G \in T_n(p)$, with probability $1 - o(1)$ it holds that

$$|T_1(G) - \log_{1+q} n| \leq 18\sqrt{\varepsilon} \log_{1+q} n.$$
**Proof.** Let $G \in \mathcal{T}_n(p)$ and let $T'_1 = T'_1(G) \leq T_1(G) = T_1$ be the first time where the number of informed vertices exceeds $\ln^{1/4} n$. By Property (III) we have that if $n$ is large enough, then for any $0 \leq t < T'_1$, each vertex in $I(t)$ has at least $\frac{1}{2} \ln n$ neighbors outside $I(t)$. For $n$ large enough, the number of steps needed until a new vertex is informed is stochastically bounded from above by a geometric random variable with parameter $q/2$. Therefore, the probability that at least $k$ steps are needed until a new vertex is added is in the set of informed vertices is at most $(1 - q/2)^k$. With $b := 1/(1 - q/2)$ and $k := \lceil \log_b \ln n \rceil$, this probability is at most $1/\ln n$. We call the set of steps between two consecutive steps at which the set of informed vertices increases an *idle period*. Therefore, the probability that each one of the idle periods before $T'_1$ lasts for less than $k$ steps is at least $(1 - \frac{1}{\ln n})^{\ln^{1/4} n} \geq 1 - \frac{1}{\ln^{3/4} n}$, as there are no more than $\ln^{1/4} n$ idle periods before $T'_1$. Consequently, $T'_1 \leq k \ln^{1/4} n$ with probability at least $1 - \ln^{-3/4} n$. Observe that for $n$ that is sufficiently large the bound on $T'_1$ is at most $9\sqrt{\varepsilon} \log_{1+q} n$.

Next, we will show that with probability $1 - o(1)$, we have $T_1 - T'_1 \in (1 \pm 9\sqrt{\varepsilon}) \log_{1+q} n$, thus yielding the bound of the lemma. In particular, we will show that

$$\Pr\left(I(t+1) \in (1 + q \pm 7\sqrt{\varepsilon})I(t) \mid \ln^{1/4} n \leq I(t) < \varepsilon n\right) \geq 1 - o\left((\ln n)^{-1}\right).$$

(1)

The proof of the lemma is then completed by a repeated application of the above inequality. In particular, either there is a $t < (1 + 8\sqrt{\varepsilon}) \log_{1+q} n + T'_1$ such that $I(t) \geq \varepsilon n$, in which case there is nothing to show, or, with probability $1 - o(1)$,

$$I\left(\lceil (1 + 8\sqrt{\varepsilon}) \log_{1+q} n \rceil + T'_1\right) \geq (1 + q - 7\sqrt{\varepsilon})^{(1+8\sqrt{\varepsilon}) \log_{1+q} n} \geq \varepsilon n.$$

For all $t < (1 - 8\sqrt{\varepsilon}) \log_{1+q} n + T'_1$ we have

$$I(t+1) \in (1 + q \pm 7\sqrt{\varepsilon})I(t)$$

with probability $(1 - o((\ln n)^{-1}))^{(1-8\sqrt{\varepsilon}) \log_{1+q} n} = 1 - o(1)$, and therefore

$$I\left(\lceil (1 - 8\sqrt{\varepsilon}) \log_{1+q} n \rceil + T'_1\right) \leq 2 \ln^{1/4} n (1 + q + 7\sqrt{\varepsilon})^{(1-8\sqrt{\varepsilon}) \log_{1+q} n} < \varepsilon n.$$

So we showed that

$$(1 - 9\sqrt{\varepsilon}) \log_{1+q} n \leq \lceil (1 - 8\sqrt{\varepsilon}) \log_{1+q} n \rceil \leq T_1 - T'_1 \leq \lceil (1 + 8\sqrt{\varepsilon}) \log_{1+q} n \rceil \leq (1 + 9\sqrt{\varepsilon}) \log_{1+q} n.$$
In the remainder we prove equation (1). For every vertex \( v \in I(t) \) we define an indicator random variable \( N_v \) that equals 1 if \( v \) informs a vertex in \( U(t) \). Moreover, for every pair of distinct vertices \( v, v' \in I(t) \) let \( C_{v,v'} \) be the indicator variable that is equal to 1 if \( v \) and \( v' \) inform the same vertex in \( U(t) \). By the inclusion-exclusion principle we obtain that

\[
\sum_{v \in I(t)} N_v - \sum_{v,v' \in I(t)} C_{v,v'} \leq N(t + 1) \leq \sum_{v \in I(t)} N_v.
\]

Note that

\[
\mathbb{E}(N_v) = q \frac{|\Gamma(v) \cap U(t)|}{|\Gamma(v)|} \quad \text{and} \quad \mathbb{E}(C_{v,v'}) = q^2 \frac{|\Gamma(v) \cap \Gamma(v') \cap U(t)|}{|\Gamma(v)||\Gamma(v')|}.
\] (2)

We shall now show that \( N(t + 1) \in (1 \pm 7\sqrt{\varepsilon})I(t)q \) holds with the desired probability, which will complete the proof of equation (1). Before we proceed, let us make two auxiliary preparatory remarks. Note that by Property (III) of \( G \) we obtain for sufficiently large \( n \) that

\[
\forall v \in V : |\Gamma(v)| = (1 \pm 3\varepsilon)p n.
\]

This, together with equation (2) implies with a double counting argument that

\[
\sum_{v,v' \in I(t)} \mathbb{E}(C_{v,v'}) = \sum_{v,v' \in I(t)} q^2 \frac{|\Gamma(v) \cap \Gamma(v') \cap U(t)|}{(1 \pm 7\varepsilon)(pn)^2}
\]

\[
= \left( \frac{1 \pm 8\varepsilon}{(pn)^2} \right) q^2 \sum_{u \in I(t)} \left( \frac{|\Gamma(u) \cap I(t)|}{2} \right).
\]

We will use these facts in the remainder without further reference.

Recall that \( I(t) \geq \ln^{1/4} n \). We will first give tight bounds on the expectation of \( N(t + 1) \), and then apply the Hoeffding–Azuma inequality to show that \( N(t + 1) \) is sufficiently sharply concentrated around \( \mathbb{E}(N(t + 1)) \). By
using equation (2) we obtain for large \( n \) that

\[
E \left( \sum_{v \in \mathcal{I}(t)} N_v \right) = q \sum_{v \in \mathcal{I}(t)} \frac{|\Gamma(v) \cap \mathcal{U}(t)|}{(1 \pm 3\varepsilon)pn} = \frac{q}{pn} (1 \pm 4\varepsilon) e_G(\mathcal{I}(t), V \setminus \mathcal{I}(t)) \quad (\text{III}) \quad (1 \pm 8\varepsilon) I(t) q.
\]

Moreover, recall that

\[
\sum_{v, v' \in \mathcal{I}(t), v \neq v'} E(C_{v, v'}) = q^2 (1 \pm 8\varepsilon) \frac{2}{(pn)^2} \sum_{u \in \mathcal{U}(t)} \left( \frac{|\Gamma(u) \cap \mathcal{I}(t)|}{2} \right).
\]

We are going to estimate the last sum from above as follows. As \( G \in \mathcal{T}_n(p) \) we may infer the following.

- If \( I(t) \leq \frac{n}{\alpha(n)} \), then, by (II), there is a subset \( \mathcal{X} \subset V \setminus \mathcal{I}(t) \) such that \(|\mathcal{X}| \leq \sqrt{\varepsilon I(t)} \) and
  \[
  \forall v \in (V \setminus \mathcal{I}(t)) \setminus \mathcal{X} : |\Gamma(v) \cap \mathcal{I}(t)| \leq \varepsilon pn.
  \]

- If \( \frac{n}{\alpha(n)} \leq I(t) \leq \varepsilon n = \frac{n}{\alpha(n)1/2} \), then, by (I), there is \( \mathcal{X} \subset V \setminus \mathcal{I}(t) \) such that \(|\mathcal{X}| \leq \frac{4(\ln \alpha(n) + 2)n}{\ln n} \) and
  \[
  \forall v \in (V \setminus \mathcal{I}(t)) \setminus \mathcal{X} : |\Gamma(v) \cap \mathcal{I}(t)| \leq (1 + \varepsilon) p I(t) \leq 2\varepsilon pn.
  \]

So, in both cases we have for all \( v \in \mathcal{U}(t) \setminus \mathcal{X} \) that \(|\Gamma(v) \cap \mathcal{I}(t)| \leq 2\varepsilon pn \), and \(|\mathcal{X}| \leq \sqrt{\varepsilon I(t)} \). Moreover, by exploiting property (III) of \( G \) we obtain that for all \( v \in \mathcal{X} \) it holds \(|\Gamma(v) \cap \mathcal{I}(t)| \leq 2pn \). Using this, we can bound from above the sum on the right-hand-side of equation (4) by splitting it into two parts as follows.

\[
\sum_{u \in \mathcal{U}(t) \setminus \mathcal{X}} |\Gamma(u) \cap \mathcal{I}(t)|^2 \leq \sum_{u \in \mathcal{U}(t) \setminus \mathcal{X}} |\Gamma(u) \cap \mathcal{I}(t)|^2 + \sum_{u \in \mathcal{X}} |\Gamma(u) \cap \mathcal{I}(t)|^2 \leq \sum_{u \in \mathcal{U}(t) \setminus \mathcal{X}} |\Gamma(u) \cap \mathcal{I}(t)|^2 + \sqrt{\varepsilon I(t)} (2pn)^2.
\]
Note that $0 \leq |\Gamma(u) \cap \mathcal{I}(t)| \leq 2\varepsilon pn$ for every $u \in \mathcal{U}(t) \setminus \mathcal{X}$. Moreover $\sum_{u \in \mathcal{U}(t)} |\Gamma(u) \cap \mathcal{I}(t)| = e_G(\mathcal{I}(t), V \setminus \mathcal{I}(t))$. By the convexity of $x^2$, an upper bound on the above sum can be obtained if we choose $|\Gamma(u) \cap \mathcal{I}(t)| = 2\varepsilon pn$ for $e_G(\mathcal{I}(t), V \setminus \mathcal{I}(t))/(2\varepsilon pn)$ different $u$'s, and $|\Gamma(u) \cap \mathcal{I}(t)| = 0$ otherwise. We obtain

$$\sum_{u \in \mathcal{U}(t)} |\Gamma(u) \cap \mathcal{I}(t)|^2 \leq \frac{I(t)(n-I(t))p(2\varepsilon pn)^2}{\varepsilon pn} + \sqrt{\varepsilon I(t)} (2pn)^2 \leq \frac{9}{2} \sqrt{\varepsilon p^2 n^2 I(t)}.$$ 

By plugging this into equation (4) we obtain that

$$\sum_{v, v' \in \mathcal{I}(t) \atop v \neq v'} E(C_{v,v'}) \leq 5q^2 \sqrt{\varepsilon I(t)}.$$ 

Finally, combined with equation (3) this gives

$$(1 - 6\sqrt{\varepsilon}) I(t)q \leq E(N(t+1)) \leq (1 + 6\sqrt{\varepsilon}) I(t)q.$$ 

To complete the proof we will bound the probability that $N(t+1) \not\in I(t)q(1 \pm 7\sqrt{\varepsilon})$ by using the Hoeffding–Azuma inequality. Note that $N(t+1)$ can change by at most 1 if we modify one of the choices made by some vertex in $\mathcal{I}(t)$. So by applying Theorem 1.5 with $c_i = 1$ and $N = I(t)$ we obtain

$$\Pr \left( N(t+1) \not\in I(t)q(1 \pm 7\sqrt{\varepsilon}) \right) \leq \Pr \left( N(t+1) \not\in E(N(t+1)) \pm \sqrt{\varepsilon I(t)q} \right) \leq 2e^{-\frac{q^2 \varepsilon}{2} \ln^{1/4} n}.$$

In the next lemma we will consider the “intermediate” phase of the model between $T_1(G)$ and $T_2(G)$ for $G \in \mathcal{T}_n(p)$. Our general strategy is to bound the number $N(t)$ of vertices that get informed in the current round $t$ from below. For this, we first estimate $E(N(t))$ and then we use concentration inequalities (Theorem 1.5) to show that with sufficiently high probability $N(t)$ is very close to $E(N(t))$.

**3.9 Lemma.** Uniformly for all $G \in \mathcal{T}_n(p)$, with probability $1 - o(1)$ it holds that

$$T_2(G) - T_1(G) \leq 9\varepsilon^{-1} \ln \varepsilon^{-1},$$

and there are at least $\frac{m}{2\varepsilon}$ uninformed vertices at $T_2(G)$.
Proof. Let $G \in T_n(p)$. We will show that for $T_1(G) \leq t < T_2(G)$

$$I(t + 1) \geq I(t) \left(1 + \frac{q\varepsilon}{4}\right),$$  \hfill (5)

with probability at least $1 - e^{-q\varepsilon n/8}$. Let $b = 8\varepsilon^{-1}\ln \varepsilon^{-1}$. To see that this is sufficient for the first claim, note that if $"T_2(G) - T_1(G) \leq b"$, then there is nothing to prove. On the other hand, if $"T_2(G) - T_1(G) > b"$, then with (conditional) probability at least $(1 - e^{-q\varepsilon n/8})^{b+1} = 1 - o(1)$, for $[b]$ consecutive steps after $T_1(G)$ the recursion (5) holds. In turn, this implies with $1 + x > e^{x/2}$, which is valid for small enough $x > 0$, that

$$I(T_1(G) + \lceil b \rceil) \geq I(T_1(G)) \cdot \left(1 + \frac{\varepsilon}{4}\right)^{\lceil b \rceil} > \varepsilon n e^{b\varepsilon/8} > (1 - \varepsilon)n.$$  

Thus we obtain $T_2(G) - T_1(G) \leq b + 1 \leq 9\varepsilon^{-1}\ln \varepsilon^{-1}$. 

Now we turn to the proof of (5). Let $t$ be such that $T_1(G) \leq t < T_2(G)$. We will show that $N(t + 1)$ is not much smaller than its expected value. But first let us calculate $\mathbb{E}(N(t + 1))$. The model implies that the probability that any $v \in V \setminus I(t)$ does not belong to $\mathcal{N}(t + 1)$ is precisely

$$\prod_{u \in \Gamma(v) \cap I(t)} \left(1 - \frac{q}{|\Gamma(u)|}\right).$$

Next we make use of property (I) in the definition of $T_n(p)$: All vertices in $V \setminus I(t)$, apart from an exceptional set $\mathcal{X} = \mathcal{X}_t \subset V \setminus I(t)$ that contains at most $4(\ln \alpha(n) + 2)n/\ln n$ vertices, have $(1 \pm \varepsilon)pI(t)$ neighbors in $I(t)$. Using this and the above fact we infer that $\mathbb{E}(N(t + 1))$ is in

$$\sum_{v \in U(t) \setminus \mathcal{X}} \left(1 - \prod_{u \in \Gamma(v) \cap I(t)} \left(1 - \frac{q}{|\Gamma(u)|}\right)\right) \pm |\mathcal{X}|.$$  

Next we derive tight bounds for the product above. Firstly, observe that property (III) implies that for all $u \in I(t)$

$$|\Gamma(u)| = np \left(1 \pm 3\varepsilon\right).$$  \hfill (6)

Also, the definition of $\mathcal{X}$ implies for $v \in (V \setminus I(t)) \setminus \mathcal{X}$

$$|\Gamma(v) \cap I(t)| = (1 \pm \varepsilon)pI(t).$$  \hfill (7)
Recall that for \( x > 0 \) small enough we have \( e^{-x-x^2} \leq 1 - x \leq e^{-x} \). So the bounds in (6) and (7) imply that for \( v \in \mathcal{U}(t) \setminus \mathcal{X} \) we have

\[
\prod_{u \in \Gamma(v) \cap \mathcal{I}(t)} \left(1 - \frac{q}{|\Gamma(u)|}\right) = \exp \left(-\frac{qI(t)}{n} (1 \pm 5\varepsilon) \right) \left(1 - O \left(\frac{1}{np}\right)\right).
\]

As \( |\mathcal{U}(t) \setminus \mathcal{X}| = (n - I(t))(1 \pm \varepsilon) \), we obtain

\[
\mathbb{E} (N(t+1)) = n \left(1 - \frac{I(t)}{n}\right) \left(1 - e^{-\frac{qI(t)}{n}}\right)(1 \pm O(\varepsilon)).
\] (8)

We will bound the probability that \( |N(t+1) - \mathbb{E} (N(t+1))| > \varepsilon \mathbb{E} (N(t+1)) \) using the Hoeffding–Azuma inequality. Firstly, note that as \( \varepsilon < \frac{I(t)}{n} \leq 1 - \varepsilon \), we have \( \mathbb{E} (N(t+1)) \geq q \varepsilon^2 n/2 \), for \( n \) sufficiently large. Moreover, if we change only one of the random choices of the vertices in \( \mathcal{I}(t) \), then \( N(t+1) \) changes by at most 1. Thus, a simple application of Theorem 1.5 with \( c_k = 1 \) and \( N = I(t) \) yields

\[
\Pr \left(|N(t+1) - \mathbb{E} (N(t+1))| \leq \varepsilon \mathbb{E} (N(t+1))\right) \leq 2 \exp \left(-\frac{\varepsilon^2 \mathbb{E}^2 (N(t+1))}{2I(t)}\right) \leq 2 \exp \left(-\frac{q^2 \varepsilon^6 n}{8}\right).
\]

So, for \( n \) sufficiently large, we obtain that

\[
N(t+1) = n \left(1 - \frac{I(t)}{n}\right) \left(1 - e^{-\frac{qI(t)}{n}}\right)(1 \pm \sqrt{\varepsilon})\] (9)

with probability at most \( 2 \exp \left(-\frac{q^2 \varepsilon^6 n}{8}\right) \). This identity enables us to write a recursive formula concerning the evolution of the number of informed vertices. Recall that for all \( 0 < x < 1 \), we have \( 1 - e^{-x} \geq x/2 \). (9) implies that

\[
I(t+1) \geq I(t) + n \left(1 - \frac{I(t)}{n}\right) \frac{qI(t)}{2n} (1 - \sqrt{\varepsilon}) = I(t) \left(1 + \frac{q}{2} \left(1 - \frac{I(t)}{n}\right) (1 - \sqrt{\varepsilon})\right).
\] (10)
Since $I(t) \leq (1 - \varepsilon)n$, it follows that for $n$ large enough
\[
\frac{q}{2} \left( 1 - \frac{I(t)}{n} \right) (1 - \sqrt{\varepsilon}) \geq \frac{\varepsilon q}{2} (1 - \sqrt{\varepsilon}) \geq \frac{\varepsilon q}{4}.
\]

By substituting this bound into (10) we obtain (5).

What remains is to show the second statement of the lemma. This follows readily from (9). Indeed, observe first that $U(t) = n \left( 1 - \frac{I(t)}{n} \right)$. So, for $n$ large enough
\[
U(T_2(G)) = U(T_2(G) - 1) - N(T_2(G)) \geq U(T_2(G) - 1)e^{-qI((T_2(G) - 1))/n} (1 - e\sqrt{\varepsilon}) \geq \frac{\varepsilon n}{2e^q}.
\]

Finally, we proceed by bounding $T(G) - T_2(G)$, for $G \in \mathcal{T}_n(p)$. Recall that the main strategy in the previous argument was to show that the number $N(t + 1)$ of vertices that become informed by $\mathcal{I}(t)$ in round $t + 1$ is close to its expected value. To achieve this, we exploited the fact that in $G$, apart from a small exceptional set set, all vertices have the “right” degree in $\mathcal{I}(t)$. This argument is unfortunately not applicable in the proof of the next lemma: for $t > T_2(G)$, the set $V \setminus \mathcal{I}(t)$ of not yet informed vertices can become much smaller than $\mathcal{X}$, which makes our bounds useless. So we need to argue somehow differently. An additional difficulty is that we are not able to apply the Hoeffding–Azuma inequality in a meaningful way. Note that for $t > T_2(G)$ the quantity $I(t)$ is already of linear order, but the number $N(t + 1)$ of newly informed vertices at step $t + 1$ may become very small. In this case, the Hoeffding–Azuma inequality gives a trivial upper bound and thus the need for a stronger concentration inequality.

3.10 Lemma. Uniformly for all $G \in \mathcal{T}_n(p)$, with probability $1 - o(1)$
\[
\left| (T(G) - T_2(G)) - \frac{1}{q} \ln n \right| \leq \varepsilon^{1/3} \ln n.
\]

Proof. We will split the interval between $T_2(G)$ and $T(G)$ into two subintervals. In particular, let $T'(G)$ be the first time after $T_2(G)$ where at most $\ln^{1/2} n$ uninformed vertices remain. We will give separate bounds for $T'(G) - T_2(G)$ and $T(G) - T'(G)$. 
3.3. PERFORMANCE AND ROBUSTNESS ON RANDOM GRAPHS

Let us start with the latter case, as it is the easier of the two. Let $U(t)$ denote the number of vertices that are still uninformed after the $t$th round. Let $t \geq T'(G)$. Since $np > \alpha(n) \ln n$, it follows from property (III) that for every $v \in U(t)$ we have for $n$ large enough $|\Gamma(v) \cap I(t)| \geq np(1 - 3\varepsilon) - \ln^{1/2} n \geq np(1 - 4\varepsilon)$. So, the probability that a given uninformed vertex remains uninformed in the next round is for large $n$

$$
\left(1 - \frac{q}{np(1 + 3\varepsilon)}\right)^{np(1-4\varepsilon)} \leq e^{-\frac{q}{1+\varepsilon} \ln n} \leq \frac{2}{e^q}.
$$

Therefore, the probability that such a vertex remains uninformed for at least $\ln^{1/2} n$ steps after $T'(G)$ is at most $(2/e^q)\ln^{1/2} n$. This implies that the expected number of vertices that remain uninformed for at least $\ln^{1/2} n$ steps after $T'(G)$ is at most $\ln^{1/2} n(2/e^q)\ln^{1/2} n \leq (2/e^q)\ln^{1/3} n = o(1)$. That is, with probability at least $1 - (2/e^q)\ln^{1/3} n$, we have $T(G) - T'(G) < \ln^{1/2} n$.

The bound on $T'(G) - T_2(G)$ is significantly more complex. We will show that if $t$ is such that $U(t) > \ln^{1/2} n$, then

$$
U(t + 1) = U(t)e^{-q(1 + 50\sqrt{\varepsilon})},
$$

with probability at least $1 - e^{-q\varepsilon\ln^{1/2} n/40} \geq 1 - e^{-\ln^{1/3} n}$. So if $T'(G) - T_2(G) > \frac{b_1}{q}$, where $b_1 := \ln n + 55\sqrt{\varepsilon} \ln n$, then with conditional probability at least $(1 - e^{-\ln^{1/3} n})^{\frac{b_1}{q}} = 1 - o(1)$ we have

$$
U\left(T_2(G) + \left\lceil \frac{b_1}{q} \right\rceil\right) \leq U(T_2(G))e^{-b_1(1 + 50\sqrt{\varepsilon})^{\frac{1}{q}}(b_1 + 1)}.
$$

For large $n$

$$
(1 + 50\sqrt{\varepsilon})^{\frac{1}{q}(b_1 + 1)} \leq e^{\frac{55}{q}\sqrt{\varepsilon}\ln n}.
$$

Also, $U(T_2(G)) \leq \varepsilon n$, which together with the above facts implies that

$$
U\left(T_2(G) + \frac{1}{q}(b_1 + 1)\right) \leq \varepsilon n.
$$

So, we may conclude that

$$
T'(G) < T_2(G) + \frac{1}{q}(b_1 + 1).
$$
Similarly, if we assume that $T'(G) - T_2(G) < \frac{b_2}{q}$, where $b_2 := \ln n - 55\sqrt{\varepsilon} \ln n$, then with conditional probability at least $(1 - e^{-q\varepsilon \ln(1/2)n/40})^{\frac{b_2}{q}+1} = 1 - o(1)$ we have

$$U \left( T_2(G) + \left\lceil \frac{b_2}{q} \right\rceil \right) \geq U(T_2(G)) e^{-b_2 - 1} (1 - 50\sqrt{\varepsilon})^{\frac{b_2}{q}+1}.$$ 

As $U(T_2(G)) \geq \frac{en}{2e}$ holds by Lemma 3.9 with probability $1 - o(1)$, a similar calculation as above shows that

$$U \left( T_2(G) + \left\lceil \frac{b_2}{q} \right\rceil \right) \geq e^{\sqrt{\varepsilon} \ln n} \gg \ln^{1/2} n.$$ 

Thus, $\left| T'(G) - T_2(G) - \frac{1}{q} \ln n \right| \leq \frac{1}{q} 55\sqrt{\varepsilon} \ln n + 2$, which concludes the proof of the lemma.

It remains to show equation (11). As an auxiliary preparation we will show that “most” vertices in $U(t)$ have the “right” degree in $I(t)$, by arguing that if this was not the case, then there would be a significant deviation in the number of edges between $I(t)$ and $U(t)$. More precisely, let

$$\mathcal{X} = \left\{ v \in U(t) : |\Gamma(v) \cap I(t)| < (1 - 3\sqrt{\varepsilon})pn \right\}.$$ 

In what follows, we argue that

$$|\mathcal{X}| \leq 3\sqrt{\varepsilon}(n - I(t)). \tag{12}$$

Indeed, as we assumed that $G \in \mathcal{I}_n(p)$, property (III) guarantees that $e_G(I(t), V \setminus I(t)) \geq I(t)(n - I(t))p(1 - 3\varepsilon)$. Moreover, it also implies that every vertex $v$ has degree at most $(1 + 3\varepsilon)pn$. Therefore

$$e_G(I(t), V \setminus I(t)) < |\mathcal{X}|(1 - 3\sqrt{\varepsilon})pn + (1 + 3\varepsilon)(n - I(t) - |\mathcal{X}|)pn.$$ 

By putting the upper and the lower bounds together we obtain

$$I(t)(n - I(t))p(1 - 3\varepsilon) \leq -3|\mathcal{X}|pn(\sqrt{\varepsilon} + \varepsilon) + (1 + 3\varepsilon)(n - I(t))pn,$$

which implies with $I(t) \geq (1 - \varepsilon)n$ that

$$1 - 4\varepsilon \leq -3 \frac{|\mathcal{X}|}{n - I(t)}(\sqrt{\varepsilon} + \varepsilon) + (1 + 3\varepsilon).$$

An elementary calculation shows that the claimed equation (12) holds.
Now let $v \in \mathcal{U}(t) \setminus \mathcal{X}$. The probability that $v$ becomes informed in the next round is

\[
1 - \prod_{u \in \Gamma(v) \cap I(t)} \left( 1 - \frac{q}{|\Gamma(u)|} \right) = 1 - \left( 1 - \frac{q}{pn(1 \pm 3\varepsilon)} \right)^{pn(1 \pm 3\sqrt{\varepsilon})} = 1 - \frac{1}{e^q} \left( 1 \pm 7\sqrt{\varepsilon} \right).
\]

By linearity of expectation, for $n$ large enough we obtain

\[
E(N(t+1)) = (n - I(t)) \left( 1 - \frac{1}{e^q} \right) (1 - 7\sqrt{\varepsilon}) \pm 3\sqrt{\varepsilon}(n - I(t)) = (n - I(t)) \left( 1 - \frac{1}{e^q} \right) (1 \pm 14\sqrt{\varepsilon}).
\]

(13)

Next we will show that $N(t+1)$ is with sufficiently high probability close to its expected value. Note that the Hoeffding–Azuma inequality does not give any meaningful bounds, as the number of the independent random variables is $I(t) \geq (1 - \varepsilon)n$, while the expected value of $N(t+1)$ is proportional only to $n - I(t)$. The latter will eventually become so small that the exponent in the Hoeffding–Azuma inequality is $o(1)$, thus yielding a trivial bound. To bypass this problem, we will use Talagrand’s inequality (Theorem 1.6). Note first that the bounded differences condition a. is satisfied, that is, changing one random choice can change $N(t+1)$ by at most 1. Regarding the second condition, b., note that if $N(t+1) = r$, then there must be at least $r$ vertices in $I(t)$ that have informed the vertices in $N(t+1)$. Therefore, we may take $\psi(r) = \lceil r \rceil$ and with $m(N(t+1))$ denoting the median of $N(t+1)$, we deduce for any $x > 0$ that

\[
\Pr(|N(t+1) - m(N(t+1))| > x) \leq 4 \exp \left( -\frac{x^2}{4(m(N(t+1)) + x)} \right) \leq 4 \exp \left( -\frac{x^2}{4(2 E(N(t+1)) + x)} \right),
\]

where in the last inequality we have used the fact that $E(N(t+1)) \geq m(N(t+1)) \Pr(N(t+1) > m(N(t+1))) \geq m(N(t+1))/2$, which implies that $m(N(t+1)) \leq 2 E(N(t+1))$. However, we need to argue about the distance of $m(N(t+1))$ from $E(N(t+1))$. We will use Proposition 1.7. The triangle
inequality yields:

\[
\begin{align*}
|N(t+1) - \mathbb{E}(N(t+1))| &= |N(t+1) - m(N(t+1)) + m(N(t+1)) - \mathbb{E}(N(t+1))| \\
&\leq |N(t+1) - m(N(t+1))| + |\mathbb{E}(N(t+1)) - m(N(t+1))| \\
&= |N(t+1) - m(N(t+1))| + O \left( \sqrt{\mathbb{E}(N(t+1))} \right).
\end{align*}
\]

Proposition 1.7

Since \( \alpha(n) \leq \ln^{1/9} n \), we have \( \sqrt{\mathbb{E}(N(t+1))} = o(\sqrt{\varepsilon} \mathbb{E}(N(t+1))) \). Therefore, for sufficiently large \( n \)

\[|N(t+1) - \mathbb{E}(N(t+1))| > x \Rightarrow |N(t+1) - m(N(t+1))| > x - \sqrt{\varepsilon} \mathbb{E}(N(t+1)).\]

Using this in (14) with \( x = \sqrt{\varepsilon} \mathbb{E}(N(t+1)) \) we obtain

\[
\Pr(|N(t+1) - \mathbb{E}(N(t+1))| > 2\sqrt{\varepsilon} \mathbb{E}(N(t+1))) \leq 4 \exp \left( -\frac{\varepsilon \mathbb{E}(N(t+1))}{4(2 + \sqrt{\varepsilon})} \right).
\]

Since \( n - I(t) \geq \ln^{1/2} n \), by (13) we obtain that, say, \( \mathbb{E}(N(t+1)) \geq \frac{q \ln^{1/2} n}{3} \).

So, for large \( n \), the above bound becomes

\[
\Pr(|N(t+1) - \mathbb{E}(N(t+1))| > 2\sqrt{\varepsilon} \mathbb{E}(N(t+1))) \leq \exp \left( -\frac{q \varepsilon \ln^{1/2} n}{40} \right).
\]

By putting everything together we obtain that with probability at least \( 1 - e^{-q \varepsilon \ln^{1/2} n/40} \)

\[
N(t+1) = (n - I(t)) \left( 1 - \frac{1}{e^q} \right) (1 \pm 16\sqrt{\varepsilon}).
\]

So there remain \((U(t))e^{-q}(1 \pm 50\sqrt{\varepsilon})\) vertices uninformed in \(U(t)\) after one additional step of the protocol. This proves equation (11). \( \square \)

The bounds obtained in Lemmas 3.8–3.10 imply Theorem 3.4, thus concluding our proof.

**Indication of source.** The content of this section has been previously published in [FHP10], parts of the special case \( q = 1 \) of it in [FHP09].
Chapter 4

Quasirandom Rumor Spreading on the Complete Graph

4.1 Introduction

The results presented in Chapter 3 show that randomized rumor spreading is a very powerful approach to dissemination problems. However, taking all decisions independently at random also has some unwanted effects. For example, a vertex may contact one of its neighbors twice before contacting all of its other neighbors. This may only be a minor problem for dense graphs such as the complete graph, but for sparse graphs it may increase the broadcast time significantly. For example, let $G$ be a star on $n$ vertices, i.e., a graph with one central vertex such that all other vertices have this vertex as their only neighbor. Clearly, any dissemination process where each vertex can send out at most one transmission per round needs at least $n - 1$ rounds, simply because the central vertex has $n - 1$ neighbors that cannot be informed by other vertices. However, due to the coupon collector effect, randomized rumor spreading on the star needs $\Theta(n \log n)$ rounds.

This type of imbalance in informing one’s neighbors may be avoided by choosing the destination of the current transmission uniformly at random from those neighbors which have not yet been contacted by the originating vertex. However, this requires tracking all previously sent messages and is therefore less desirable. Motivated by the paradigm of quasirandomness, Doerr, Friedrich, and Sauerwald [DFS08] suggested the following quasirandom rumor spreading protocol. In this model, each vertex is equipped with a cyclic permutation (list) of its neighbors. As before, the protocol proceeds
in rounds, and all informed vertices participate in the dissemination process. However, each vertex only directs its first transmission to a random neighbor. Subsequently, it informs the successors of the first addressee on its list. We shall not make any assumptions about the structures of these cyclic lists. Now each vertex makes only one random choice, namely during the round at which it is informed.

The work of Doerr, Friedrich, and Sauerwald initiated a study of the quasirandom rumor spreading model, and showed that this model is efficient in the following sense. For the complete graph, the hypercube and the random graph they showed that all nodes are informed within $O(\log n)$ rounds, with probability $1 - o(1)$, independently of the particular choice of the lists.

We will sketch briefly the connection of this work to the general concept of quasirandomness. The main underlying idea is to imitate particular properties of a random process deterministically. This concept occurs in several areas of mathematics and computer science. Prominent examples are low-discrepancy point sets and Quasi-Monte Carlo Methods (see, e.g., [Nie92]). A particular example that inspired quasirandom rumor spreading is a quasirandom analogue of random walks, the rotor-router model introduced by Priezzhev, Dhar, Dhar, and Krishnamurthy [PDDK96]. This was later popularized by Propp (see, e.g., [CS06, CDFS08, CDST07, HLM+08]) and became known as the Propp machine. To imitate the property of a random walk that many visits to a vertex result in a balanced number of moves going from it to each of its neighbors, each vertex is equipped with a rotor always pointing to a neighbor together with a cyclic permutation of the neighbors. A walk arises from leaving the current vertex in the rotor direction and then updating the rotor to the next neighbor according to the order given by the permutation. Some beautiful results exist on this model. Particularly, Cooper and Spencer [CS06] showed that if an arbitrary large population of particles does such a quasirandom walk on an infinite grid $\mathbb{Z}^d$, then under some mild conditions the number of particles on any vertex at each time deviates from the corresponding expected value by only a constant $c_d$. This constant is independent of the number of particles, their initial position, and the cyclic permutations used by the rotors. For example in the case $d = 1$, that is the graph being the infinite path, the best possible constant is $c_1 \approx 2.29$ [CDST07]. For the two-dimensional grid, the best possible constant $c_2$ satisfies $c_2 < 8.03$ [DF09].

Before analyzing the quasirandom protocol, let us discuss it from an implementation point of view. From a theory perspective, we immediately note
that the quasirandom model requires each vertex to store the permutation of its neighbors, which may utilize up to $\Theta(n \log n)$ bits. This is not necessary for the fully random model. However, we may assume that in most networks each vertex already has some list or array of its neighbors, since the information regarding how to contact a neighbor must be stored somewhere. In this scenario, the use of the lists does not increase the complexity. Rather, it appears that the quasirandom protocol needs less resources. In particular, it requires significantly fewer random bits. This is beneficial if we consider randomness costly, and useful if we want to trace an actual run of the protocol.

The core question to be answered is whether the quasirandom protocol works well even if we are not permitted to design the lists. Surprisingly, the answer is yes. For any selection of lists that can be present at each vertex, $O(\log n)$ rounds suffice with high probability to inform all the vertices of a complete graph $K_n$, a hypercube $Q_n$, an expander graph on $n$ vertices (some extra conditions are needed here), or a random graph $G(n, p)$ with $p \geq (1 + \varepsilon)(\ln n)/n$ [DFS08, DFS09]. Naturally, the lower bound of $\log_2 n$ rounds valid for the fully random model also holds for the quasirandom model. Once again these bounds fall within the right order of magnitude.

In some settings, we observe better broadcast times than in the classical model. One example is the random graph with edge probability $p = (\ln n + \omega(1))/n$ only minimally above the connectivity threshold. Nevertheless, with probability $1 - o(1)$, the random graph is such that with high probability the quasirandom protocol needs only $O(\log n)$ rounds independent of the starting point [DFS08]. This is a notable advantage over the fully random model. Feige, Peleg, Raghavan, and Upfal [FPRU90] demonstrate that for $p = (\ln n + O(\log \log n))/n$, the random graph with probability $1 - o(1)$ is such that $\Theta(\log^2 n)$ rounds are necessary to spread the rumor with high probability. The bounds obtained for arbitrary graphs are also superior for the quasirandom model. For the fully random model, we saw in Section 3.1 that $12n \ln n$ and $O(\Delta(G)(\text{diam}(G) + \log n))$ rounds suffice to inform all vertices of an $n$-vertex graph $G$ with high probability [FPRU90]. For the quasirandom model, it is easily proven that after $2n - 3$ or $\Delta(G) \text{diam}(G)$ rounds, all vertices are informed with probability one.

The above results show that the broadcast time of the quasirandom rumor spreading protocol on the complete graph is quite well understood. Together with the experimental investigation [DFKS09], all results indicate that the quasirandom protocol achieves comparable or better broadcast times than the
random model. In Section 4.3 we investigate the equally important aspect of robustness. Since it would typically seem that robustness of randomized algorithms is caused by the large number of independent random decisions taken by the algorithm, one might expect that the quasirandom protocol is less robust. The experimental evaluation in [DFKS09] debunks this assertion. For both the hypercube and the complete graph on $2^{12}$ vertices, it was observed that if messages sent across the network using either protocol get lost with probability $\frac{1}{2}$, the broadcast time increases by a factor of between 1.8 and 1.9.

The only theoretical result pertaining to robustness is the one in [DFS09]. Let $G$ be a graph, $T \in \mathbb{N}$ and $\gamma \geq 1$ such that the quasirandom protocol independent of the starting vertex with probability $1 - n^{-\gamma}$ succeeds in informing all other nodes within $T$ rounds. Then in the presence of transmission failures (independently chosen with probability $1 - p$), independent of the starting vertex, $4\gamma(1/p)T$ rounds of a modified quasirandom protocol suffice to inform all vertices with probability $1 - 2n^{-\gamma}$. The modification of the protocol needed to prove this result is that the recipient of a message returns a feedback message to the sender (which also gets lost with probability $1 - p$). Whenever the sender does not receive a feedback message, he tries to reach the same addressee in the next round. With this modification, however, the result is slightly weaker, in particular because the feedback modification makes the protocol significantly less simple.

In addition, the robustness result in [DFS09] leaves room for constant factor differences between the random and the quasirandom models in the presence of transmission faults.

**Our results.** The focus of this chapter is to investigate how long it takes until some rumor initially known only to a single vertex is broadcast to all other vertices. We adopt a worst-case view in that we aim at bounds that are independent of all the lists. Let $S(n)$ denote the number of rounds that are needed until all vertices of the complete graph with $n$ vertices are informed. Note that always $\log_2 n \leq S(n) \leq n$. As mentioned above, Doerr, Friedrich, and Sauerwald [DFS08] proved that $S(n) \leq C \ln n$ with probability $1 - o(1)$, for some constant $C > 0$. In [ADHP09], we proved sharper bounds analogous to those by Frieze and Grimmett [FG85], that is, we showed that with probability $1 - o(1)$ we have $S(n) = (1 \pm o(1))(\log_2 n + \ln n)$. This result will be strengthened in Section 4.2. In particular, we show that for
any function $\omega : \mathbb{N} \to \mathbb{R}$ such that $\omega(n) \to \infty$ as $n \to \infty$ we have

$$\log_2 n + \ln n - 4 \ln \ln n \leq S(n) \leq \log_2 n + \ln n + \omega(n)$$

with probability $1 - o(1)$. Together with the result by Pittel [Pit87] described in Section 3.1, this result demonstrates that irrespectively of the choice of lists quasirandom rumor spreading is as fast as randomized rumor spreading. At the same time it reduces the number of random bits from $O(\log^2 n)$ to only $\lceil \log_2 n \rceil$ per vertex. This work has been published in [FH09a, FH09b].

In Section 4.3, we offer a detailed investigation of the robustness of quasirandom rumor spreading on the complete graph. We use the following model of lossy communication, which was analyzed in [HKP+05]. We assume that each message reaches its target with a certain probability $p \in [0,1]$ independently for all transmissions. Note that we do not assume that the sender is notified of a transmission failure. We show that for all $\varepsilon > 0$ and $p \in [0,1]$ the quasirandom rumor spreading protocol with arbitrary lists, despite independent message losses occurring with probability $1 - p$, succeeds with probability at least $1 - n^{-pe/40}$ in informing all other vertices from a given vertex in time at most $(1 + \varepsilon)(\log_{1+p} n + \frac{1}{p} \ln n)$. A short version of this work appeared in [DHL09], see also [DHL]. For $p = 1$, this result coincides with the bound of $(1 + o(1))(\log_2 n + \ln n)$ proved in [ADHP09].

This result is interesting for two reasons. Firstly, it shows that the quasirandom protocol is even more robust than previous results indicate. Note that the above bound is strictly better than $\frac{1}{p}(1 + o(1))(\log_2 n + \ln n)$, that is, $\frac{1}{p}$ times the bound for the case without faulty transmissions. For example, for $p = 1/2$, the runtime increases by a factor of about 1.828 only. Secondly, our results imply that the quasirandom protocol is at least as robust as the classical one, as we showed that the corresponding slow-down for the fully random protocol is at least this factor in Section 3.2.

**Precise description of the model and notations.** Let $G = (V, E)$ be a finite and connected graph and let $n := |V|$ be the number of vertices. We associate with each vertex $v \in V$ a cyclic ordering (list) of the neighbors of $v$. As randomized rumor spreading, quasirandom rumor spreading also proceeds in rounds or steps. We assume that each vertex $v \in V$ has a pointer which always points to the vertex which is to be informed at the next step if $v$ is informed.
We assume that in the beginning only one vertex $s \in V$ is aware of the information. Initially, it selects a position in its list uniformly at random and puts its pointer there. During the first round, $s$ informs the vertex which is at this position and, subsequently, moves its pointer to the next position. That is, if the pointer was in position $i$, it moves to position $i + 1 \mod d(s)$, where $d(s)$ denotes the degree of $s$. Now the newly informed vertex chooses at random a position in its own cyclic ordering. More generally, assume that after $t \geq 1$ rounds there are $I(t)$ informed vertices, and let $\mathcal{I}(t)$ denote their set (also $\mathcal{I}(0) = \{s\}$). At the $(t + 1)$st step, each $v \in \mathcal{I}(t)$ informs the vertex that is indicated by its pointer (if the latter is uniformed) and, then, it moves the pointer to the next position. Let $\mathcal{N}(t + 1)$ denote the set of newly informed vertices, and let $\mathcal{N}(t + 1) = |\mathcal{N}(t + 1)|$. So we have $\mathcal{I}(t + 1) = \mathcal{I}(t) \cup \mathcal{N}(t + 1)$. At the end of the $(t + 1)$st round, each $v \in \mathcal{N}(t + 1)$ selects uniformly at random a position in its list and places its pointer there.

### 4.2 Quasirandom Rumor Spreading as Fast as Randomized Rumor Spreading

In this section, we present a tight analysis of the rumor spreading under the quasirandom model on the complete graph and show that its evolution is very close to the evolution of the randomized model. We will prove an (almost) analogue of the bound that Pittel [Pit87] gave for the randomized model (see Section 3.1). Let $G = (V, E)$ be the underlying complete graph and let $n := |V|$ be the number of vertices. For the ease of the notation let us assume $V = [n]$. For the simplicity of our calculations, we assume that any given vertex can also contact itself. We associate with each vertex $v \in V$ a cyclic ordering of $V$, which we denote by $\ell(v)$. This determines the order in which a vertex informs the other vertices according to the process described above for general graphs. We let $\mathcal{L} = \{\ell(v)\}_{v \in V}$ and refer to the pair $\mathcal{Q}_n := (V, \mathcal{L})$ as a quasirandom rumor spreading configuration. We assume without loss of generality that the initially informed vertex is $1$. Let

$$S(n) := \min\{t \geq 0 : I(t) = n\},$$

which is the number of steps needed until all vertices have been informed in a quasirandom rumor spreading configuration $\mathcal{Q}_n$. The main theorem of this section is as follows.
4.1 Theorem. Given a quasirandom rumor spreading configuration $Q_n$ and any function $\omega : \mathbb{Z}^+ \rightarrow \mathbb{R}$ with $\lim_{n \to \infty} \omega(n) = \infty$, with probability $1 - o(1)$,

$$\log_2 n + \ln n - 4 \ln \ln n \leq S(n) \leq \log_2 n + \ln n + \omega(n).$$

Sketch of the proof. The proof of the theorem is based on splitting the set of rounds into consecutive phases. We show that during the first three phases the number of informed vertices at each step nearly doubles. These phases last until the number of informed vertices becomes very close to $n$ (but still $o(n)$) and yield the $\log_2 n$ term in the above theorem. Thereafter, there is an intermediate phase where the vast majority of the vertices are informed, leaving no more than $ne^{-\omega(n)/2}$ uninformed vertices with probability $1 - o(1)$. During the subsequent phase, which lasts for approximately $\frac{1}{2} \ln n$ rounds, we show that in each round the number of uninformed vertices decreases approximately by a factor of $e^{-1}$. We deduce the upper bound in Theorem 4.1 by looking at the contents of the lists of the informed vertices within length $\frac{1}{2} \ln n$ after the current position of their pointer and proving that they cover all the uninformed vertices with high probability. In other words, if we let the system run for another $\frac{1}{2} \ln n$ steps, then all vertices will have been informed with probability $1 - o(1)$. As far as the lower bound is concerned, we condition on the number of uninformed vertices just after the third phase (recall that this number is still almost equal to $n$) and then we couple the process with a process in which all the uninformed vertices make their random choices simultaneously, and we look at the segments of length (approximately) $\ln n - 4 \ln \ln n$ after the positions of the pointers. The number of vertices which do not belong to any of these segments is stochastically smaller than the number of uniformed vertices after $\log_2 n + \ln n - 4 \ln \ln n$ steps in the original process. We use Chebyshev’s inequality to show that the former is positive with probability $1 - o(1)$ and the lower bound in Theorem 4.1 follows. In summary, we show that the quasirandom broadcasting method has essentially the same evolution as the randomized method, as presented in detail by Pittel in [Pit87].

Organization of the proof. In Section 4.2.1, we analyze the first three phases. Here we show that during each round the number of informed vertices almost doubles. In Section 4.2.2, we present the basic tools with which we analyze the fourth and fifth phases. In Section 4.2.3, we present the proof
of the upper bound of Theorem 4.1, and we conclude with the proof of the lower bound in Section 4.2.4.

### 4.2.1 Nearly Doubling of $I(t)$ During the Early Stages

**Phase 1: $t < \frac{1}{2} \log_2 \frac{n}{\ln^2 n}$**

With Phase 1 we denote the rumor spreading process up to round $t_1 := \lfloor \frac{1}{2} \log_2 \frac{n}{\ln^2 n} \rfloor$. We show that during each of the steps $t < t_1$ the number of informed vertices actually doubles with probability $1 - o(1)$. Therefore, at the end of this phase the number of informed vertices is $2^{t_1}$.

First, note that $t_1 < \frac{1}{2} \log_2 n < \ln n$. With $L := \lfloor 3 \ln n \rfloor$, let $\ell_L(v)$ denote the segment of length $L$ in $\ell(v)$ that starts at the position which $v$ selects randomly. That is, if $v$ selects position $i$, then $\ell_L(v)$ consists of the vertices in $\ell(v)$ which are located at positions $\{i, i+1 \mod n, \ldots, i+L-1 \mod n\}$.

Observe that the number of informed vertices during each of the first $t_1$ steps doubles if

1. for all distinct $v, v' \in I(t_1)$ we have $\ell_L(v) \cap \ell_L(v') = \emptyset$, and
2. for all $v \in I(t_1)$ we have $1 \not\in \ell_L(v)$.

Note that this implies that every $v \in I(t_1) \setminus \{1\}$ is contacted by exactly one vertex from $I(t_1)$, and therefore there exists exactly one $v' \in I(t_1)$ such that $v \in \ell_L(v')$.

We will show inductively that this event occurs with probability $1 - o(1)$. For this purpose, we let $\mathcal{E}_t$ be the event that is defined by these two conditions taken up to step $t$ instead of $t_1$.

Note that, as far as the first round is concerned, it suffices to show that the second part of the event occurs with high probability, as there is only one vertex initially, namely vertex 1, which is aware of the rumor. So

$$\Pr(\mathcal{E}_0) = \Pr(1 \not\in \ell_L(1)) \geq 1 - \frac{3 \ln n}{n}. \tag{1}$$

Let us assume now that for $1 \leq t \leq t_1$ the event $\mathcal{E}_{t-1}$ is realized. Then $N(t) = I(t-1) = 2^{t-1}$. Let us fix an ordering on $\mathcal{N}(t)$ according to which we expose the random choices of the vertices in $\mathcal{N}(t)$. If $v_i \in \mathcal{N}(t)$ is the $i$th vertex according to this ordering, then

$$\Pr(1 \in \ell_L(v_i)) \leq \frac{3 \ln n}{n}. \tag{2}$$
Also
\[
\Pr(\exists v' \in \mathcal{I}(t-1) \cup \{v_1, \ldots, v_{t-1}\}: \ell_L(v') \cap \ell_L(v_i) \neq \emptyset) \leq \frac{2 \cdot 2^{t-1} 9 \ln^2 n}{n}.
\]

(3)

Since the random choices of the vertices in \(\mathcal{N}(t)\) are independent, we have for \(n\) large enough,
\[
\Pr(\mathcal{E}_t \mid \mathcal{E}_{t-1}) \overset{(2),(3)}{=} \left(1 - \frac{3 \ln n}{n} - \frac{2t 9 \ln^2 n}{n}\right)^{N(t)} \geq \left(1 - \frac{2t 10 \ln^2 n}{n}\right)^{N(t)}
\]
\[
\overset{N(t)=2^t-1}{=} \left(1 - \frac{2^t 10 \ln^2 n}{n}\right)^{2^t-1} \geq 1 - \frac{4^t 10 \ln^2 n}{n}.
\]

(4)

Thus for \(n\) large enough,
\[
\Pr(\mathcal{E}_{t_1}) = \Pr(\mathcal{E}_0) \prod_{t=1}^{t_1} \Pr(\mathcal{E}_t \mid \mathcal{E}_{t-1}) \overset{(1),(4)}{=} \left(1 - \frac{3 \ln n}{n}\right) \prod_{t=1}^{t_1} \left(1 - \frac{4^t 20 \ln^2 n}{n}\right)
\]
\[
\overset{\ln^2 n = o(1)}{=} \left(1 - \frac{3 \ln n}{n}\right) \exp \left(- \sum_{t=0}^{t_1} \frac{4^t 20 \ln^2 n}{n}\right) \geq \left(1 - \frac{3 \ln n}{n}\right) \exp \left(- \frac{27}{\ln n}\right) \geq 1 - \frac{28}{\ln n}.
\]

(5)

Note that on \(\mathcal{E}_{t_1}\), we have \(\frac{1}{2} \sqrt{\frac{\pi}{\ln^3 n}} \leq I(t_1) \leq \sqrt{\frac{\pi}{\ln^3 n}}\).

**Phase 2:** \(\frac{1}{2} \log_2 \frac{n}{\ln^3 n} \leq t \leq \log_2 \left(\frac{n}{\ln^3 n}\right)\) We set \(t_2 := \lceil \log_2 \left(\frac{n}{\ln^3 n}\right) \rceil\). We will approximate \(\mathcal{I}(t)\) from below by a suitable subset of informed vertices. First, let us set \(\mathcal{I}'(t_1) := \mathcal{I}(t_1)\) and \(I'(t_1) := |\mathcal{I}'(t_1)|\). Note that conditional on \(\mathcal{E}_{t_1}\), \(N(t_1 + 1) = I'(t_1)\). Assume that we have defined \(\mathcal{I}'(t - 1) \subseteq \mathcal{I}(t-1)\), which is such that for every distinct \(v', v \in \mathcal{I}'(t-1)\) we have \(\ell_L(v) \cap \ell_L(v') = \emptyset\) and \(1 \notin \ell_L(v)\). Let \(\mathcal{N}'(t)\) be the
set of vertices which are contacted by the vertices in $\mathcal{I}'(t-1)$ during the $t$th round, and let $N'(t) := |N'(t)|$. Note that $N'(t) = I'(t-1) := |\mathcal{I}'(t-1)|$.

Assume that the vertices of $\mathcal{N}'(t)$ make their random choices according to a particular ordering which we fix. Let $\mathcal{B}_i$ be the set of vertices in $\mathcal{N}'(t)$ defined as follows. If $v_i$ is the $i$th vertex in the ordering, then $v_i \in \mathcal{B}_i$ if either there exists $v' \in \mathcal{I}'(t-1) \cup \{v_1, \ldots, v_{i-1}\}$ such that the segment $\ell_L(v_i)$ overlaps with $\ell_L(v')$ or $\ell_L(v_i)$ contains 1. We set $\mathcal{I}'(t) := \mathcal{I}'(t-1) \cup (\mathcal{N}'(t) \setminus \mathcal{B}_i)$.

Now, for $t_1 < t \leq t_2$, we let $\mathcal{E}_t$ be the event that for all $t_1 \leq s \leq t$ we have $I'(s) \geq 2I'(s-1) - \frac{I'(s-1)}{\ln^2 n}$, and also $\mathcal{E}_{t_1}$ is realized. We will show the following lemma.

**4.2 Lemma.** For all $t_1 < t \leq t_2$, $\Pr(\mathcal{E}_t \mid \mathcal{E}_{t-1}) \geq 1 - \frac{18}{\ln^2 n}$.

**Proof.** We will show that $I'(t) \geq 2I'(t-1) - \frac{I'(t-1)}{\ln^2 n}$ with conditional probability at least $1 - \frac{18}{\ln^2 n}$. In other words, it suffices to show that, conditional on $\mathcal{E}_{t-1}$, we have $B_t := |\mathcal{B}_t| \leq \frac{I'(t-1)}{\ln^2 n}$ with this probability. If $v_i \in \mathcal{N}'(t)$ denotes the $i$th vertex in the ordering of $\mathcal{N}'(t)$, then the probability that $\ell_L(v_i)$ contains 1 is at most $\frac{3\ln n}{n}$. Also, the probability that $\ell_L(v_i)$ is not disjoint from $\ell_L(v')$ for some $v' \in \mathcal{I}'(t-1) \cup \{v_1, \ldots, v_{i-1}\}$ is at most $\frac{I'(t-1)}{\ln^2 n}$. Thus the union of these events occurs with probability at most $\frac{I'(t-1) + i}{\ln^2 n}$ for $n \geq 3$. So if we condition on specific realizations of $\mathcal{I}'(t-1)$ and $\mathcal{N}'(t)$, then

$$E(B_t \mid \mathcal{I}'(t-1), \mathcal{N}'(t), \mathcal{E}_{t-1}) \leq \frac{9 \ln^2 n}{n} \sum_{i=1}^{N'(t)} (I'(t-1) + i)$$

$$\leq \frac{9 \ln^2 n}{n} (I'(t-1)N'(t) + N'(t)^2) = \frac{9 \ln^2 n}{n} 2I'(t-1)^2 = \frac{18 \ln^2 n}{n} I'(t-1)^2,$$

where in the penultimate equality we used the fact that $N'(t) = I'(t-1)$.

Therefore by Markov’s inequality and using the trivial upper bound $I'(t-1) \leq 2^{t-1}$ we get

$$\Pr\left(B_t \geq \frac{I'(t-1)}{\ln^2 n} \mid \mathcal{I}'(t-1), \mathcal{N}'(t), \mathcal{E}_{t-1}\right) \leq \frac{18 \ln^2 n}{n} \frac{I'(t-1)^2}{I'(t-1)/\ln^2 n}$$

$$\leq \frac{18 \ln^4 n}{n} I'(t-1) \leq \frac{18 \ln^4 n}{n} \frac{n}{\ln^6 n} = \frac{18}{\ln^2 n}.$$
Averaging over all realizations of $\mathcal{I}'(t-1)$ and $\mathcal{N}'(t)$ such that $\xi_{t-1}$ is realized, we deduce the lemma.

Therefore

$$\Pr(\xi_{t_2}) = \Pr(\xi_{t_1}) \prod_{t=t_1+1}^{t_2} \Pr(\xi_t \mid \xi_{t-1})$$

Lemma 4.2, (5)

$$\geq \left(1 - \frac{28}{\ln n}\right) \left(1 - \frac{18}{\ln^2 n}\right)^{t_2-t_1}$$

$$\geq \left(1 - \frac{28}{\ln n}\right) \left(1 - \frac{18}{\ln^2 n}\right)^{2\ln n}$$

$$\geq \left(1 - \frac{28}{\ln n}\right) \left(1 - \frac{36}{\ln n}\right) \geq 1 - \frac{64}{\ln n}. \quad (8)$$

Also, on $\xi_{t_2}$ we have

$$I'(t_2) \geq I(t_1)2^{t_2-t_1} \left(1 - \frac{1}{2\ln^2 n}\right)^{t_2-t_1} \geq 2^{t_2} \left(1 - \frac{1}{2\ln^2 n}\right)^{2\ln n} \geq 2^{t_2} \left(1 - \frac{1}{\ln n}\right) \geq \frac{n}{\ln^6 n} \left(1 - \frac{1}{\ln n}\right).$$

Since $I(t) \geq I'(t)$ we deduce that on $\xi_{t_2}$,

$$I(t_2) \geq \frac{n}{\ln^6 n} \left(1 - \frac{1}{\ln n}\right). \quad (9)$$

Phase 3: $t_2 < t \leq t_2 + \left\lceil \log_2 \left(\frac{\ln^6 n}{\omega(n)}\right) \right\rceil + 1$

We set

$$t_3 := t_2 + \left\lceil \log_2 \left(\frac{\ln^6 n}{\omega(n)}\right) \right\rceil + 1.$$ 

Here $\omega$ is a real-valued function on the set of positive integers that tends to infinity, slowly enough for our calculations to work. For convenience we will drop the argument and also write $\omega$ for the function value $\omega(n)$ in the following.

The analysis in this phase refines the idea that was used in the analysis in the previous phase. Quite informally, we will work with a subset $\tilde{\mathcal{I}}(t)$ of the set of informed vertices $\mathcal{I}(t)$, which has the property that any two vertices $v$ and $v'$ belonging to this set are such that
1. if \( v \) and \( v' \) are distinct, the segments of length \( t_3 - t \) in \( \ell(v) \) and \( \ell(v') \) which start at the positions of the pointers of \( v \) and \( v' \) after step \( t \) are disjoint; and

2. this segment in \( \ell(v) \) does not contain \( v' \).

We denote the segment of length \( t_3 - t \) in \( \ell(v) \) starting at the position of the pointer of \( v \) after step \( t \) by \( \ell(v; t+1, t_3) \). We will give an inductive definition of the set \( \tilde{I}(t) \). Note first that the vertices which belong to the set \( \mathcal{I}'(t_2) \) satisfy the above conditions. Thus, we may set \( \tilde{I}(t_2) := \mathcal{I}'(t_2) \). Assume now that we have defined the set \( \tilde{I}(t-1) \) for \( t > t_2 \). Note that the above properties imply that if \( \tilde{N}(t) \) denotes the set of vertices contacted at step \( t \) by the vertices of \( \tilde{I}(t-1) \), then \( \tilde{N}(t) := |\tilde{N}(t)| = |\tilde{I}(t-1)| =: \tilde{I}(t-1) \). The set \( \tilde{I}(t) \) is defined as the union of the sets \( \tilde{I}_1(t) \subseteq \tilde{I}(t-1) \) and \( \tilde{I}_2(t) \subseteq \tilde{N}(t) \) which in turn are defined as follows:

1. The set \( \tilde{I}_1(t) \) consists of those vertices \( v \in \tilde{I}(t-1) \) such that for all \( v' \in \tilde{N}(t) \) we have \( \ell(v; t+1, t_3) \cap \ell(v'; t+1, t_3) = \emptyset \) and also \( v \notin \ell(v'; t+1, t_3) \).

2. The set \( \tilde{I}_2(t) \) consists of those vertices \( v \in \tilde{N}(t) \) such that for all \( v' \in \tilde{N}(t) \) we have \( \ell(v; t+1, t_3) \cap \ell(v'; t+1, t_3) = \emptyset \), if \( v \neq v' \), and also \( v \notin \ell(v'; t+1, t_3) \).

The main lemma for Phase 3 concerns the rate of growth of \( \tilde{I}(t) \) within this phase.

**4.3 Lemma.** Conditional on \( \mathcal{E}_{t_2} \), with probability \( 1 - o(1) \), for all \( t \) with \( t_2 \leq t < t_3 - 1 \) we have

\[
\tilde{I}(t+1) \geq 2\tilde{I}(t) \left( 1 - \frac{\tilde{I}(t)(t_3-t)^2}{n} \right).
\]

**Proof.** We will show the lemma by induction on \( t \). For \( t_2 < t \leq t_3 \) we define \( \mathcal{E}_t \) to be the event that for all \( s \) such that \( t_2 \leq s \leq t \),

\[
\tilde{I}(s) \geq 2\tilde{I}(s-1) \left( 1 - \frac{\tilde{I}(s-1)(t_3-s+1)^2}{n} \right),
\]

and that the event \( \mathcal{E}_{t_2} \) is also realized. Note that the event of the lemma is \( \mathcal{E}_{t_3-1} \). We will show that

\[
\Pr(\mathcal{E}_{t+1} \mid \mathcal{E}_t) \geq 1 - 2e^{-n^{1/4}}.
\]

(10)
4.2. AS FAST AS RANDOMIZED RUMOR SPREADING

Since the events \( \{ \mathcal{E}_t \} \) with \( t_2 \leq t \leq t_3 - 1 \) form a decreasing family and since \( t_3 - t_2 \leq \ln n \), we then have

\[
\Pr(\mathcal{E}_{t_3-1} \mid \mathcal{E}_{t_2}) = \prod_{t=t_2}^{t_3-2} \Pr(\mathcal{E}_{t+1} \mid \mathcal{E}_t) \geq \left(1 - 2e^{-n^{1/4}}\right)^{t_3-t_2} \geq \left(1 - 2e^{-n^{1/4}}\right)^{\ln n} \geq 1 - e^{-n^{1/5}}
\]

if \( n \) is large enough. Now let us fix some \( t \) which satisfies \( t_2 \leq t < t_3 - 1 \), and let us condition on \( \mathcal{E}_t \). To estimate \( \Pr(\mathcal{E}_{t+1} \mid \mathcal{E}_t) \), we need only estimate the (conditional) probability that

\[
\tilde{I}(t+1) \geq 2\tilde{I}(t) \left(1 - \frac{\tilde{I}(t)(\ell - t)^2}{n}\right).
\]

Let \( \tilde{I}_i(t+1) := |\tilde{I}_i(t+1)| \) for \( i = 1, 2 \). As \( \tilde{I}(t+1) \) is the disjoint union of the sets \( \tilde{I}_1(t+1) \) and \( \tilde{I}_2(t+1) \), it suffices to show that each of the following events occurs with sufficiently high (conditional) probability:

\[
\tilde{I}_1(t+1) \geq \frac{\tilde{I}(t)(\ell - t)^2}{n} \]

(12)

and

\[
\tilde{I}_2(t+1) \geq \frac{\tilde{I}(t)(\ell - t)^2}{n}.
\]

(13)

**Proof of (12).** Note that the size of \( \tilde{I}_1(t+1) \) is a function of the independent random choices of the vertices in \( \tilde{N}(t+1) \). We will bound the probability of (12) from below using the Hoeffding–Azuma inequality (Theorem 1.5). Here all probabilities and expected values are conditional on \( \mathcal{E}_t \). But first we shall give a lower bound on the (conditional) expected value of \( \tilde{I}_1(t+1) \). Recall that a vertex \( v \in \tilde{I}(t) \) belongs to \( \tilde{I}_1(t+1) \) if for all \( v' \in \tilde{N}(t+1) \) we have \( \ell(v; t+2, t_3) \cap \ell(v'; t+2, t_3) = \emptyset \) and also \( v \notin \ell(v'; t+2, t_3) \). The former fails with probability at most \( \tilde{N}(t+1)(\ell - t - 1)^2 = (\tilde{I}(t)(\ell - t - 1)^2) \). The latter fails with probability at most \( \frac{\tilde{N}(t+1)(\ell - t - 1)^2}{n} = \frac{\tilde{I}(t)(\ell - t - 1)^2}{n} \). Thus, for a vertex \( v \in \tilde{I}(t) \),

\[
\Pr\left(v \in \tilde{I}_1(t+1) \right) \geq 1 - \frac{\tilde{I}(t)(\ell - t - 1)^2}{n} - \frac{\tilde{I}(t)(\ell - t - 1)^2}{n} \geq 1 - \frac{\tilde{I}(t)(\ell - t - 1)^2}{n}.
\]
In turn, the expected value of $\tilde{I}_1(t+1)$ conditional on $E_t$ is

$$E\left(\tilde{I}_1(t+1)\right) \geq \tilde{I}(t) \left(1 - \frac{\tilde{I}(t)(t_3 - t - \frac{1}{2})^2}{n}\right).$$  \hfill (14)

In order to prove (12), it suffices to bound the probability of the event $\tilde{I}_1(t+1) < E(\tilde{I}_1(t+1)) - \tilde{I}^{2/3}(t)$. Indeed, by (14),

$$E\left(\tilde{I}_1(t+1)\right) - \tilde{I}^{2/3}(t) \geq \tilde{I}(t) - \frac{\tilde{I}^2(t)(t_3 - t - \frac{1}{2})^2}{n} - \tilde{I}^{2/3}(t).$$

We have the following.

4.4 Proposition. \hfill (15)

$$\frac{\tilde{I}^2(t)(t_3 - t - \frac{1}{2})^2}{n} + \tilde{I}^{2/3}(t) \leq \frac{\tilde{I}^2(t)(t_3 - t)^2}{n}.$$

Proof. The inequality is equivalent to

$$\left(t_3 - t - \frac{1}{2}\right)^2 + \frac{n\tilde{I}^{2/3}(t)}{I^2(t)} \leq (t_3 - t)^2.$$ 

Note that $(t_3 - t)^2 - (t_3 - t - \frac{1}{2})^2 = t_3 - t - \frac{1}{4} \geq 1$. But the ratio $\frac{n\tilde{I}^{2/3}(t)}{I^2(t)}$ is $o(1)$. Indeed, on $E_t$, $\tilde{I}(s) \geq \tilde{I}(s - 1)$ for all $s$ with $t_2 + 1 \leq s \leq t$, as $1 - \tilde{I}(s - 1)(t_3 - s + 1)^2/n \geq 1 - 2^{s-1}(t_3 - s + 1)^2/n \geq 1/2$, which can be shown by applying elementary methods.

Thus, by (9),

$$\tilde{I}(t) \geq \tilde{I}(t_2) \geq \frac{n}{(2 \ln 6/n)}$$

for $n$ sufficiently large. Therefore $\frac{n\tilde{I}^{2/3}(t)}{I^2(t)} \leq \frac{2^{s/3} \ln^s n}{n^{1/3}} = o(1)$, and this concludes the proof of the proposition. \hfill \Box

Therefore

$$E\left(\tilde{I}_1(t+1)\right) - \tilde{I}^{2/3}(t) \geq \tilde{I}(t) \left(1 - \frac{\tilde{I}(t)(t_3 - t - \frac{1}{2})^2}{n}\right).$$

We will bound $\Pr\left(\tilde{I}_1(t+1) < E(\tilde{I}_1(t+1)) - \tilde{I}^{2/3}(t)\right)$ using the Hoeffding–Azuma inequality. Note that if we change the choice of one vertex in $\tilde{N}(t+1)$,
then $\tilde{I}_1(t + 1)$ can change by at most $t_3 - t$. Also recall that $N(t + 1) = \tilde{I}(t)$ and $t_3 - t \leq \ln n$. Therefore the Hoeffding–Azuma inequality yields for $n$ sufficiently large:

$$\Pr \left( \tilde{I}_1(t + 1) < \mathbb{E} (\tilde{I}_1(t + 1)) - \tilde{I}^{2/3}(t) \right) \leq 2 \exp \left( -\frac{\tilde{I}^{4/3}(t)}{2\tilde{I}(t)(t_3 - t)^2} \right) \leq 2 \exp \left( -\frac{n^{1/3}}{24^{1/3}\ln^4 n} \right) \leq \exp \left( -n^{1/4} \right). \tag{16}$$

So (12) holds with probability at least $1 - \exp \left( -n^{1/4} \right)$.

**Proof of (13).** The proof of (13) is also based on the application of the Hoeffding–Azuma inequality. We begin with a lower bound on the expected value of $\tilde{I}_2(t + 1)$ conditional on $\mathcal{E}_t$. Again all probabilities and expected values are conditional on $\mathcal{E}_t$. We will give a lower bound on the probability that a given vertex $v \in \tilde{N}(t + 1)$ belongs to $\tilde{I}_2(t + 1)$. First, we will expose the random choice of $v$, and we will condition on the event that there is no $v' \in \tilde{N}(t + 1)$ which belongs to $\ell(v; t + 2, t_3)$. The probability that such a vertex exists is at most $\frac{I(t_3 - t - 1)}{n^{t_3 - t - 1}} = \frac{\tilde{I}(t_3 - t - 1)}{\tilde{I}(t)}$. Having fixed the choice of $v$, the probability that, for a given vertex $v' \in \tilde{N}(t + 1)$ which is different from $v$, the segments $\ell(v; t + 2, t_3)$ and $\ell(v'; t + 2, t_3)$ are disjoint is at least $1 - \frac{(t_3 - t - 1)^2}{n^2}$.

Since the random choices of the vertices in $\tilde{N}(t + 1)$ are independent, we obtain

$$\Pr \left( v \in \tilde{I}_2(t + 1) \right) \geq \left( 1 - \frac{\tilde{I}(t)(t_3 - t - 1)}{n} \right) \left( 1 - \frac{(t_3 - t - 1)^2}{n} \right) \tilde{I}(t) \tilde{N}(t + 1) \geq \left( 1 - \frac{\tilde{I}(t)(t_3 - t - 1)}{n} \right) \left( 1 - \frac{(t_3 - t - 1)^2}{n} \right) \tilde{I}(t) \tilde{N}(t + 1) \geq 1 - \frac{\tilde{I}(t)(t_3 - t - 1)}{n} \geq 1 - \frac{\tilde{I}(t)(t_3 - t - 1)}{n} \geq 1 - \frac{\tilde{I}(t)(t_3 - t)^2}{n^2}.$$

Therefore,

$$\mathbb{E} \left( \tilde{I}_2(t + 1) \right) \geq \tilde{I}(t) \left( 1 - \frac{\tilde{I}(t)(t_3 - t - 1)^2}{n} \right). \tag{17}$$
As in the proof of (12), we will use the Hoeffding–Azuma inequality to bound the probability that \( \tilde{I}_2(t+1) < E(\tilde{I}_2(t+1)) - \tilde{I}^{2/3}(t) \). This is indeed sufficient to show that inequality (13) holds with high probability. Proposition 4.4 yields

\[
E \left( \tilde{I}_2(t+1) \right) - \tilde{I}^{2/3}(t) \geq \tilde{I}(t) \left( 1 - \frac{\tilde{I}(t)(t - t_3)^2}{n} \right).
\]

Let us now see what happens to \( \tilde{I}_2(t+1) \) when we change the choice of one vertex in \( \tilde{N}(t+1) \). Observe first that for any \( v, v' \in \tilde{I}_2(t+1) \) we have \( \ell(v; t+2, t_3) \cap \ell(v'; t+2, t_3) = \emptyset \), if \( v \neq v' \), and \( v' \not\in \ell(v; t+2, t_3) \). Therefore, if we change the choice of one vertex in \( \tilde{N}(t+1) \) we may “destroy” and also “create” at most \( t_3 - (t+2) + 1 + 1 \) of them (the last term comes from the fact that the vertex whose choice we change might also be “destroyed” or “created”). So \( \tilde{I}_2(t+1) \) changes by at most \( t_3 - t \). Therefore, applying the Hoeffding–Azuma inequality as in (16), we deduce that for \( n \) large enough,

\[
\Pr \left( \tilde{I}_2(t+1) < E \left( \tilde{I}_2(t+1) \right) - \tilde{I}^{2/3}(t) \right) \leq \exp \left( -n^{1/4} \right).
\]

In turn, this implies that (13) holds with probability at least \( 1 - \exp \left( -n^{1/4} \right) \).

The recursive relation in the above lemma implies the following bound on \( \tilde{I}(t) \):

\textbf{4.5 Lemma.} If \( \mathcal{E}_{t_3 - 1} \) is realized, then for all \( t \in \{t_2, \ldots, t_3 - 1\} \) we have

\[
\tilde{I}(t) \geq 2^{t-t_2} \tilde{I}(t_2) - 2 \cdot \frac{2^{2(t-t_2)} \tilde{I}^2(t_2)(t_3 - t + 2)^2}{n}.
\]

\textbf{Proof.} We will show this by induction on \( t \). Clearly, for \( t = t_2 \) this holds. Assume now that it also holds for some \( t \) with \( t_2 \leq t \leq t_3 - 2 \). As \( \mathcal{E}_{t_3 - 1} \) holds,

\[
\tilde{I}(t + 1) \geq 2\tilde{I}(t) - 2 \cdot \frac{\tilde{I}^2(t)(t_3 - t + 2)^2}{n}.
\]

We will use the induction hypothesis to bound \( \tilde{I}(t) \) from below, as well as
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the trivial upper bound $\tilde{I}(t) \leq 2^{t-t_2}\tilde{I}(t_2)$. Thus (18) becomes

$$\tilde{I}(t+1) \geq 2^{t+1-t_2}\tilde{I}(t_2) - 2 \cdot \frac{2^{2(t-t_2)+1}\tilde{I}^2(t)(t_3 - t + 2)^2}{n} - 2 \cdot \frac{2^{2(t-t_2)}\tilde{I}^2(t)(t_3 - t)}{n}$$

$$= 2^{t+1-t_2}\tilde{I}(t_2) - 2 \cdot \frac{2^{2(t-t_2)+2}\tilde{I}^2(t)(t_3 - t + 2)^2}{n}$$

$$\geq 2^{t+1-t_2}\tilde{I}(t_2) - 2 \cdot \frac{2^{2(t-t_2)+2}\tilde{I}^2(t)(t_3 - t + 1)^2}{n},$$

which concludes the proof of the lemma. □

This lemma implies that on $E_{t_3-1}$,

$$\tilde{I}(t_3 - 1) \geq 2^{t_3-t_2-1}\tilde{I}(t_2) - 18 \cdot \frac{2^{2(t-t_2-1)}\tilde{I}^2(t_2)}{n}.$$

So as $\frac{\ln^6 n}{\omega} \leq 2^{t_3-t_2-1} \leq 2 \cdot \frac{\ln^6 n}{\omega}$ and $\frac{n}{\ln^6 n} \left(1 - \frac{1}{\ln n}\right) \leq \tilde{I}(t_2) \leq 2^{t_2} \leq 2 \cdot \frac{n}{\ln^6 n}$ on $E_{t_3-1}$, we have

$$\tilde{I}(t_3 - 1) \geq \frac{\ln^6 n}{\omega} \frac{n}{\ln^6 n} \left(1 - \frac{1}{\ln n}\right) - 18 \cdot \frac{4 (\ln^6 n)^2 4 \left(\frac{n}{\ln^6 n}\right)^2}{n}$$

$$= \frac{n}{\omega} \left(1 - \frac{1}{\ln n} - 288 \cdot \frac{n}{\omega^2}\right) = \frac{n}{\omega} \left(1 - o(1)\right).$$

The definition of $\tilde{I}(t_3 - 1)$ implies that for $n$ large enough,

$$I(t_3) \geq \tilde{I}(t_3 - 1) + \tilde{N}(t_3) = 2\tilde{I}(t_3 - 1) \geq \frac{n}{\omega}. \quad (19)$$

4.2.2 The Final Stages

Let $U(t)$ denote the set of uninformed vertices after the first $t$ rounds, that is, $U(t) := V_n \setminus \mathcal{I}(t)$, and let $\tilde{U}(t)$ denote its size. For $t \geq 0$ and $s > t$ we set

$$U_t(s) := U(t) \setminus \bigcup_{v \in \mathcal{I}(t)} \ell(v; t + 1, s - 1)$$
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(\text{where we assume that } \ell(v; t+1, t) = \emptyset), \text{ and we let } U_t(s) := |\mathcal{U}_t(s)|.

These quantities are fairly important, as they help us to describe the evolution of the process after time \( t_3 \). In particular, observe that \( \mathcal{U}_t(t+1) \setminus \mathcal{U}_t(t+2) = \mathcal{N}(t+1) \). Thus if we have estimates for \( U_t(t+1) \) and \( U_t(t+2) \) we will be able to estimate \( \mathcal{N}(t+1) \) as well. Let \( T := t_3 + \omega^2 + \lceil \ln n \rceil + \omega \) and without loss of generality assume that \( \omega \) takes integral values. Throughout this subsection we will be using the fact that \( T < 3 \ln n \), for any \( n \) sufficiently large. Also we set \( T' := t_3 + \omega^2 + \lfloor \frac{1}{2} \ln n \rfloor \). Our aim is to keep track of \( U_t(s) \) for all \( t = 0, \ldots, T' \) and all \( t < s \leq T \). Eventually, we will show that the expected value of \( U_{T'}(T) \) is \( o(1) \), which implies that \( U_{T'}(T) \) is zero with probability \( 1 - o(1) \). In turn, the definition of the set \( \mathcal{U}_{T'}(T) \) implies that if the process continues after step \( T' \) until step \( T \), then all vertices will be informed and this will conclude the proof of the upper bound on \( S(n) \).

For the lower bound, we will set \( T_- := t_3 + \omega^2 + \ln n - 4 \ln \ln n \) and will use a second moment argument to show that \( \mathcal{U}_{T'}(T_-) \) is nonempty with probability \( 1 - o(1) \). Of course this does not imply that if we let the process continue until time \( T_- \), there will still be uninformed vertices. However, we will also show that with probability \( 1 - o(1) \) none of the vertices in \( \mathcal{U}_{T'}(T_-) \) is informed between rounds \( T' \) and \( T_- \), which will conclude the proof of the lower bound on \( S(n) \).

We begin with an estimate of a random variable, which, as we will see later, approximates the conditional expectation of \( U_t(s) \) given the history of the process until step \( t \). For \( 0 \leq t < s \),

\[
U_t(s) := (n-1) \prod_{r=0}^{t} \left( 1 - \frac{s-r-1}{n} \right)^{N(r)},
\]  

where \( N(0) = 1 \). We will show the following.

\textbf{4.6 Lemma.} If \( n \) is large enough, then for all \( 0 < t < s \leq T \),

\[
\overline{U}_t(s) \leq (n-1) \left( 1 - \frac{1}{n} \right)^{(s-t-1)I(t) + \sum_{r=0}^{t-1} I(r)} \tag{21}
\]

and

\[
\overline{U}_t(s) \geq (n-1) \left( 1 - \frac{1}{n} \right)^{(s-t-1)I(t) + \sum_{r=0}^{t-1} I(r)} \left( 1 - \frac{10 \ln^2 n}{n^2} \right)^{I(t)}. \tag{22}
\]
Proof. For the upper bound observe first that

\[ \overline{U}_t(s) = (n-1) \prod_{r=0}^{t} \left( 1 - \frac{s-r-1}{n} \right)^{N(r)} \leq (n-1) \left( 1 - \frac{1}{n} \right)^{\sum_{r=0}^{t} (s-r-1)N(r)}. \]

Now, we write

\[ \sum_{r=0}^{t} (s-r-1)N(r) = (s-1) \sum_{r=0}^{t} N(r) - \sum_{r=1}^{t} rN(r) = (s-1)I(t) - \sum_{r=1}^{t} rN(r). \]

But note that

\[ \sum_{r=1}^{t} rN(r) = \sum_{r=0}^{t-1} (I(t) - I(r)) = tI(t) - \sum_{r=0}^{t-1} I(r). \]

Therefore

\[ \sum_{r=0}^{t} (s-r-1)N(r) = (s-t-1)I(t) + \sum_{r=0}^{t-1} I(r) \]

and (21) follows.

To show (22) observe first that

\[ 1 - \frac{s-r-1}{n} \geq \left( 1 - \frac{1}{n} \right)^{s-r-1} \left( 1 - \frac{s}{n^2(1-1/n)^s} \right)^{s-r-1} \left( 1 - \frac{10 \ln^2 n}{n^2} \right). \]

which follows, for example, from Bonferroni inequalities (see [Bol01, Theorem 1.10, p. 17]). Thus for \( n \) sufficiently large,

\[ 1 - \frac{s-r-1}{n} \geq \left( 1 - \frac{1}{n} \right)^{s-r-1} \left( 1 - \frac{s}{n^2(1-1/n)^s} \right)^{s-r-1} \left( 1 - \frac{10 \ln^2 n}{n^2} \right). \]

Therefore,

\[ \overline{U}_t(s) \geq (n-1) \prod_{r=0}^{t} \left( 1 - \frac{1}{n} \right)^{N(r)(s-r-1)} \left( 1 - \frac{10 \ln^2 n}{n^2} \right)^{I(t)}. \]
and the lower bound follows. □

Let $D_t$ be the event that for all $0 \leq r \leq t$ and for all $r < s \leq T' + 1$ we have

$$U_r(s) \in \overline{U}_r(s) \left(1 \pm \frac{1}{\ln^3 n}\right)^{r+1}. \quad (24)$$

We now define

$$A_t := \{ D_t, t < t_3, D_t \cap \mathcal{E}_{t_3}, t \geq t_3 \}. \quad (25)$$

Note that $A_0$ occurs with probability 1 as $U_0(s) \in \{n - s, n - s + 1\} \in \overline{U}_0(s) \left(1 \pm \frac{1}{\ln^3 n}\right)$. We will show by induction on $t$ that $A_{T'}$ occurs with probability $1 - o(1)$. To this aim we need the following lemma.

4.7 Lemma. For all $0 \leq t < T'$ we have

$$\Pr(D_{t+1} \mid A_t) \leq e^{-n^{1/5}}.$$

Proof. We will show that $D_{t+1}$ occurs with probability at least $1 - e^{-n^{1/5}}$; that is, we will show that with probability at least $1 - e^{-n^{1/5}}$ we have for every $s$ with $t + 1 < s \leq T' + 1$,

$$U_{t+1}(s) \in \overline{U}_{t+1}(s) \left(1 \pm \frac{1}{\ln^3 n}\right)^{t+2}. \quad (26)$$

In fact, we will show that $U_{t+1}(s)$ is concentrated around its expected value conditional on its history up to step $t$.

Let $a_t$ be a realization of the process up to step $t$ fulfilling $A_t$. Note that

$$\mathbb{E}(U_{t+1}(s) \mid a_t) = U_t(s) \left(1 - \frac{s - t - 2}{n}\right)^{N(t+1)}$$

$$\in \overline{U}_t(s) \left(1 \pm \frac{1}{\ln^3 n}\right)^{t+1} \left(1 - \frac{s - t - 2}{n}\right)^{N(t+1)} = \overline{U}_{t+1}(s) \left(1 \pm \frac{1}{\ln^3 n}\right)^{t+1}, \quad (27)$$

where $N(t + 1)$ is determined by $a_t$. Thus, it suffices to show that with conditional probability at least $1 - e^{-n^{1/5}}$ for all $s$ with $t + 1 < s \leq T' + 1$,

$$|U_{t+1}(s) - \mathbb{E}(U_{t+1}(s) \mid a_t)| \leq \frac{\mathbb{E}(U_{t+1}(s) \mid a_t)}{\ln^3 n}. \quad (28)$$
Note that \( U_{t+1}(s) = U_t(s) - L_{t+1}(s) \), where \( L_{t+1}(s) \) is a nonnegative random variable that is equal to the number of vertices which are removed from \( U_t(s) \) during the \((t+1)\)st round. Thus
\[
|U_{t+1}(s) - \mathbb{E}(U_{t+1}(s) \mid a_t)| = |L_{t+1}(s) - \mathbb{E}(L_{t+1}(s) \mid a_t)|.
\]
So it suffices to show that with probability at least \( 1 - e^{-n^{\frac{1}{10}}} \) for all \( s \) with \( t + 1 < s \leq T' + 1 \),
\[
|L_{t+1}(s) - \mathbb{E}(L_{t+1}(s) \mid a_t)| \leq \frac{\mathbb{E}(U_{t+1}(s) \mid a_t)}{\ln^3 n}.
\] (29)

In the present situation, we will use Talagrand's inequality. In particular, this is useful when the number of informed vertices has become linear. There, the number of vertices which make a random choice is quite large compared to the conditional expectation of \( L_{t+1}(s) \) and, for example, the Hoeffding–Azuma inequality would give trivial bounds. Thus, we need to apply a stronger tool such as Talagrand’s inequality (see Theorem 1.6).

We will apply it to \( L_{t+1}(s) \). Note that \( L_{t+1}(s) \) is a function of the independent random choices of the vertices in \( \mathcal{N}(t+1) \). Note also that if we change only one of these random choices, then \( L_{t+1}(s) \) can change by at most \( s - 1 - (t + 2) + 1 < s \leq T < 3 \ln n \). Therefore, we may take \( c_k := 3 \ln n \) for all \( k \). Regarding condition b in the above theorem and the definition of \( \psi \), observe that if \( L_{t+1}(s) \geq r \), then there must be some vertices in \( \mathcal{N}(t+1) \) which force \( L_{t+1}(s) \) to be at least \( r \) and these must be no more than \( r \). In other words, if a vertex \( v \) is removed from \( U_t(s) \), then there must be some vertex \( v' \in \mathcal{N}(t+1) \) for which \( v \in \ell(v'; t+2, s-1) \). So if \( r \) vertices are removed from \( U_t(s) \) after the exposure of the random choices of the vertices in \( \mathcal{N}(t+1) \), then there must be at most \( r \) of them that certify this. So we may take \( \psi(r) = 9r \ln^2 n \).

However, we would like to show the concentration of \( L_{t+1}(s) \) around its expected value. If \( m \) now denotes the (conditional) median of \( L_{t+1}(s) \), then the triangle inequality implies that
\[
|L_{t+1}(s) - \mathbb{E}(L_{t+1}(s) \mid a_t)| \leq |L_{t+1}(s) - m| + |m - \mathbb{E}(L_{t+1}(s) \mid a_t)|.
\]
But \( |m - \mathbb{E}(L_{t+1}(s) \mid a_t)| \) is not very large. In fact, we show the following.

4.8 Proposition.
\[
|m - \mathbb{E}(L_{t+1}(s) \mid a_t)| = O \left( \ln n \sqrt{\mathbb{E}(L_{t+1}(s) \mid a_t)} + \ln^2 n \right).
\]
**Proof.** The proof of this proposition is very similar to the argument that is used in Example 2.33 on page 41 in [JLR00], but we include it for completeness.

We set $X := L_{t+1}(s)$ conditional on $a_t$. Talagrand’s inequality (see Theorem 1.6) yields

$$\Pr (|X - m| \geq x) \leq 4 \exp \left( -\frac{x^2}{36(m + x) \ln^2 n} \right).$$

But $x^2/(m + x) \geq x^2/(2m)$ for all $0 \leq x \leq m$, and $x^2/(m + x) \geq x/2$ for $x > m$. So we write

$$|m - \mathbb{E}(X)| \leq \mathbb{E} (|X - m|) = \int_0^\infty \Pr (|X - m| \geq x) \, dx \leq 4 \int_0^m e^{-\frac{x^2}{72 m \ln^2 n}} \, dx + 4 \int_m^\infty e^{-\frac{x^2}{72 \ln^2 n}} \, dx = O \left( \ln n \sqrt{m} + \ln^2 n \right).$$

Since $m \leq 2 \mathbb{E}(X)$, the proposition follows. □

We will show that

$$\ln n \sqrt{\mathbb{E}(L_{t+1}(s) \mid a_t)} \text{ and } \ln^2 n \text{ are } o \left( \frac{\mathbb{E}(U_{t+1}(s) \mid a_t)}{\ln^3 n} \right). \quad (30)$$

In turn, this will imply that for $n$ sufficiently large,

$$|L_{t+1}(s) - \mathbb{E}(L_{t+1}(s) \mid a_t)| > \frac{\mathbb{E}(U_{t+1}(s) \mid a_t)}{\ln^3 n} \Rightarrow |L_{t+1}(s) - m| > \frac{\mathbb{E}(U_{t+1}(s) \mid a_t)}{2 \ln^3 n}. \quad (31)$$

To show the first part of (30) it suffices to show that

$$\frac{\sqrt{\mathbb{E}(L_{t+1}(s) \mid a_t)}}{\mathbb{E}(U_{t+1}(s) \mid a_t)} = o \left( \frac{1}{\ln^4 n} \right), \text{ or equivalently}$$

$$\frac{\mathbb{E}(L_{t+1}(s) \mid a_t)}{\mathbb{E}^2(U_{t+1}(s) \mid a_t)} = o \left( \frac{1}{\ln^8 n} \right).$$

As $\mathbb{E}(L_{t+1}(s) \mid a_t) \leq U_t(s)$, equation (30) will follow if we show the following proposition.
4.9 Proposition.

\[
\frac{U_t(s)}{\mathbb{E}^2(U_{t+1}(s) \mid a_t)} \leq \frac{1}{n \ln^8 n} = o\left(\frac{1}{\ln^8 n}\right) \text{ and } \ln^5 n = o\left(\mathbb{E}(U_{t+1}(s) \mid a_t)\right).
\]

Proof. We begin with the proof of the second part of the proposition, as the necessary bounds will also be useful for the proof of the first part.

As \( \mathcal{A}_t \) holds, using (21) and the fact that \( t \leq T' < 3\ln n \), we obtain for \( n \) sufficiently large,

\[
U_t(s) \leq U_t(s)\left(1 + \frac{1}{\ln^3 n}\right)^{t+1} \leq 2n\left(1 - \frac{1}{n}\right)^{s-t-1}I(t+1)\sum_{r=0}^{t-1} I(r) \quad (32)
\]

By equation (27) and for \( n \) sufficiently large,

\[
\mathbb{E}(U_{t+1}(s) \mid a_t) \geq \mathcal{U}_{t+1}(s) \left(1 - \frac{1}{\ln^3 n}\right)^{t+1} \geq (n-1)\left(1 - \frac{1}{n}\right)^{(s-t-2)I(t+1)+\sum_{r=0}^{t} I(r)} \left(1 - \frac{10\ln^2 n}{n^2}\right)^{I(t+1)} \left(1 - \frac{1}{\ln^3 n}\right)^{t+1} \geq \frac{n}{2} \left(1 - \frac{1}{n}\right)^{(s-t-2)I(t+1)+\sum_{r=0}^{t} I(r)}.
\]

(33)

To prove the second part of the proposition, we take a further lower bound on \( \mathbb{E}(U_{t+1}(s) \mid a_t) \) by giving an upper bound on \((s-t-2)I(t+1)+\sum_{r=0}^{t} I(r)\).

Note that, by using the bound \( I(r) \leq 2^r \), we get \( \sum_{r=0}^{t} I(r) \leq 2^t \leq 8\frac{n}{\omega} \). We will consider two different cases.

First, if \( t < t_3 \), we get

\[
(s-t-2)I(t+1)+\sum_{r=0}^{t} I(r) \leq (s-t-2)I(t_3)+8\frac{n}{\omega} \leq (s-t-1)8\frac{n}{\omega} \leq 8T'n\frac{n}{\omega} \leq n\frac{\ln n}{2}.
\]
if \( n \) is large enough. By (33) this yields

\[
E(U_{t+1}(s) \mid a_t) \geq \frac{n}{2} \left( 1 - \frac{1}{n} \right)^{(s-t-2)I(t+1)+\sum_{r=0}^{t} I(r)} \geq \frac{n}{4} \left( 1 - \frac{1}{n} \right)^{\frac{\ln n}{n}} \geq \frac{\sqrt{n}}{4}.
\]

This implies the second part of the proposition for the case \( t < t_3 \).

In the case where \( t \geq t_3 \), we first split the second sum into two parts and write \( \sum_{r=0}^{t} I(r) = \sum_{r=0}^{t_3-1} I(r) + \sum_{r=t_3}^{t} I(r) \). For the first part, we use the bound

\[
\sum_{r=0}^{t_3-1} I(r) \leq \frac{8n}{\omega}
\]

as above. For the second sum we use the bound \( I(r) \leq n \). This implies that

\[
(s - t - 2)I(t + 1) + \sum_{r=t_3}^{t} I(r) \leq (s - t - 2 + t - t_3 + 1) n \leq (s - t_3) n.
\]

Thus by (33) and for \( n \) large enough,

\[
E(U_{t+1}(s) \mid a_t) \geq \frac{n}{4} \left( 1 - \frac{1}{n} \right)^{(s-t_3)I(t_3+1) + \sum_{r=t_3}^{t} I(r)} \geq \frac{n}{4} \left( 1 - \frac{1}{n} \right)^{\frac{\ln n}{n}} \geq \frac{\sqrt{n}}{8}.
\]

(34)

Using \( s - t_3 \leq \frac{1}{2} \ln n + \omega^2 \), this yields

\[
E(U_{t+1}(s) \mid a_t) \geq \frac{n}{4} \left( 1 - \frac{1}{n} \right)^{\frac{1}{2} \ln n + \omega^2} \geq \frac{\sqrt{n}}{8}. \tag{35}
\]

This implies the second part of the proposition. We will use equations (34) and (35) also later in the proof of the first part of the proposition.

For the first part of the proposition we will consider three different cases as follows.

\( t < t_3 \): In this case, using \( I(r) \leq 2^r \), \( t < t_3 \), and \( s - t - 1 \leq T' < 3 \ln n \),
we write

\[
\frac{U_t(s)}{E^2(U_{t+1}(s) \mid a_t)} \leq \frac{8}{n} \left( 1 - \frac{1}{n} \right)^{(s-t-1)I(t) + \sum_{r=0}^{t-1} I(r) - 2(s-t-2)I(t+1) - 2 \sum_{r=0}^{t} I(r)}
\]

\[
\leq \frac{8}{n} \left( 1 - \frac{1}{n} \right)^{2(s-t)I(t+1) - 2 \sum_{r=0}^{t} I(r)} \leq \frac{8}{n} \left( 1 - \frac{1}{n} \right)^{-(s-t-2)2^{3} - 2^{2}3}
\]

\[
\leq \frac{8}{n} \left( 1 - \frac{1}{n} \right)^{-16(s-t-1)n/\omega} \leq \frac{8}{n} e^{16(s-t-1) / \omega} \leq \frac{8}{n} e^{48 \ln n} \leq \frac{1}{n \frac{1}{n} \ln n}.
\]

\[t_3 \leq t \leq t_4 := t_3 + \omega^2\]: By (32) and since \( E_t \) is realized,

\[
U_t(s) \leq 2n \left( 1 - \frac{1}{n} \right)^{(s-t-1)/I(t+1)} \leq 2n \left( 1 - \frac{1}{n} \right)^{(s-t-1)I(t_3) / \omega} \leq 2n \left( 1 - \frac{1}{n} \right)^{(s-t-1)n/\omega}.
\]

Combining this with (34) we obtain for \( n \) large enough,

\[
\frac{U_t(s)}{E^2(U_{t+1}(s) \mid a_t)} \leq \frac{32}{n} \left( 1 - \frac{1}{n} \right)^{(s-t-1)n/\omega - 2(s-t_3)n} \leq \frac{32}{n} e^{-(s-t-1)/\omega + 2(s-t_3)}
\]

\[
\leq \frac{32}{n} e^{-(\frac{3}{2} \ln n - 1)/\omega + 2(\frac{1}{2} \ln n + \omega^2)} \leq \frac{32 e^{2\omega^2}}{n^{\frac{1}{2} \omega}} \leq \frac{1}{n \frac{1}{n} \ln n}.
\]

\[t_4 < t \leq T' - 1: \] Here we bound the following ratio separately:

\[
\frac{U_t(s)}{E(U_{t+1}(s) \mid a_t)} \leq 4 \left( 1 - \frac{1}{n} \right)^{-(s-t-2)(I(t+1) - I(t))}
\]

\[
\leq 4 \left( 1 - \frac{1}{n} \right)^{-(s-t-2)U(t)} \leq 4 \left( 1 - \frac{1}{n} \right)^{-(s-t-2)U(t_4)}.
\]
on $U_{t_4}(t_4 + 1)$. On $A_t$, we have for $n$ sufficiently large,

\[ U(t_4) = U_{t_4}(t_4 + 1) \leq \frac{A_t}{n} \left( 1 - \frac{1}{n} \right)^{\sum_{r=t_3}^{t_4-1} I(r)} \left( 1 + \frac{1}{\ln^3 n} \right)^{t_4 + 1} \]

\[ \leq 2n \left( 1 - \frac{1}{n} \right)^{\sum_{r=t_3}^{t_4-1} I(r)} \leq 2n \left( 1 - \frac{1}{n} \right)^{\omega^2 \frac{n}{\ln n}} \leq 2ne^{-\omega} \leq ne^{-\omega/2}. \]  

(39)

Substituting this into (38), we obtain

\[ \frac{U_t(s)}{E(U_{t+1}(s) \mid a_t)} \leq \frac{4}{n \ln^3 n} \leq \frac{1}{n^{1/4} \ln^8 n}, \]

(40)

and this concludes the proof of the proposition.

We will apply Talagrand's inequality with $x = \frac{E(U_{t+1}(s) \mid a_t)}{2 \ln^3 n}$. We use the observation (see, for example, page 42 in [JLR00]) that $m \leq 2E(L_{t+1}(s) \mid a_t) \leq 2U_t(s)$ and also $x \leq E(U_{t+1}(s) \mid a_t) \leq U_t(s)$. Thus $\psi(m + x) \leq 27 U_t(s) \ln^2 n$. Therefore by (2) and (31) and for $n$ sufficiently large,

\[ \Pr \left( \left| L_{t+1}(s) - E(L_{t+1}(s) \mid a_t) \right| > \frac{E(U_{t+1}(s) \mid a_t)}{\ln^3 n} \mid a_t \right) \leq 4 \exp \left( -\frac{E^2(U_{t+1}(s) \mid a_t)}{16 \cdot 27 U_t(s) \ln^8 n} \right) \leq \frac{1}{n^{1/4} \ln^8 n}. \]

(42)

Thus for $n$ sufficiently large,

\[ \Pr(\bar{D}_{t+1} \mid a_t) \leq \]

\[ \Pr \left( \exists s \in \{t + 2 \ldots T'\} : \left| L_{t+1}(s) - E(L_{t+1}(s) \mid a_t) \right| > \frac{E(U_{t+1}(s) \mid a_t)}{\ln^3 n} \mid a_t \right) \leq T'e^{-n^{1/4}} < 3 \ln n e^{-n^{1/4}} \leq e^{-n^{1/4 + \omega}}. \]

(43)
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Averaging over all $a_t$ such that $A_t$ holds, we deduce $\Pr(D_{t+1} \mid A_t) \leq e^{-n \frac{1}{5\omega}}$. □

By Lemma 4.7, for $t < t_3 - 1$,

$$\Pr(A_{t+1} \mid A_t) \geq 1 - e^{-n \frac{1}{5\omega}},$$

and therefore

$$\Pr(A_{t_3-1}) = \Pr(A_0) \prod_{t=0}^{t_3-2} \Pr(A_{t+1} \mid A_t) \geq \left(1 - e^{-n \frac{1}{5\omega}}\right)^{t_3} \geq \left(1 - e^{-n \frac{1}{5\omega}}\right)^{\log_2 n} = 1 - o(1).$$

So

$$\Pr(\overline{A}_{t_3}) = \Pr(\overline{D}_{t_3} \cap \overline{E}_{t_3}) \leq \Pr(\overline{D}_{t_3}) + \Pr(\overline{E}_{t_3}) \overset{(8),(11)}{\leq} \Pr(\overline{D}_{t_3}) + o(1)$$

$$\leq \Pr(\overline{D}_{t_3} \mid A_{t_3-1}) + \Pr(\overline{A}_{t_3-1}) + o(1) \overset{(45)}{=} \Pr(\overline{D}_{t_3} \mid A_{t_3-1}) + o(1) \overset{\text{Lemma } 4.7}{=} o(1).$$

Now note that for any $t \geq t_3$,

$$\Pr(\overline{A}_{t+1} \mid A_t) = \Pr(\overline{D}_{t+1} \mid A_t) \leq e^{-n \frac{1}{5\omega}}.$$

So using (46) and the above inequality,

$$\Pr(\overline{A}_{t_3}) = \Pr(\overline{A}_{t_3}) \prod_{t=t_3}^{T'-1} \Pr(A_{t+1} \mid A_t) \geq (1 - o(1)) \left(1 - e^{-n \frac{1}{5\omega}}\right)^{T'}$$

$$\geq (1 - o(1)) \left(1 - e^{-n \frac{1}{5\omega}}\right)^{3\ln n} = 1 - o(1). \quad (47)$$

Now we will study the evolution of $I(t)$ on the event $A_{T'}$. Recall that $t_4 = t_3 + \omega^2$. We first prove the following lemma.

**4.10 Lemma.** On $A_{T'}$, if $n$ is sufficiently large, then for any $t$ such that $t_4 \leq t \leq T' - 1$, we have

$$\frac{U(t+1)}{U(t)} \leq \frac{2}{e}.$$
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**Proof.** As we mentioned above, \( U(t) = U_t(t + 1) \). But also observe that \( U(t + 1) = U_t(t + 2) \). Therefore

\[
\frac{U(t + 1)}{U(t)} = \frac{U_t(t + 2)}{U_t(t + 1)}.
\]

Thus we may use the estimates on \( U_t(t + 2) \) and \( U_t(t + 1) \) on the event \( \mathcal{A}_T \).

So we have

\[
\frac{U_t(t + 2)}{U_t(t + 1)} \leq \frac{\sum_{r=0}^{t+1} I(r)}{(1 - 1/n)^t} \left(1 + \frac{1}{\ln^3 n} \right)^{t+1} \left(1 - \frac{1}{\ln^3 n} \right)^{-t-1}.
\]

(48)

By Lemma 4.6 (equations (21) and (22)), if \( n \) is large enough, then

\[
\frac{U_t(t + 2)}{U_t(t + 1)} \leq \left(1 - \frac{1}{n}\right)^{I(t)} \left(1 - \frac{10 \ln^2 n}{n^2}\right)^{-n}
\]

\[
\leq \left(1 - \frac{1}{n}\right)^{I(t_4)} \left(1 - \frac{10 \ln^2 n}{n^2}\right)^{-n},
\]

(49)

where we used \( I(t) \geq I(t_4) \) in the last inequality.

But by (39), \( I(t_4) \geq n - ne^{-\omega/2} \). Thus

\[
\left(1 - \frac{1}{n}\right)^{I(t_4)} \leq \left(1 - \frac{1}{n}\right)^{n - ne^{-\omega/2}} \leq e^{-1} e^{-\omega/2}.
\]

(50)

Now we combine (48), (49), and (50) and deduce that for \( n \) sufficiently large,

\[
\frac{U_t(t + 2)}{U_t(t + 1)} \leq e^{-1} e^{-\omega/2} \left(1 + \frac{1}{\ln^3 n} \right)^{t+1} \left(1 - \frac{1}{\ln^3 n} \right)^{-t-1} \left(1 - \frac{10 \ln^2 n}{n^2}\right)^{-n}
\]

\[
\leq 2e^{-\omega/2}.
\]

\[\square\]
4.2.3 Proof of Theorem 4.1: The Upper Bound

We are now ready to conclude the proof of the upper bound in Theorem 4.1. We will condition on \( A_{T'} \) and will calculate \( \text{E}(U_{T'}(T) \mid A_{T'}) \), proving that it is \( o(1) \). So the upper bound in Theorem 4.1 will follow from Markov’s inequality.

Let \( v \in V_n \setminus \{1\} \), and let \((a_0, \ldots, a_{T'})\) be a realization of the process up to time \( T' \) fulfilling the events “\( v \in U_{T'}(T) \)” and \( A_{T'} \). More precisely, \( a_i \) is an ordered set of \( i + 1 \) sets with the \( j \)th set containing ordered pairs, where the first element is a vertex informed at step \( j \) and the second is its random choice. Moreover, these \( i + 1 \) sets describe a feasible realization of the process until the \( i \)th round with the constraints that the events “\( v \in U_{T'}(T) \)” and \( A_{T'} \) are not violated. Then

\[
\Pr(a_0) = \Pr(a_0, \ v \in U_0(T)) = \Pr(v \in U_0(T)) \Pr(a_0 \mid v \in U_0(T)), \tag{51}
\]

and, since \( a_{t+1} \) satisfies the event “\( v \in U_{t+1}(T) \)”, one has

\[
\Pr(a_{t+1} \mid a_t) = \Pr(a_{t+1}, v \in U_{t+1}(T) \mid a_t) = \Pr(v \in U_{t+1}(T) \mid a_t) \Pr(a_{t+1} \mid v \in U_{t+1}(T), a_t). \tag{52}
\]

So summing over all realizations \((a_0, \ldots, a_{T'})\) of the process up to time \( T' \) fulfilling the events “\( v \in U_{T'}(T) \)” and \( A_{T'} \), we write

\[
\Pr(v \in U_{T'}(T), A_{T'}) = \sum_{(a_0, \ldots, a_{T'})} \Pr(a_0, \ldots, a_{T'})
= \sum_{(a_0, \ldots, a_{T'})} \Pr(a_0) \prod_{t=0}^{T'-1} \Pr(a_{t+1} \mid a_t)
= \sum_{(a_0, \ldots, a_{T'})} \Pr(v \in U_0(T)) \Pr(a_0 \mid v \in U_0(T))
\times \prod_{t=0}^{T'-1} \Pr(v \in U_{t+1}(T) \mid a_t) \Pr(a_{t+1} \mid v \in U_{t+1}(T), a_t). \tag{53}
\]

First, we will obtain a uniform bound on

\[
\Pr(v \in U_0(T)) \prod_{t=0}^{T'-1} \Pr(v \in U_{t+1}(T) \mid a_t).
\]
4.11 Proposition. If $n$ is large enough, then for all realizations $(a_0, \ldots, a_{T'})$ of the process up to step $T'$ fulfilling the events “$v \in \mathcal{U}_T(T)$” and $\mathcal{A}_{T'}$ we have

$$\Pr(v \in \mathcal{U}_0(T)) \prod_{t=0}^{T'-1} \Pr(v \in \mathcal{U}_{t+1}(T) \mid a_t) \leq \frac{2e^{-\omega}}{n}.$$  

Proof. Let $N(r, a_{r-1})$ denote the number of newly informed vertices at step $r$ given the history of the process up to step $r - 1$; note that the latter determines this set. But as $(a_0, \ldots, a_{T'})$ fulfills $\mathcal{A}_{T'}$,

$$\Pr(v \in \mathcal{U}_0(T)) \prod_{t=0}^{T'-1} \Pr(v \in \mathcal{U}_{t+1}(T) \mid a_t)$$

$$= \left(1 - \frac{T - 1}{n}\right)^{N(0)} \prod_{r=1}^{T'} \left(1 - \frac{T - r - 1}{n}\right)^{N(r, a_{r-1})}$$

$$\leq \left(1 - \frac{1}{n}\right)^{(T-1)N(0) + \sum_{r=1}^{T'} (T-r-1)N(r, a_{r-1})}.$$

To bound this from above, we will give a lower bound on the exponent:

$$(T - 1)N(0) + \sum_{r=1}^{T'} (T - r - 1)N(r, a_{r-1}) \geq (T - T' - 1)I(T') + \sum_{r=0}^{T'-1} I(r)$$

$$\geq (T - T' - 1)(n - U(T')) + \sum_{r=t_4}^{T'-1} (n - U(r))$$

$$= (T - t_4 - 1)n - (T - T' - 1)U(T') - \sum_{r=t_4}^{T'-1} U(r).$$

(55)
Therefore (54) yields

\[
\Pr (v \in \mathcal{U}_0(T)) \prod_{t=0}^{T'-1} \Pr (v \in \mathcal{U}_{t+1}(T) \mid a_t) \\
\leq \left(1 - \frac{1}{n}\right)^{(T-t_4-1)n-(T-T'-1)U(T')-\sum_{r=t_4}^{T'-1} U(r)} \\
\leq e^{-\ln n - \omega} e^{\frac{\ln n}{2} \frac{2}{e} n e^{-\frac{\omega}{2}}}.
\]

By Lemma 4.10 for \( n \) sufficiently large,

\[
U(T') \leq \left(\frac{2}{e}\right)^{(T'-t_4)} U(t_4) \leq 2 \left(\frac{2}{e}\right)^{\frac{\ln n}{2}} n e^{-\frac{\omega}{2}},
\]

and also

\[
\sum_{r=t_4}^{T'-1} U(r) \leq \sum_{r=t_4}^{T'-1} \left(\frac{2}{e}\right)^{r-t_4} U(t_4) \leq \frac{e}{e-2} U(t_4) \leq n \frac{e}{e-2} e^{-\frac{\omega}{2}}.
\]

So (57) and (58) imply that

\[
(T - T')U(T') + \sum_{r=t_4}^{T'-1} U(r) \leq 6 \ln n \left(\frac{2}{e}\right)^{\frac{\ln n}{2}} e^{-\frac{\omega}{2}} + \frac{e}{e-2} e^{-\frac{\omega}{2}} = o(1).
\]

Substituting this bound into (56), we obtain

\[
\Pr (v \in \mathcal{U}_0(T)) \prod_{t=0}^{T'-1} \Pr (v \in \mathcal{U}_{t+1}(T) \mid a_t) \leq \frac{2e^{-\omega}}{n}.
\]

So (53) becomes

\[
\Pr (v \in \mathcal{U}_{T'}(T), A_{T'}) \leq \frac{2e^{-\omega}}{n} \sum_{(a_0, \ldots, a_{T'})} \Pr (a_0 \mid v \in \mathcal{U}_0(T)) \prod_{t=0}^{T'-1} \Pr (a_{t+1} \mid v \in \mathcal{U}_{t+1}(T), a_t).
\]

(59)
But for the sum on the right-hand side, we have the following.

**4.12 Proposition.** For the sum over all realizations \((a_0, \ldots, a_{T'})\) of the process up to time \(T'\) fulfilling the events "\(v \in \mathcal{U}_{T'}(T)\)" and \(\mathcal{A}_{T'}\), we have

\[
\sum_{(a_0, \ldots, a_{T'})} \Pr(\, a_0 \mid v \in \mathcal{U}_0(T)) \prod_{t=0}^{T'-1} \Pr(\, a_{t+1} \mid v \in \mathcal{U}_{t+1}(T), \, a_t) \leq 1.
\]

**Proof.** Consider the following probability space: We run the process from 0 to \(T\) as before, except that in each step \(t\) each vertex \(u \in \mathcal{N}_t\) selects its starting position uniformly at random from those positions such that \(v \notin \ell(u; t + 1, T - 1)\). In other words, \(u\) selects a position in its list such that \(v\) is avoided in the segment of length \(T - t - 1\) starting at this position. We will denote the probabilities in this probability space by \(\widetilde{Pr}\). All realizations \((a_0, \ldots, a_{T'})\) of the process up to time \(T'\) fulfilling the events "\(v \in \mathcal{U}_{T'}(T)\)" and \(\mathcal{A}_{T'}\) are in this modified probability space and we have

\[
\Pr(\, a_0 \mid v \in \mathcal{U}_0(T)) = \widetilde{Pr}(\, a_0)\]

and in general, for all \(0 \leq t \leq T' - 1,\)

\[
\Pr(\, a_{t+1} \mid v \in \mathcal{U}_{t+1}(T), \, a_t) = \widetilde{Pr}(\, a_{t+1} \mid a_t)\]

So

\[
\Pr(\, a_0 \mid v \in \mathcal{U}_0(T)) \prod_{t=0}^{T'-1} \Pr(\, a_{t+1} \mid v \in \mathcal{U}_{t+1}(T), \, a_t) = \widetilde{Pr}(\, a_0, \ldots, a_{T'})\]

and

\[
\sum_{(a_0, \ldots, a_{T'})} \Pr(\, a_0 \mid v \in \mathcal{U}_0(T)) \prod_{t=0}^{T'-1} \Pr(\, a_{t+1} \mid v \in \mathcal{U}_{t+1}(T), \, a_t) = \sum_{(a_0, \ldots, a_{T'})} \widetilde{Pr}(\, a_0, \ldots, a_{T'}) \leq 1.
\]

\(\square\)
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So (59) becomes

$$\Pr(v \in U_{T'}(T), A_{T'}) \leq \frac{2e^{-\omega}}{n}. \quad (60)$$

Bayes’ rule now yields for $n$ sufficiently large,

$$\Pr(v \in U_{T'}(T) \mid A_{T'}) = \frac{\Pr(v \in U_{T'}(T), A_{T'})}{\Pr(A_{T'})} \leq \frac{3e^{-\omega}}{n}, \quad (47),(60)$$

and therefore

$$\mathbb{E}(U_{T'}(T) \mid A_{T'}) = \sum_{v \in V_n \setminus \{1\}} \Pr(v \in U_{T'}(T) \mid A_{T'}) \leq 3e^{-\omega} = o(1). \quad (61)$$

We now have

$$\Pr(S(n) > T) \leq \Pr(S(n) > T \mid A_{T'}) + \Pr(A_{T'}) \quad (47)$$

$$\leq \Pr(U_{T'}(T) > 0 \mid A_{T'}) + o(1) \leq \mathbb{E}(U_{T'}(T) \mid A_{T'}) + o(1) \quad (61)$$

and this concludes the proof of the upper bound in Theorem 4.1.

4.2.4 Proof of Theorem 4.1: The Lower Bound

Here we set

$$T_- := t_3 + \omega^2 + \ln n - 4 \ln \ln n.$$ 

First, we will show that with probability $1 - o(1)$ none of the vertices in $U_{T'}(T_-)$ will be informed until step $T_-$. We will then conclude the proof of the lower bound on $S(n)$, proving that $U_{T'}(T_-) > 0$ with probability $1 - o(1)$. We will show the latter by means of a second moment argument. In both steps, we will work conditioning on the event $A_{T'}$.

Let us begin with the first step. Recall that by (57) on $A_{T'}$ we have for large $n$

$$U(T') \leq 2 \left(\frac{2}{e}\right)^{\frac{\ln n}{T}} n e^{-\frac{\omega}{2}} \leq \left(\frac{2}{e}\right)^{\frac{\ln n}{T}} n.$$ 

The probability that a given vertex in $U_{T'}(T_-)$ is informed during one of the subsequent steps, that is, from step $T' + 1$ up to $T_-$, is no more than
1 - \left(1 - \frac{T_--T'}{n}\right)^{U(T')}. But as \(T_--T' \leq \frac{1}{2}\ln n\), the latter probability is no more than

\[
1 - \left(1 - \frac{T_--T'}{n}\right)^{U(T')} \leq 1 - \left(1 - \frac{\ln n}{2n}\right)^{\frac{\ln n}{2}}.
\]

Also, we repeat the calculations which led to (61), replacing \(T\) by \(T_--\) (note that \(T_--t_4 = \ln n - 4\ln \ln n\)). We obtain

\[
E(U_{T'}(T_-) \mid \mathcal{A}_{T'}) \leq 3e^{4\ln \ln n}.
\]

So, conditional on \(\mathcal{A}_{T'}\), the expected number of vertices in \(U_{T'}(T_-)\) which are informed between steps \(T'\) and (including) \(T_-\) is at most \(3e^{4\ln \ln n}\ln n \left(\frac{2}{e}\right)^{\frac{\ln n}{2}} = 3 \ln^5 n \left(\frac{2}{e}\right)^{\frac{\ln n}{2}} = o(1)\). In other words, with (conditional) probability \(1 - o(1)\), no vertex in \(U_{T'}(T_-)\) is informed during these steps.

Now we conclude the proof of the lower bound, showing that conditional on \(\mathcal{A}_{T'}\) with probability \(1 - o(1)\) we have \(U_{T'}(T_-) > 0\). Since \(\mathcal{A}_{T'}\) itself occurs with probability \(1 - o(1)\), this implies that with probability \(1 - o(1)\), running the process for \(T_-\) steps is not enough to inform all vertices.

Let \(\mathcal{D}'_{t_3}\) be the event that for all \(0 \leq r \leq t_3\) and for all \(r < s \leq T_-\) we have

\[
U_r(s) \in \mathcal{U}_r(s) \left(1 \pm \frac{1}{\ln^3 n}\right)^{r+1}.
\]

We now define

\[
\mathcal{A}'_{t_3} := \mathcal{D}'_{t_3} \cap \mathcal{E}_{t_3}.
\]

We can prove the following proposition.

**4.13 Proposition.**

\[
Pr(\mathcal{A}'_{t_3}) = 1 - o(1).
\]

Indeed, the proof goes exactly as the proof of the fact that \(Pr(\mathcal{A}_{t_3}) = 1 - o(1)\). We can apply Talagrand’s inequality (equation (2)), since the assertion of Proposition 4.9 holds in this case. In particular, (36) still holds for \(t \leq t_3\) if we consider \(s \leq T_-\) (instead of \(s \leq T'\)), and this is sufficient for Proposition 4.9. We omit the details.
Now, on $\mathcal{A}'_{t_3}$ we have with (22)

$$U_{t_3}(T_-) \geq U_{t_3}(T_-) \left(1 - \frac{1}{\ln^3 n}\right)^{t_3+1}$$

$$\geq (n-1) \left(1 - \frac{1}{n}\right)^{(T_- - t_3 - 1)I(t_3) + \sum_{r=0}^{t_3-1} I(r)} \left(1 - \frac{10 \ln^2 n}{n^2}\right)^{I(t_3)} \left(1 - \frac{1}{\ln^3 n}\right)^{t_3+1}$$

$$= n \left(1 - \frac{1}{n}\right)^{(T_- - t_3 - 1)I(t_3) + \sum_{r=0}^{t_3-1} I(r)} (1 - o(1)).$$

But $\sum_{r=0}^{t_3-1} I(r) \leq \sum_{r=0}^{t_3-1} 2^r \leq \frac{8n}{\omega}$ and $(1 - \frac{1}{n})^{\frac{8n}{\omega}} = 1 - o(1)$. Therefore

$$U_{t_3}(T_-) \geq n \left(1 - \frac{1}{n}\right)^{(T_- - t_3 - 1)I(t_3)} (1 - o(1)) = ne^{-(T_- - t_3)\frac{U(t_3)}{n}} (1 - o(1)).$$

Now, let us fix a certain realization of $U_{t_3}(T_-)$ such that $\mathcal{A}'_{t_3}$ is fulfilled and consider the following “imaginary” setting: after step $t_3$, every vertex from $U(t_3)$ chooses a random segment of length $T_- - t_3$ of its list. Let $U_{T'}(T_-)$ be the set of vertices from $U_{t_3}(T_-)$ which are in none of these segments, and let $\tilde{U}_{T'}(T_-) := |\tilde{U}_{T'}(T_-)|$.

The random variable $\tilde{U}_{T'}(T_-)$ is stochastically smaller than $U_{T'}(T_-)$ because, in the original setting, $U_{T'}(T_-)$ is determined by the vertices informed during steps $t_3 + 1$ up to $T'$ (there are at most $U(t_3)$ of them) and for each of them only a random segment of length less than $T_- - t_3$ is taken into account. So it suffices to show that $\tilde{U}_{T'}(T_-) > 0$ with probability $1 - o(1)$.

Now we calculate $E(\tilde{U}_{T'}(T_-))$:

$$E(\tilde{U}_{T'}(T_-)) = U_{t_3}(T_-) \left(1 - \frac{T_- - t_3}{n}\right)^{U(t_3)}$$

$$= U_{t_3}(T_-) e^{-(T_- - t_3)\frac{U(t_3)}{n}} (1 - o(1)).$$

(66)
It is easy to see that $E(\tilde{U}_{T}(T_-)) \to \infty$ as $n \to \infty$. In particular, we have

$$\begin{align*}
E(\tilde{U}_T(T_-)) &= U_{t_3}(T_-)e^{-(T_- - t_3)\frac{V(t_3)}{n}} (1 - o(1)) \\
&\geq ne^{-(T_- - t_3)\frac{t(t_3)}{n}} e^{-(T_- - t_3)\frac{U(t_3)}{n}} (1 - o(1)) \\
&= ne^{-(T_- - t_3)} (1 - o(1)) \\
&= ne^{-\omega^2 \ln n + 4 \ln \ln n} (1 - o(1)) \\
&= e^{-\omega^2 \ln^4 n} (1 - o(1)).
\end{align*}$$

We will show the following lemma.

**4.14 Lemma.** With probability $1 - o(1)$,

$$\tilde{U}_T(T_-) > 0.$$ 

Therefore we have the following corollary.

**4.15 Corollary.**

$$\Pr(U_T(T_-) > 0 \mid A'_{t_3}) = 1 - o(1).$$

Since $A'_{t_3}$ and $A_T$ both occur with probability $1 - o(1)$, repeated application of Bayes’ rule may show that also

$$\Pr(U_T(T_-) > 0 \mid A_T) = 1 - o(1).$$

This concludes the proof of the lower bound. So the only work left now is the proof of Lemma 4.14. □

**Proof of Lemma 4.14.** Chebyshev’s inequality yields

$$\Pr(\tilde{U}_T(T_-) = 0) \leq \Pr \left( \frac{\left| \tilde{U}_T(T_-) - E(\tilde{U}_T(T_-)) \right|}{E^2(\tilde{U}_T(T_-))} \geq 1 \right) \leq \frac{\text{Var}(\tilde{U}_T(T_-))}{E^2(\tilde{U}_T(T_-))}.$$ 

To show that this ratio is $o(1)$, it suffices to show that

$$E\left( \tilde{U}_{T'}^2(T_-) \right) \leq (1 + o(1)) E^2 \left( \tilde{U}_{T'}(T_-) \right).$$

As

$$E\left( \tilde{U}_{T'}^2(T_-) \right) = \sum_{u,v \in U_{t_3}(T_-)} \Pr(u,v \in \tilde{U}_{T'}(T_-)),$$

we have

$$E\left( \tilde{U}_{T'}^2(T_-) \right) \leq \sum_{u,v \in U_{t_3}(T_-)} \Pr(u,v \in \tilde{U}_{T'}(T_-)) = \sum_{u,v \in U_{t_3}(T_-)} \Pr(u,v \in \tilde{U}_{T'}(T_-)) \leq (1 + o(1)) E\left( \tilde{U}_{T'}(T_-) \right).$$

Therefore, we have shown that

$$E\left( \tilde{U}_{T'}^2(T_-) \right) \leq (1 + o(1)) E\left( \tilde{U}_{T'}(T_-) \right),$$

which completes the proof of Lemma 4.14.
we will estimate $E(\tilde{U}^3_{T'}(T_-))$ by estimating first $\Pr(u,v \in \tilde{U}_{T'}(T_-))$ for any given $u,v \in \mathcal{U}_{t_3}(T_-)$.

If the distance of $u,v$ in $\ell(x)$ was larger than $T_- - t_3$ for all $x$, then $\Pr(u,v \in \tilde{U}_{T'}(T_-))$ would be bounded from above by the square of an expression similar to that in (54), yielding (68). However, this is not the case for all pairs $u,v$. Nonetheless, we can show that it is true for most of the pairs as follows.

4.16 Proposition. Let $\mathcal{B}$ be the set of distinct unordered pairs $\{u,v\} \in (\mathcal{U}_{t_3}^n(T_-))$ for which there are no more than $U(t_3) - U(t_3)/\ln^2 n$ vertices $x \in \mathcal{U}(t_3)$ such that $v$ and $u$ are at distance at least $T_-$ in $\ell(x)$. Then

$$|\mathcal{B}| \leq \frac{2T_- \ln^2 n}{U_{t_3}(T_-)} \left( \frac{U_{t_3}(T_-)}{2} \right).$$

Proof. We write $|\mathcal{B}| = \lambda(U_{t_3}^{(T_-)})$ and count the pairs $(x, \{u,v\}) \in \mathcal{U}(t_3) \times (\mathcal{U}_{t_3}^n(T_-))$, which are such that $v$ and $u$ are at distance at least $T_-$ in $\ell(x)$. Then the number of such pairs is at least $U(t_3)U_{t_3}(T_-)(U_{t_3}(T_-) - 2T_- + 2)/2$. Let us also express this number in terms of $|\mathcal{B}|$. Then this is at most $\lambda(U_{t_3}^{(T_-)}) (U(t_3) - U(t_3)/\ln^2 n) + (1 - \lambda)(U_{t_3}^{(T_-)})U(t_3)$. In other words,

$$U(t_3)U_{t_3}(T_-) \frac{U_{t_3}(T_-) - 2T_- + 2}{2} \leq \lambda \left( \frac{U_{t_3}(T_-)}{2} \right) U(t_3) \left( 1 - \frac{1}{\ln^2 n} \right) + (1 - \lambda) \left( \frac{U_{t_3}(T_-)}{2} \right) U(t_3)$$

or

$$U(t_3) \frac{U_{t_3}(T_-)^2}{2} \left( 1 - \frac{2T_-}{U_{t_3}(T_-)} \right) \leq \lambda \left( \frac{U_{t_3}(T_-)}{2} \right) U(t_3) \left( 1 - \frac{1}{\ln^2 n} \right) + (1 - \lambda) \left( \frac{U_{t_3}(T_-)}{2} \right) U(t_3).$$

Dividing both sides by $(U_{t_3}^{(T_-)})$, we obtain

$$U(t_3) \frac{U_{t_3}(T_-)}{U_{t_3}(T_-) - 1} \left( 1 - \frac{2T_-}{U_{t_3}(T_-)} \right) \leq \lambda U(t_3) \left( 1 - \frac{1}{\ln^2 n} \right) + (1 - \lambda)U(t_3),$$

and so

$$U(t_3) \left( 1 - \frac{2T_-}{U_{t_3}(T_-)} \right) \leq \lambda U(t_3) \left( 1 - \frac{1}{\ln^2 n} \right) + (1 - \lambda)U(t_3).$$
Now we divide both sides by $U(t_3)$ and obtain

$$1 - \frac{2T_-}{U(t_3)(T_-)} \leq \lambda \left( 1 - \frac{1}{\ln^2 n} \right) + (1 - \lambda) = 1 - \frac{\lambda}{\ln^2 n},$$

which yields

$$\lambda \leq \frac{2T_- \ln^2 n}{U(t_3)(T_-)}.$$

□

Now we write the sum in (69) as follows:

$$\mathbb{E}\left( \tilde{\mathcal{U}}_{T'}^2(T_-) \right) = 2 \sum_{\{u,v\} \in \mathcal{B}} \mathbb{P}(u, v \in \tilde{\mathcal{U}}_{T'}(T_-)) + 2 \sum_{\{u,v\} \in \mathcal{B}} \mathbb{P}(u, v \in \tilde{\mathcal{U}}_{T'}(T_-))$$

$$+ \sum_{v \in \tilde{U}_{t_3}(T_-)} \mathbb{P}(v \in \tilde{\mathcal{U}}_{T'}(T_-)).$$

(70)

We will treat the three sums separately. The third sum is

$$\sum_{v \in \tilde{U}_{t_3}(T_-)} \mathbb{P}(v \in \tilde{\mathcal{U}}_{T'}(T_-)) = \mathbb{E}(\tilde{\mathcal{U}}_{T'}(T_-)) = o(\mathbb{E}^2(\tilde{\mathcal{U}}_{T'}(T_-))),$$

(71)

since $\mathbb{E}(\tilde{\mathcal{U}}_{T'}(T_-)) \to \infty$.

To bound the first sum note that if $u, v \in \tilde{\mathcal{U}}_{T'}(T_-)$, then for all $x \in U(t_3)$ the random position that $x$ chooses must be more than $T_- - t_3$ positions before the position of $v$. In other words,

$$\mathbb{P}(u, v \in \tilde{\mathcal{U}}_{T'}(T_-)) \leq \mathbb{P}(v \in \tilde{\mathcal{U}}_{T'}(T_-)) \leq \left( 1 - \frac{T_- - t_3}{n} \right)^{\nu(t_3)}.$$
So we have

\[
\sum_{\{u, v\} \in \mathcal{B}} \Pr(u, v \in \tilde{U}_T'(T_-)) \leq \frac{|\mathcal{B}|}{U_{t_3}(T_-)} \left(1 - \frac{T_- - t_3}{n}\right)^{U(t_3)}
\]

Proposition 4.16

\[
\leq \frac{2T_- \ln^2 n}{U_{t_3}(T_-)} \frac{U_{t_3}(T_-)}{2} \left(1 - \frac{T_- - t_3}{n}\right)^{U(t_3)}
\]

\[
\leq \frac{T_- \ln^2 n}{U_{t_3}(T_-)} U_{t_3}(T_-)^2 \left(1 - \frac{T_- - t_3}{n}\right)^{U(t_3)}
\]

\[
= \frac{T_- \ln^2 n}{U_{t_3}(T_-)} \left(1 - \frac{T_- - t_3}{n}\right)^{U(t_3)} \mathbb{E}^2(\tilde{U}_T'(T_-)).
\]

Now, we use (65) to bound \(U_{t_3}(T_-)\) from below, thus obtaining for \(n\) large enough

\[
\sum_{\{u, v\} \in \mathcal{B}} \Pr(u, v \in \tilde{U}_T'(T_-)) \leq \frac{T_- \ln^2 n}{n} e^{(T_- - t_3)\frac{I(t_3)}{n}} \left(1 - \frac{T_- - t_3}{n}\right)^{-U(t_3)} (1 + o(1)) \mathbb{E}^2(\tilde{U}_T'(T_-))
\]

\[
\leq \frac{T_- \ln^2 n}{n} e^{(T_- - t_3)\frac{I(t_3)}{n} + (T_- - t_3)\frac{U(t_3)}{n}} (1 + o(1)) \mathbb{E}^2(\tilde{U}_T'(T_-))
\]

\[
\leq \frac{T_- \ln^2 n}{n} e^{(T_- - t_3)\frac{I(t_3)}{n}} (1 + o(1)) \mathbb{E}^2(\tilde{U}_T'(T_-))
\]

\[
= \frac{T_- \ln^2 n}{n} e^{\omega^2 + \ln n - 4 \ln \ln n} (1 + o(1)) \mathbb{E}^2(\tilde{U}_T'(T_-))
\]

\[
\leq \frac{4e^\omega^2 \ln^3 n}{\ln^4 n} \mathbb{E}^2(\tilde{U}_T'(T_-)) = o(\mathbb{E}^2(\tilde{U}_T'(T_-))).
\]

Finally, recall that for each pair \(\{u, v\} \in \mathcal{B}\) there are at least \(U(t_3) - U(t_3)/\ln^2 n\) vertices \(x \in U(t_3)\) such that \(v\) and \(u\) are at distance at least \(T_-\) in \(\ell(x)\). For each such pair \(\{u, v\}\) and for each such \(x \in U(t_3)\), \(x\) will not inform \(v\) and \(u\) within the first \(T_- - t_3\) steps if its random choice is more than \(T_- - t_3\) places before the position of \(u\) and \(v\) in \(\ell(x)\). This excludes \(2(T_- - t_3)\)
positions on $\ell(x)$. Thus each summand in the second sum is

$$
\Pr(u, v \in \tilde{U}_{T'}(T_-)) \leq \left(1 - \frac{2(T_- - t_3)}{n}\right)^{U(t_3) \frac{1}{2} \cdot \frac{1}{n}} = (1 + o(1)) \left(1 - \frac{2(T_- - t_3)}{n}\right)^{U(t_3)}.
$$

So we obtain

$$
2(1 + o(1)) \sum_{\{u, v\} \in \mathcal{B}} \Pr(u, v \in \tilde{U}_{T'}(T_-)) = 2(1 + o(1)) \left(\frac{U_{t_3}(T_-)}{2}\right) \left(1 - \frac{2(T_- - t_3)}{n}\right)^{U(t_3)} \leq (1 + o(1)) E^2(\tilde{U}_{T'}(T_-)).
$$

We combine equations (72), (71), and (74) to bound $E(\tilde{U}_{T'}(T_-))$ as in (70), thus deducing (68).

\[\square\]

\[\square\]

\textbf{Indication of source.} The content of this section has been previously published in \cite{FH09b}. An extended abstract has been published in \cite{FH09a}.

\section{Robustness}

In this section we investigate the quasirandom rumor spreading model with transmission success probability $p$. Additionally to the procedure of quasirandom rumor spreading described above, we assume that each message reaches its target only with a certain probability $p \in [0, 1]$ independently for all transmissions. Note that we do not assume that the sender is notified of a transmission failure. Our goal is to show that the rumor is disseminated in the quasirandom model at least as quickly as it is in the random model, and so we will focus on determining the following upper bound on the broadcast time.
4.17 Theorem. For every $\varepsilon > 0$ and $p \in [0, 1]$, the number of rounds we need to inform all vertices of the complete graph on $n$ vertices using the quasirandom rumor spreading model with transmission success probability $p$ is at most

$$(1 + \varepsilon) \left( \log_{1+p} n + \frac{1}{p} \ln n \right)$$

with probability at least $1 - n^{-pe/40}$.

Unfortunately, since the rumor spreading process is saturated with many dependencies, determining the runtime for the the quasirandom model is not straightforward. As in [DFS08], we try to overcome this difficulty by suitably simplifying the random experiment, in particular, by assuming that certain vertices stop informing (ignoring), and that other vertices do not immediately start their own informing process after becoming informed (delaying). Delaying turns out to be useful as it gives us some influence on when a vertex uses its one random choice. Nodes that have been informed but have not yet begun informing new nodes play an important role in our analysis. We call them newly informed vertices.

To obtain bounds that are precise up to the leading constant, however, we have to be careful that our delaying and ignoring techniques do not slow down the rumor spreading process too much. For this reason, we partition the set of rounds that are necessary to inform all the nodes in the graph into two different types of phases. For both types of phases, the set of nodes that are initially active is the set of newly informed nodes.

Lazy phases were also used in the time analysis of [DFS08]. Only nodes that are considered active at the beginning of the phase are considered active for the remainder of the phase. Nodes that are contacted during the phase, although they are still considered to be informed, remain inactive, and are therefore unable to spread the rumor themselves for the continuation of the phase.

Since lazy phases neglect the rumor spreading potential of a significant portion of the nodes, we also need busy phases. Here, all nodes informed during the busy phase are active for the remainder of the phase. In other words, nodes newly informed during the busy phase have the ability to spread the rumor in each subsequent round until the termination of the phase. By choosing the lengths of the busy phases suitably, we balance the difficulties with the inherent dependencies and the losses due to ignoring informed vertices at the end of each phase.
As a result of implementing phases in which vertices that can spread the rumor in the original model are now inactive, we are only delaying the point in time at which all the vertices are informed. Therefore, the upper bound for the quasirandom model with lazy and busy phases holds as an upper bound for the original quasirandom model.

We will split the rumor spreading process into lazy and busy phases in the following way. We start with two lazy phases of $\frac{1}{2} \varepsilon \ln n$ rounds each. The main purpose of these two phases, which are easy to analyze, is to inform a set of vertices that is sufficiently large enough to maximize the effectiveness of the subsequent busy phases. We then perform a logarithmic number of busy phases, each composed of a constant number of rounds. This process results in a constant fraction of informed nodes, and we only need two more lazy phases to render the entire network informed.

4.3.1 The First Lazy Phase

The first lazy phase lasts for $\frac{1}{2} \varepsilon \ln n$ rounds. Our goal is to prove the following.

**4.18 Lemma.** Let $\varepsilon > 0$. After one lazy phase of length $\frac{1}{2} \varepsilon \ln n$, at least $\frac{1}{3} p \varepsilon \ln n$ nodes are newly informed with probability at least $1 - n^{-p\varepsilon/36}$.

**Proof.** Let $t_1 := \frac{1}{2} \varepsilon \ln n$. At time $t = 0$ one node, $v_0$, is informed. We perform a lazy phase of length $t_1$. This means that $v_0$ contacts each of the first $t_1$ nodes from its list with probability $p$. Therefore,

$$E(N(t_1)) = \frac{1}{2} p \varepsilon \ln n.$$ 

Using Chernoff bounds we see that

$$\Pr \left( N(t_1) < \frac{1}{3} p \varepsilon \ln n \right) = \Pr \left( N(t_1) < \left(1 - \frac{1}{3}\right) E(N(t_1)) \right)$$

$$\leq \exp \left( -E(N(t_1))/18 \right)$$

$$= \exp \left( -p \varepsilon \ln n / 36 \right)$$

$$= n^{-p\varepsilon/36}.$$ 

\qed
4.3 ROBUSTNESS

4.3.2 The Second Lazy Phase

The second lazy phase begins at time $t_1 + 1$ and terminates after $\frac{1}{2} \varepsilon \ln n$ rounds. Our goal is to prove the following.

**4.19 Lemma.** Let $\varepsilon > 0$. If, at some point $t_1$ in our model, we have $\frac{1}{3} p \varepsilon \ln n \leq N(t_1) \leq \frac{1}{2} \varepsilon \ln n$ and $I(t_1) \leq \frac{1}{2} \varepsilon \ln n + 1$, then after one lazy phase of length $\frac{1}{2} \varepsilon \ln n$, at least $\left( \frac{1}{3} p \varepsilon \ln n \right)^2$ nodes are newly informed with probability at least $1 - n^{-\gamma}$ for any $\gamma \in [0, 1[$.

**Proof.** Let $t_1 \in \mathbb{N}$ be such that $\frac{1}{3} p \varepsilon \ln n \leq N(t_1) \leq \frac{1}{2} \varepsilon \ln n$ and $I(t_1) \leq \frac{1}{2} \varepsilon \ln n + 1$ and let $t_2 := t_1 + \frac{1}{2} \varepsilon \ln n$. Enumerate the nodes of $N(t_1)$ from 1 to $N(t_1)$, and impose an artificial ordering on the set so that each node $i$ calls $\frac{1}{2} \varepsilon \ln n$ of its neighbors, determined from its cyclic list and its initial random decision, before node $i + 1$ attempts any contact. For each $i \in \{1, \ldots, N(t_1)\}$, let $X_i$ be the indicator random variable of the following event: Vertex $i$ informs none of the vertices which were already informed by a vertex from 1 to $i - 1$, nor a vertex from $I(t_1)$. In other words, if $X_i = 1$ for all $i \in \{1, \ldots, N(t_1)\}$, then $N(t_2)$ is equal to the number of contacts made during this phase.

When vertex $i$ first attempts contact, at most $|I(t_1) \setminus \{i\}| + \frac{1}{2} (i-1) \varepsilon \ln n \leq \frac{1}{2} i \varepsilon \ln n$ other vertices are already informed. Therefore,

$$\Pr (X_i = 0) \leq \frac{\left( \frac{1}{2} \varepsilon \ln n \right) \left( \frac{1}{2} i \varepsilon \ln n \right)}{n - 1} \leq \frac{\left( \frac{1}{3} \varepsilon \ln n \right)^3}{n - 1}.$$  \hfill (75)

Using a simple union bound, we conclude that

$$\Pr (\forall i \in \{1, \ldots, N(t_1)\} : X_i = 1) = 1 - \Pr (\exists i \in \{1, \ldots, N(t_1)\} : X_i = 0) \geq 1 - \sum_{i=1}^{N(t_1)} \Pr (X_i = 0) \geq 1 - \frac{\left( \frac{1}{3} \varepsilon \ln n \right)^4}{n - 1}.$$  

Now that we have shown that the chances of contacting an already informed vertex in this phase are sufficiently small, all that is left to do is to determine how many contacts are made during the phase.
Every node in $\mathcal{N}(t_1)$ attempts to contact $\frac{1}{2}\varepsilon \ln n$ nodes, so there are $\frac{1}{2}\varepsilon \ln n N(t_1)$ possible contacts made during the phase. Each of these is independently successful with probability $p$. Let $Y$ be the random variable denoting the number of contacts that are actually made during the phase. Then we have
\[ E(Y) = \frac{1}{2}p\varepsilon \ln n N(t_1) \geq \left(\frac{1}{2}p\varepsilon \ln n\right) \left(\frac{1}{3}p\varepsilon \ln n\right). \] (76)

Using Chernoff bounds, we see that
\[
\Pr\left(Y < \left(\frac{1}{2}p\varepsilon \ln n\right)^2\right) \leq \Pr\left(Y < (1 - \frac{1}{3}) E(Y)\right)
\leq e^{-E(Y)/18}
\leq e^{-(p\varepsilon \ln n)^2/108}
= n^{-p^2\varepsilon^2(\ln n)/108}.
\]

Therefore, at least $\left(\frac{1}{2}p\varepsilon \ln n\right)^2$ vertices are informed during this phase with probability at least $1 - \frac{(\frac{1}{2}\varepsilon \ln n)^4}{n-1} - n^{-p^2\varepsilon^2(\ln n)/108} \geq 1 - n^{-\gamma}$ for any fixed $\gamma \in [0, 1]$. \qed

4.3.3 The Busy Phases

A sufficient number of nodes are informed of the rumor in the first lazy phase, and so we are ready to commence the set of busy phases. As we have mentioned earlier, the idea of these phases is that nodes informed during each busy phase are able to spread the rumor during subsequent rounds of this phase. Because of the dependencies, these phases require a more refined analysis. Our goal is to inform a constant fraction of the nodes in the network by the time we complete this sequence of phases.

The Analysis of a Single Busy Phase

In order to determine the cumulative effect of the busy phases, we must first analyze the impact of a single busy phase composed of $k$ rounds starting after time-step $t$. The theorem we present below is the heart of the precise analysis of the quasirandom model. The idea of the proof is to investigate the part of the process originating from each single node in $\mathcal{N}(t)$. A single such process can be analyzed with moderate difficulty. Unfortunately, there may
be “conflicts” among these partial processes, that is, several of these partial processes may inform the same node, possibly at different times. However, we show that only few of these conflicts occur. By completely ignoring all parts that are contained in a conflict, we manage to analyze the busy phase.

Let $\epsilon' > 0$, $k \in \mathbb{N}$, $p \in ]0, 1]$ and $\zeta' \leq \frac{2^{-k}}{k}(2e)^{-\frac{p^k(1+p)^{k-3}}{p^3(1+p)^{k-3}}-k-1}$. We will prove the following statement.

### 4.20 Theorem

Let $t \in \mathbb{N}$ such that in our model at point $t$ we have $N(t) \geq (p\epsilon' \ln n)^2$ and $I(t) \leq \zeta' n$. For any constant $c > 0$, if we perform a busy phase of length $k$, then at the conclusion of this busy phase, the number of newly informed vertices satisfies with probability at least $1 - n^{-c}$ the inequality

$$N(t + k) \geq p(1 + p)^{k-2} N(t).$$

**Proof.**

Let $\zeta := 2^k \zeta'$. Let $t$ be such that we have $N(t) \geq (p\epsilon' \ln n)^2$ and $I(t) \leq \zeta' n$. Note that $I(t + k) \leq \zeta n$.

Enumerate the nodes of $N(t)$ from 1 to $N(t)$. For each $i \in \{1, \ldots, N(t)\}$, we define the set of *descendants of* $i$, denoted $\mathcal{D}_i$, such that for any node $v \in V$,

1. If $v$ is contacted within rounds $t + 1, \ldots, t + k$ by $i$, then $v \in \mathcal{D}_i$, and
2. If $v$ is contacted within rounds $t + 1, \ldots, t + k$ by $u$ and $u \in \mathcal{D}_i$, then $v \in \mathcal{D}_i$.

We say that set $\mathcal{D}_i$ is *conflict-free* if the following two conditions hold for each node $v \in \mathcal{D}_i$.

1. There exists exactly one node $u \in \mathcal{D}_i \cup \{i\}$ that attempts to contact $v$ within rounds $t + 1, \ldots, t + k$.
2. No node $w \in I(t + k) \setminus (\mathcal{D}_i \cup \{i\})$ contacts $v$ before round $t + k + 1$.

Note that this implies that the node $u$ specified in condition 1 informs $v$ of the rumor if it makes contact.

Otherwise, we call $\mathcal{D}_i$ *conflicting*.

We will now determine the likelihood that for all $i \in \{1, \ldots, N(t)\}$, the set $\mathcal{D}_i$ is conflict-free.
The first condition of conflict-freeness demands that for each node \( v \in D_i \) there exists exactly one node \( u \in D_i \cup \{i\} \) that attempts to contact \( v \) within rounds \( t + 1, \ldots, t + k \). To bound the probability that this condition fails, we impose an ordering on the random decisions of the vertices in \( D_i \cup \{i\} \). For every such decision \( d \), the probability that \( d \) creates a conflict with any previous decision, i.e., that the node in question attempts to contact a node that is targeted by a different node in \( D_i \cup \{i\} \), is bounded from above by \( \frac{k}{n-1}2^k \). So the probability that among all decisions a conflict is created is bounded from above by \( \frac{k}{n-1}(2^k)^2 \).

The probability that the second condition of conflict-freeness fails is

\[
\Pr \left( \bigcap_{i=1}^{D_i} \bigcup_{i=1}^{D_i} (D_{i+1} \cup \cdots \cup D_{N(t)} \cup I(t)) \neq \emptyset \right).
\]

Let \( d \) be a random decision of a vertex in \( D_i \cup \{i\} \).

For all outcomes of random decisions up to round \( t + k \) other than those of vertices in \( D_i \cup \{i\} \), the probability that \( d \) creates a conflict with any such decision can be uniformly bounded from above by \( (\zeta n - 2^k) \frac{k}{n-1} \). So

\[
\Pr \left( \bigcap_{i=1}^{D_i} \bigcup_{i=1}^{D_i} (D_{i+1} \cup \cdots \cup D_{N(t)} \cup I(t)) \neq \emptyset \right) \leq \frac{k}{n-1}(2^k)^2 + 2^k (\zeta n - 2^k) \frac{k}{n-1} = 2^k \zeta n - \frac{k}{n-1} \leq 2^{k+1} \zeta k.
\]

Now we want to bound the number of conflicting sets of descendants from above. Let \( q = \frac{p^3(1+p)^k}{2^k} \). Then the probability that there are at least \( qN(t) \) conflicting sets of descendants is

\[
\sum_{M \subseteq N(t) \atop |M| \geq qN(t)} \Pr (\forall i \in M : \ D_i \text{ is conflicting}) \leq \sum_{M \subseteq N(t) \atop |M| \geq qN(t)} \prod_{i \in M} \Pr (D_i \text{ is conflicting}) \leq 2^N(t) (2^{k+1}k\zeta)^{qN(t)} \leq e^{-N(t)} \leq n^{-c}
\]

for any \( c > 0 \).
4.3. ROBUSTNESS

Let $\mathcal{X}_i \subseteq \mathcal{D}_i$ denote the set of vertices that are descendants of $i$ and are contacted in round $t+k$ and let $X_i := |\mathcal{X}_i|$. We have

$$N(t+k) \geq \sum_{i=1}^{N(t)} X_i \quad = \quad \sum_{i=1}^{N(t)} (X_i|\mathcal{D}_i \text{ is conflict-free}) \quad \text{for all } \mathcal{D}_i \text{ is conflict-free.}$$

$$= \sum_{i=1}^{N(t)} (X_i|\mathcal{D}_i \text{ is conflict-free}) - \sum_{i=1}^{N(t)} (X_i|\mathcal{D}_i \text{ is conflicting}) \quad \text{for all } \mathcal{D}_i \text{ is conflicting.}$$

Since the largest number of descendants of $i$ that can be informed in round $t+k$ is $2^{k-1}$, this yields that

$$N(t+k) \geq \sum_{i=1}^{N(t)} (X_i|\mathcal{D}_i \text{ is conflict-free}) - \sum_{i=1}^{N(t)} 2^{k-1} \quad \text{for all } \mathcal{D}_i \text{ is conflicting.}$$

We can say the following about the expectation of $X_i$ for conflict-free sets of descendants.

**4.21 Proposition.** We have

$$\mathbb{E}(X_i|\mathcal{D}_i \text{ is conflict-free}) = p(1 + p)^{k-1}.$$ 

**Proof.** We prove this proposition by induction on the number of rounds that have occurred. Assume that $\mathcal{D}_i$ is conflict-free. At time $t+1$, the probability that $i$ has successfully contacted a new node is $p$, and therefore the expected number of nodes informed by $i$ is $p$. Let $j \in \{1, \ldots, k-1\}$ be such that for all $r \in \{1, \ldots, j\}$ the expected number of descendants of $i$ informed in round $t+r$ is $p(1 + p)^{r-1}$.

Then the expected number of descendants of $i$ informed in round $t+j+1$ is

$$p \left( 1 + \sum_{r=1}^{j} p(1 + p)^{r-1} \right) = p(1 + p)^j.$$ 

\[ \square \]

Let $X := \sum_{i=1}^{N(t)} (X_i|\mathcal{D}_i \text{ is conflict-free})$. Note that the conditional random variables $(X_i|\mathcal{D}_i \text{ is conflict-free})$ are independent and bounded by $2^{k-1}$. 

So we can use Hoeffding bounds (Theorem 1.2) and get
\[
\Pr \left( X < p(1 + p + p^2)(1 + p)^{k-3} N(t) \right) \\
= \Pr \left( X < p(1 + p)^{k-1} N(t) \left( 1 - \frac{p}{(1+p)^2} \right) \right) \\
= \Pr \left( X < E(X) \left( 1 - \frac{p}{(1+p)^2} \right) \right) \\
\leq \exp \left( -\frac{2p^2 E(X)^2}{2^{2k-2}(1+p)^4 N(t)} \right) = \exp \left( -\frac{p^4(1+p)^{2k-6} N(t)}{2^{2k-3}} \right) \\
\leq n^{-c}
\]
for any \( c > 0 \).

This means that we have
\[
X \geq p(1 + p + p^2)(1 + p)^{k-3} N(t)
\]
with probability at least \( 1 - n^{-c} \).

So with probability at least \( 1 - n^{-c} \),
\[
N(t+k) \geq X - \sum_{i=1 \text{ is conflicting}}^{N(t)} 2^{k-1} \\
\geq p(1 + p + p^2)(1 + p)^{k-3} N(t) - p^3(1 + p)^{k-3} N(t) \\
= p(1 + p)^{k-2} N(t).
\]
This proves Theorem 4.20. \( \square \)

We also have to ensure that after the performance of one busy phase, a big enough fraction of the informed vertices is newly informed, since only the newly informed vertices are active in the next phase. We show that this holds in the proof of the following corollary.

4.22 Corollary. Define \( t \) such that at point \( t \) we have \( N(t) \geq (p\epsilon' \ln n)^2 \) and \( I(t) \leq \min \left\{ \zeta' n, \frac{2^k - 1 - 1}{p(1+p)^{k-2} - 1} N(t) \right\} \). If we perform a busy phase of length \( k \), then for any \( c > 0 \) at the conclusion of this busy phase we have
\[
I(t+k) \leq \frac{2^k - 1}{p(1+p)^{k-2} - 1} N(t+k)
\]
with probability at least \( 1 - n^{-c} \).
4.3. ROBUSTNESS

Proof. If we perform a busy phase of length \( k \), by Theorem 4.20 we get

\[
I(t + k) = I(t) + \sum_{i=1}^{k} N(t + i)
\]

\[
\leq \frac{2^k - 1}{p(1 + p)^{k-2} - 1} N(t) + \sum_{i=1}^{k} 2^{i-1} N(t)
\]

\[
= \frac{(2^k - 1)p(1 + p)^{k-2}}{p(1 + p)^{k-2} - 1} N(t)
\]

\[
\leq \frac{2^k - 1}{p(1 + p)^{k-2} - 1} N(t + k)
\]

with probability at least \( 1 - n^{-c} \) for any \( c > 0 \). \( \square \)

Assembling of the Busy Phases

Now that we have analyzed a single busy phase, we can put these phases together to obtain a constant fraction of informed nodes. Let \( \varepsilon > 0 \), \( p \in [0, 1] \) and

\[
k := \frac{1 + \varepsilon}{\varepsilon} \left( \log_{1+p} \frac{1}{p} + 2 \right).
\]

As in the previous subsection, let \( \zeta \leq \frac{1}{k} (2e)^{-\frac{2^k - 1}{p(1 + p)^{k-2} - 1} - k} \), and \( \zeta' := 2^{-k} \zeta \).

We show the following.

4.23 Theorem. Let \( \varepsilon' > 0 \). Let \( t_2 \) be such that in our model at point \( t_2 \) we have \( N(t_2) \geq \frac{(p \varepsilon' \ln n)^2}{2} \) and \( I(t_2) \leq \min \left\{ \zeta' n, \frac{2^k - 1}{p(1 + p)^{k-2} - 1} N(t_2) \right\} \).

Let \( \ell \) denote the smallest integer such that if we perform \( \ell \) busy phases with \( k \) rounds we have \( I(t_2 + \ell k) \geq \zeta' n \).

Then

\[
\ell \leq \frac{(1 + \varepsilon) \log_{1+p} n}{k}
\]

and

\[
I(t_2 + \ell k) \leq \frac{2^k - 1}{p(1 + p)^{k-2} - 1} N(t_2 + \ell k)
\]

hold with probability at least \( 1 - n^{-c} \) for any \( c > 0 \).
Proof. Since \( p(1 + p)^{k-2} \geq 1 \) and \( N(t_2) \geq (pe' \ln n)^2 \), we can use Theorem 4.20 inductively and obtain that for all \( s \in \{1, \ldots, \ell\} \) we have

\[
N(t_2 + sk) \geq p(1 + p)^{k-2}N(t_2 + (s - 1)k) \geq \cdots \geq (p(1 + p)^{k-2})^s N(t_2)
\]

with probability at least \( 1 - sn^{-c} \) for any \( c > 0 \), and therefore

\[
I(t_2 + \ell k) \geq (p(1 + p)^{k-2})^\ell,
\]

with probability at least \( 1 - \ell n^{-c} \) for any \( c > 0 \).

Since \( n \geq \zeta n \geq I(t_2 + \ell k) \), we have

\[
\log_{1+p} n \geq \log_{1+p} \zeta n > \log_{1+p} (p(1 + p)^{k-2})^\ell = \ell (k - 2 + \log_{1+p} p),
\]

which implies that

\[
\ell \leq \frac{\log_{1+p} n}{k - 2 + \log_{1+p} p} = \frac{(1 + \varepsilon) \log_{1+p} n}{k}
\]

with probability at least \( 1 - n^{-c} \) for any \( c > 0 \).

Since \( I(t_2) \leq \frac{2^k - 1}{p(1 + p)^{k-2} - 1} N(t_2) \), by an inductive application of Corollary 4.22, we get that

\[
I(t_2 + \ell k) \leq \frac{2^k - 1}{p(1 + p)^{k-2} - 1} N(t_2 + \ell k)
\]

holds with probability at least \( 1 - n^{-c} \) for any \( c > 0 \).

\[\square\]

4.3.4 Second To Last Phase

Now that we have a small constant fraction of newly informed nodes, a lazy phase of a constant number of rounds suffices to yield a large fraction of newly informed nodes.
4.24 Lemma. Let $\varepsilon \in [0, 1]$ and $k := \frac{1+\varepsilon}{\varepsilon} \left( \log_{1+p} \frac{1}{p} + 2 \right)$. Let $t_3$ be such that in our model at round $t_3$ we have $I(t_3) \leq \frac{2^{k-1}}{p(1+p)^{k-2}} N(t_3)$, and that there exist $\zeta, \zeta' \in [0, 1]$ such that $\zeta' n \leq I(t_3) \leq \zeta n$ holds. Let $S := \frac{2^k \ln(1/\zeta)}{\zeta'}$.

After one lazy phase of $S$ rounds starting at time $t_3$, at least $(1 - 3\zeta)n$ nodes will be newly informed with probability $1 - e^{-\Omega(n)}$.

Proof. We perform one lazy phase of $S$ rounds starting at time $t_3$. Let $v_0 \in V \setminus \mathcal{I}(t_3)$. Then

$$\Pr(\text{no } v \in \mathcal{N}(t_3) \text{ contacts } v_0 \text{ in this phase}) = \left(1 - \frac{pS}{n-1}\right)^{N(t_3)} \leq \exp\left(-\frac{S p(1+p)^k - 1}{2^k(n-1)} I(t_3)\right) \leq \exp\left(-\frac{S p \zeta'}{2^k}\right) = \zeta.$$

We now calculate the expected number of newly informed nodes after $S$ rounds. Let $t_4 := t_3 + S$.

$$E(N(t_4)) = |V \setminus \mathcal{I}(t_3)| \cdot \Pr(v_0 \in V \setminus \mathcal{I}(t_3) \text{ is informed in this phase})$$
$$\geq (n - I(t_3))(1 - \zeta)$$
$$\geq (n - \zeta n)(1 - \zeta)$$
$$\geq (1 - 2\zeta)n.$$

We will now use the Hoeffding–Azuma inequality (see Theorem 1.5). Number the nodes of $\mathcal{N}(t_3)$ from 1 to $N(t_3)$. Then for all $i \in \{1, \ldots, N(t_3)\}$, define the random variable $\mathcal{X}_i$ as the set of vertices that $i$ contacts in the $S$ lazy rounds. Now we can define the function $f$ such that

$$f(\mathcal{X}_1, \ldots, \mathcal{X}_{N(t_3)}) := \left| \bigcup_{i=1}^{N(t_3)} \mathcal{X}_i \setminus \mathcal{I}(t_3) \right| = N(t_4).$$

By this definition, we see that

$$f(x_1, \ldots, x_i, \ldots, x_{N(t_3)}) - f(x_1, \ldots, x'_i, \ldots, x_{N(t_3)}) \leq S.$$
Therefore, we can bound the probability that we inform less than \((1 - 3\zeta)n\) vertices in this phase as follows.

\[
\Pr(N(t_4) < (1 - 3\zeta)n) = \Pr(N(t_4) < (1 - 2\zeta)n - \zeta n) \\
\leq \Pr(\{|N(t_4) - E(N(t_4))| \geq \zeta n\}) \leq 2 \exp \left(-\frac{2\zeta^2 n^2}{\sum_{i=1}^{N(t_3)} S_i^2}\right) \\
\leq 2 \exp \left(-\frac{2\zeta^2 n^2}{nS^2}\right) = e^{-\Omega(n)}.
\]

\(\square\)

### 4.3.5 The Final Phase

The last phase of the protocol is again a lazy phase. We now use the large fraction of newly informed nodes from the previous phase to inform the few remaining nodes.

**4.25 Lemma.** Let \(\varepsilon \in [0, 1]\) and \(\eta \leq \frac{\varepsilon}{4}\). Let \(t_4\) be such that in our model at round \(t_4\) we have \(N(t_4) \geq (1 - \eta)n\). After one lazy phase of \(\frac{(3+\varepsilon)}{3p} \ln n\) rounds starting at time \(t_4\), all the nodes will be informed with probability \(1 - O(n^{-\varepsilon(1-\varepsilon)/12})\).

**Proof.** We will perform one lazy phase of \(\frac{(3+\varepsilon)}{3p} \ln n\) rounds starting at time \(t_4\). Let \(v_0 \in V \setminus \mathcal{I}(t_4)\). Then

\[
\Pr(\text{no } v \in N(t_4) \text{ contacts } v_0 \text{ in this phase}) = \left(1 - \frac{p(3 + \varepsilon) \ln n}{3p(n - 1)}\right)^{N(t_4)} \\
\leq \exp \left(-\frac{(3 + \varepsilon) \ln n N(t_4)}{3(n - 1)}\right) \leq \exp \left(-\frac{(3 + \varepsilon)(1 - \eta)n \ln n}{3(n - 1)}\right) \\
\leq \exp \left(-\frac{(3 + \varepsilon)(1 - \eta) \ln n}{3}\right) \leq n^{-(1 + \varepsilon(1-\varepsilon)/12)}.
\]

So the probability that all the nodes become informed is

\[
\Pr(\forall v \in V \setminus \mathcal{I}(t_4) : v \text{ becomes informed}) = 1 - \Pr(\exists v \in V \setminus \mathcal{I}(t_4) : v \text{ does not get informed}) \\
\geq 1 - \sum_{v \in V \setminus \mathcal{I}(t_4)} \Pr(v \text{ does not get informed}) \\
\geq 1 - \eta nn^{-(1 + \varepsilon(1-\varepsilon)/12)} = 1 - O(n^{-\varepsilon(1-\varepsilon)/12}).
\]
4.3. ROBUSTNESS

4.3.6 Proof of Theorem 4.17

Let $\varepsilon \in [0, 1[$, $p \in [0, 1]$ and $k := \frac{1 + \varepsilon}{\varepsilon} \left( \log_{1+p} \frac{1}{p} + 2 \right)$. Furthermore, let $\zeta := \min \left\{ \frac{1}{k} (2e)^{- \frac{2k-1}{p(1+p)^k-3-k-1}} \cdot \frac{\varepsilon}{12}, \varepsilon \right\}$ and $\zeta' := 2^{-k} \zeta$.

We start a delayed quasirandom rumor spreading protocol with message success probability $p$ and with one initially informed vertex. We first perform one lazy phase of length $t_1 := \frac{1}{2} \varepsilon \ln n$. By Lemma 4.18 this yields that $N(t_1) \geq \frac{1}{2} p \varepsilon \ln n$ holds with probability at least $1 - n^{-pe/36}$. Of course, after one lazy phase of length $t_1$ we have with probability one $N(t_1) \leq t_1$ and $I(t_1) \leq t_1 + 1$. So we can apply Lemma 4.19 and get $N(t_2) \geq \left( \frac{1}{2} p \varepsilon \ln n \right)^2$, this phase succeeds with probability at least $1 - n^{-\gamma}$ for any $\gamma \in [0, 1[$.

Furthermore we have with probability one $I(t_2) \leq \left( \frac{1}{2} \varepsilon \ln n \right)^2 + \frac{1}{2} \varepsilon \ln n + 1 \leq \zeta' n$ as well as $I(t_2) = I(t_1) + N(t_2) \leq \frac{2k-1}{p(1+p)^k-2} N(t_2)$ for any sufficiently large $n$. So we can apply Theorem 4.23 with $\varepsilon' := \frac{\varepsilon}{k}$. This gives us an $\ell \leq \frac{(1+\varepsilon) \log_{1+p} n}{k}$ such that if we set $t_3 := t_2 + \ell k$, then for any $c > 0$ we have with probability at least $1 - n^{-c}$

$$\zeta' n \leq I(t_3) \leq \zeta n \quad \text{and} \quad I(t_3) \leq \frac{2k-1}{p(1+p)^k-2} N(t_3).$$

So with probability at least $1 - n^{-c}$ the preconditions of Lemma 4.24 are fulfilled. Therefore, if we set $S := \frac{2^k \ln (1/\zeta)}{p}$ and $t_4 := t_3 + S$, we get $N(t_4) \geq (1 - 3\zeta) n$ with probability at least $1 - n^{-c}$. We can consequently apply Lemma 4.25 with $\eta := 3\zeta$. We conclude that after $(3+\varepsilon) \ln n$ more rounds all the nodes will be informed with probability $1 - O(n^{-\varepsilon(1-\varepsilon)/12})$.

Overall, we perform at most

$$\frac{1}{2} \varepsilon \ln n + (1 + \varepsilon) \log_{1+p} n + S + \frac{3+\varepsilon}{3p} \ln n \leq (1 + \varepsilon) \left( \frac{1}{p} \ln n + \log_{1+p} n \right)$$

rounds in our delayed quasirandom rumor spreading protocol with message success probability $p$.

The overall failure probability is at most

$$n^{-pe/36} + n^{-\gamma} + n^{-c} + e^{-\Omega(n)} + O(n^{-\varepsilon(1-\varepsilon)/12}) \leq n^{-pe/40}.$$
Indication of source. The content of this section is under submission [DHL], together with the work described in Section 3.2. A short version has been previously published in [DHL09].
Conclusion and Outlook

In Chapter 2 it was shown that the theorem of Beck and Fiala [BF81] generalizes to randomized rounding except for a difference of one in the upper bound for hypergraphs with maximum degree in \{2, \ldots, 8\}. Even if this difference is not very important for most applications, it would still be interesting from the theoretic point of view to know if the theorem of Beck and Fiala generalizes exactly.

In Chapters 3 and 4 we provided an analysis of the evolution of rumor spreading under the randomized and the quasirandom models including the aspects of performance, robustness, and density of the underlying graph and a detailed comparison of both models. There are, however, still various interesting open questions for further research in the rumor spreading context. Our investigation of random graphs presented in Section 3.3 was the first precise analysis including leading constants of the runtime of randomized rumor spreading on a non-trivial graph class. Afterwards, Fountoulakis and Panagiotou [FP10] determined the leading constant for random regular graphs. Tight bounds for other graph classes, for example hypercubes or graphs with good expansion properties, are not known.

In Section 4.2, we presented a detailed analysis of the quasirandom rumor spreading model on the complete graph and showed that its evolution is very close to the evolution of the randomized rumor spreading model. Combined with the previous work in [Pit87] about randomized rumor spreading on complete graphs, our work demonstrates that quasirandom rumor spreading is as fast as randomized rumor spreading not only to leading order in \(n\) but also including the leading constant and lower order terms. At the same time passing to the quasirandom version of the model greatly reduces the number of random bits needed. Together with [ADHP09], these are the first results presenting bounds on of the runtime of quasirandom rumor spreading including leading constants. Although from the application point of view the upper bound appears more important, it would be interesting to know
whether a corresponding lower bound also holds, that is, whether one can replace the $4 \ln \ln n$ term in Theorem 4.1 by $\omega(n)$. This would then establish the full equivalence between the randomized method and the quasirandom method on the complete graph.

Also for the robustness question investigated in Chapter 3 and Section 4.3, this is the first work precise including leading constants. The Sections 3.2 and 4.3 together ensure that quasirandom rumor spreading on the complete graph is not only as fast as randomized rumor spreading but also as robust. In Section 3.3 the leading constant for faulty randomized rumor spreading on random graphs has been determined. To complete the correspondence between the randomized method and the quasirandom method regarding robustness on random graphs, it would be necessary to determine also the leading constant for faulty quasirandom rumor spreading on random graphs. Furthermore, it would be interesting to conceive of a precise analysis of both faulty randomized rumor spreading and faulty quasirandom rumor spreading also on other graph classes. We believe that for most natural network topologies, the quasirandom variant is as robust as the fully random one.

For the robustness of randomized rumor spreading on general graphs Elsässer and Sauerwald showed in [ES09] that the broadcast time for all graphs in this lossy model is at most a factor of $O(1/q)$ larger than it is in the model without transmission failures as described in Section 3.1. It would be interesting to obtain a similar result for quasirandom rumor spreading. However, we cannot expect the same generality: On a star graph, for example, quasirandom rumor spreading runs in linear time while the runtime of faulty quasirandom rumor spreading is of order $n \log n$.

Another problem would be to consider the number of messages sent instead of the number of rounds performed. Counting the number of rounds answers the question of how long it takes to inform all vertices. Counting the number of messages sent answers the question of how much it costs to inform all vertices, if with every transmission there is associated a fixed cost.

A more general setting for further research would be to apply the concept of quasirandomness to other randomized algorithms or models. As in the two areas of research presented above, the central question to be answered is how much randomness is needed, and how much of the randomness can be discarded, for the efficiency and other desired properties of the random process to be maintained.
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