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An unsteady Reynolds-averaged Navier-Stokes solver for unstructured grids is used to simulate the
flow over a UH-60A rotor. Traditionally, the computed pressure and shear stresses are integrated on
the computational mesh at selected radial stations and compared to measured airloads. However, the
corresponding integration of experimental data uses only the pressure contribution, and the set of in-
tegration points (pressure taps) is modest compared to the computational mesh resolution. This paper
examines the difference between the traditional integration of computed airloads and an integration
consistent with that used for the experimental data. In addition, a comparison of chordwise pressure
distributions between computation and measurement is made. Examination of this unsteady pressure
data provides new opportunities to understand differences between computation and flight measure-
ment.

Nomenclature

()tip denotes blade tip

µ advance ratio

ψ azimuthal position [◦]

ρ∞ freestream density [slugs/ft3]

σ solidity

a∞ freestream speed of sound [ft/s]

c local blade chord [ft]

CT thrust coefficient ( T
ρ∞Vtip

2πR2 )

Fc sectional chord force [lb/ft]

Fn sectional normal force [lb/ft]

My c/4 sectional pitching moment [lb]

M∞ freestream Mach number (V∞

a∞
)

R rotor radius [ft]
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r radial position [ft]

T thrust [lb]
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()∞ denotes freestream condition

CFD Computational Fluid Dynamics

CSD Computational Structural Dynamics

Introduction

Significant progress has been made in the last decade to-
ward meeting the challenge of predicting rotor airloads by
coupling Computational Fluid Dynamics (CFD) with Com-
putational Structural Dynamics (CSD). Various research
groups have coupled a range of CFD codes (including
structured-grid, unstructured-grid, Cartesian-grid solvers)
to a number of different CSD codes. In some cases, the
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same CFD code has been coupled to more than one CSD
code. Two long-running workshops, the UH-60A Air-
loads Workshop and the International HART-II Workshop,
have provided forums for comparison of computed results
for a common configuration obtained with different solu-
tion methodologies. First presented at a UH-60A Airloads
Workshop, three recent simulations of the UH-60A Black-
hawk rotor have produced remarkably similar results for
conditions spanning the flight envelope, despite using quite
different CFD and CSD codes, different grid resolutions,
and different time steps (Ref. 1). Differences in sectional
airloads between the various simulations are considerably
smaller than the difference between the simulations and
flight measurements.

Although the comparison of these CFD/CSD results
with UH-60A flight data may be viewed as being “reason-
able” considering the complexity of the problem, they are
still less than completely satisfactory. Pitching moment in
particular often exhibits a significant mean-value offset be-
tween computation and flight. The computed chord force
also tends to exhibit significant offset from flight. There
are many possible reasons for discrepancies between flight
and computation. Between the need to account for both
aerodynamics and structural dynamics, there is ample op-
portunity for modeling errors. For example, numerical res-
olution may be insufficient; rotor trim targets are estimates,
not measured directly; and structural properties may not be
known precisely. The authors previously explored the sensi-
tivity of computed results to CFD parameters such as mesh
size, time step, and turbulence model (Ref. 2); relatively lit-
tle sensitivity was observed, particularly for a high-speed
case. This paper examines whether the difference in in-
tegration method employed for the measured data and the
computed data contributes to the observed discrepancies.
Computed solutions are integrated to provide sectional air-
loads using exactly the same method, and in fact the same
code, as used for the measured flight data. An additional
outcome of this consistent integration is that unsteady pres-
sure distributions are compared between computation and
flight. To the authors’ knowledge, both are unique aspects
of the current paper that have not been examined before.

Flight-Test Data

During 1993–1994, flight tests of a highly instrumented
UH-60A were conducted as part of the joint NASA-Army
UH-60A Airloads Program (Ref. 3). One blade was instru-
mented with unsteady pressure transducers, and a second
blade was instrumented with strain gauges and accelerom-
eters. Data were collected for multiple flight conditions,
referred to as “counters”, at a large number of points within
the flight envelope, including high-speed flight and dynamic
stall. The wealth of data from this test has been extraordi-
narily beneficial to the development and validation of rotor-

craft simulation codes. However, due to the nature of flight
testing, some important information is either not available
from flight or can only be estimated. For example, main
rotor thrust was determined based on estimates of vehi-
cle weight during the particular flight counter, estimates of
downwash loading on the fuselage, and estimates of tail
rotor loading. Like most rotor blades, those of the UH-
60A undergo significant deformation as the blades rotate.
While the pressure transducers provided means of assessing
sectional aerodynamic loading, corresponding blade deflec-
tions, crucial to a more complete validation of prediction
methods, were not measured during this flight test.

CFD/CSD Methodology

The unstructured-grid flow solver used for this study is
FUN3D (Refs. 4, 5). The code solves the unsteady
Reynolds-Averaged Navier-Stokes equations, with several
models available for turbulence closure. The solver has
a variety of mesh-motion options, including rigid, de-
forming, and overset meshes, and a robust implicit time-
advancement scheme (Ref. 6). For overset meshes, the
DiRTlib (Ref. 7) and SUGGAR++ (Ref. 8) codes are used
to facilitate communication between disparate zones in the
mesh. Aeroelastic effects and trim are accounted for via
coupling with a rotorcraft comprehensive code (Refs. 2, 9,
10). The coupling is implemented via the loose coupling
strategy outlined by Potsdam et al. (Ref. 11), and thus is
appropriate to steady, level flight.

The rotorcraft CSD code used for this study is CAM-
RAD II (Ref. 12). The aerodynamics modules within
CAMRAD II are based on lifting-line models that use air-
foil tables, coupled with wake models. Although such aero-
dynamic models can provide reasonable results for many
flight conditions, in some cases the predictions of the air-
loads can be inaccurate because of limitations of the rela-
tively low-order aerodynamic modeling. When converged,
the loose coupling approach replaces the low-order lifting-
line aerodynamics of the CSD code with the higher-fidelity
Navier-Stokes aerodynamics of the CFD code (Refs. 9,11).
Within CAMRAD II, each blade is modeled as a set of
nonlinear beam elements. In addition to the structural dy-
namics modeling, CAMRAD II offers a sophisticated trim
capability. For the UH-60A simulations in this paper, a
three-degree-of-freedom trim is used, with the (solidity-
weighted) thrust coefficient, pitching moment, and rolling
moment specified as trim targets within CAMRAD II.

Evaluation of Sectional Airloads

In the flight-test program, one blade of the vehicle was in-
strumented with 241 unsteady pressure transducers. Trans-
ducers were generally grouped chordwise along nine radial
stations. A maximum of 15 transducers were installed on



the upper-surface at each radial station, along with a maxi-
mum of 15 transducers on the lower-surface at each station.
Although the transducers were clustered near the leading
edge to better resolve the pressure distribution there, the
number of points used to integrate the measured data were
sparse in comparison with the number of points typically
used for integration of CFD data. Furthermore, not all trans-
ducers remained operational for all for the run conditions of
the flight-test program. Post-test examination of transducer
output resulted in some marked as unreliable,1 and non-
functional or unreliable transducer data were not used for
integration of the measured pressures. There were no trans-
ducers located at either the leading or trailing edges. Aero-
dynamic shear stresses were not measured, so integrated
sectional airloads reflect only the pressure contribution. In-
tegration of the pressure data was handled by the TRCPCL
code.2 This code reads a file containing pressure data from
each of the taps (referred to herein as a “TP” file), together
with a file denoting the status of the pressure tap during
the particular flight test (a “PSTATUS” file). For example,
some taps may not be installed at a particular station, or the
data for a particular tap may have been deemed unsatisfac-
tory when examined after the test. If a tap is not installed
or its data otherwise deemed unreliable, that pressure is ex-
cluded from the integration. If fewer than five reliable pres-
sure taps are available on either the upper or lower surface,
the integration for that section is skipped. Pressures are in-
tegrated in a mapped coordinate system, using a 2nd order
integration scheme. For the mapped integration, pressures
are multiplied by (x/c)0.5 and then integrated as a function
of (x/c)0.5. This mapping takes advantage of the transducer
clustering near the leading edge and removes the need for
pressure data at the leading edge. To provide closure of the
pressure distribution at the trailing edge, TRCPCL uses an
average of the nearest valid upper and lower surface pres-
sure data. In certain instances, the nearest valid tap may be
located a large distance away from the trailing edge.

As part of the CFD/CSD coupling process, FUN3D per-
forms an intersection of the blade surface with a cutting
plane at user-specified radial stations. At these intersected
blade sections, the leading and trailing edges of the local
section are determined, from which the local blade twist
angle and quarter-chord location are found. This intersec-
tion process also determines the location of points used to
integrate the CFD solution. Because of the unstructured tri-
angulation of the blade surface, the number of integration
points will vary slightly from station to station. For the typ-

1Bousman, W.; U.S. Army Aeroflightdynamics Direc-
torate, Moffett Field, CA, Private Communication, August
2011

2Bousman, W.; U.S. Army Aeroflightdynamics Direc-
torate, Moffett Field, CA, Private Communication, Decem-
ber 2010

ical mesh densities used in this study, on the order of 250
points are used for integration at each station as opposed
to the maximum of 30 integration points available from the
pressure taps. Because the computational mesh points are
clustered around the leading and trailing edges, the inte-
gration points will be clustered there too. Within FUN3D,
the pressure and shear-stress components are integrated in
a blade-oriented coordinate system. Optionally, the pres-
sure and shear-stress components, together with the local
twist angle and quarter-chord position may be output to a
file. Once the sectional integration in the blade-aligned sys-
tem is complete, the forces and moments are transformed
to a section-aligned system by rotation through the local
twist angle. Forces and moments are transferred to CAM-
RAD II in the section-aligned coordinate system. This “na-
tive” integration of the CFD solution to determine sectional
airloads includes both pressure and shear-stress contribu-
tions.

To facilitate a direct comparison with the measured-data
integration, the CFD data from FUN3D was converted into
a TP file, exactly analogous to that associated with the mea-
sured flight data. This was accomplished by using the ex-
isting optional output mentioned above, and linearly inter-
polating the pressures to the blade tap locations used in the
measurements. This TP file of computed results, together
with the PSTATUS file for the particular test conditions,
was processed using the TRCPCL code. In this manner
only active/valid tap locations are used for CFD integra-
tion. With both computed and measured pressure data in
the same file format, a direct comparison of the unsteady
pressure distributions can be made.

Comparison with High-Speed Flight Data - C8534

First, computational results are shown for conditions corre-
sponding to the flight-test counter 8534. This case has be-
come a canonical case for CFD/CSD validation and is the
most widely simulated condition in the UH-60A Airloads
Database. It corresponds to a solidity-weighted thrust coef-
ficient of CT/σ = 0.081 at an advance ratio µ = 0.365 with
a (hover) tip Mach number of Mtip = 0.642. This condi-
tion represents the highest level-flight speed in the UH-60A
Airloads Database, as well as the flight condition with the
highest vibration levels.

The numerical simulations presented here were carried
out for an isolated rotor using a mesh containing approx-
imately 15 million nodes (Ref. 2). Mesh cells near the
blade surface are prismatic and transition to tetrahedra away
from the surface. A time step corresponding to 1◦ change
in rotor azimuth was used, and the Spalart-Allmaras tur-
bulence model (Ref. 13) was employed. Further details of
the numerical simulations, as well as an examination of the
sensitivity of the results to mesh size, time step, and tur-
bulence model were examined in previous work (Ref. 2)



where sectional airloads (normal force, pitching moment,
and chord force) were found to be insensitive to the afore-
mentioned parameters. In the figures pertaining to sectional
airloads presented here, computed results labeled “CFD”
correspond to the results presented in this earlier work, us-
ing the native integration method described above. Compu-
tational results labeled “CFD / TRCPCL” use the TRCPCL
code to integrate only pressure at valid tap locations. Be-
low, comparisons with pressure data are shown “on the ad-
vancing side” and “on the retreating” side of the rotor disk.
For purposes of figure grouping, the zero azimuthal station
(aligned with the fuselage axes, downwind) is grouped as
part of the advancing side, while 180◦ azimuth is grouped
as part of the retreating side.

Figure 1 illustrates the radial stations at which test data
were collected on one of the rotor blades. Because de-
tailed pressure data can be compared at many azimuthal
positions for each radial station, only a small set of com-
puted vs. measured comparisons can be shown within the
space constraints of this paper. Two stations, r/R = 0.675
and r/R = 0.865 are examined in this paper; these stations
are indicated in red in Figure 1. Of these two stations, the
more outboard one is examined in slightly more detail, as
the aerodynamics are more varied at that location. Fur-
thermore, r/R = 0.865 is a station at which integrated air-
loads have been examined by many, if not most, previous
computational studies. Integrated sectional airloads from
CFD/CSD and test are shown in coefficient form for normal
force, pitching moment, and chord force vs. rotor azimuth.
Pitching moment is positive nose up, chord force is positive
directed toward the trailing edge, and normal force is pos-
itive up. Computed airloads are shown for both the native
and TRCPCL integration methods. Means are not removed
from the integrated airloads to better assess the effect of the
integration method on the computed results. Measured and
computed pressures versus x/c are shown at the selected ra-
dial stations, principally for 45◦ increments around the rotor
disk.

Figure 2 shows the comparison between rotor airloads
from flight and computation at r/R = 0.675. At this sta-
tion, there is very little difference in either computed nor-
mal force or computed pitching moment using either the na-
tive integration or using the TRCPCL code. Although the
variation of the pitching moment with azimuth is reason-
ably captured by the computation, there is an offset from the
flight data; this offset is essentially unchanged by the inte-
gration method. However, there is considerable sensitivity
of the computed chord force to the integration procedure
on the advancing side, with the TRCPCL-integrated result
significantly closer to the TRCPCL-integrated flight data.
Recall that the TRCPCL integration of computed results re-
moves any skin-friction contributions because skin-friction
contributions were not included during the flight test mea-
surements. A separate “native” integration the pressure and

skin-friction contributions has not been carried out for each
section. However, spot checks of total integrated forces on
individual rotor blades, for which the contributions of pres-
sure and skin friction are separately accounted, show that
indeed the skin friction contribution to the in-plane force
can be quite significant, on the order of 20 per cent on the
advancing side for C8534.

A comparison of the corresponding chordwise (gauge)
pressure distributions at r/R = 0.675 for a small set of az-
imuthal positions is shown in Figures 3 and 4. Generally
speaking, the agreement between the measured and com-
puted pressures is good, except for 90◦ on the advancing
side. Here the poorest agreement is on the upper surface
where the measured peak suction pressure is roughly 2 psi
lower (more negative) than the computed pressure. Pressure
levels on the lower surface are generally in good agreement
with the measured data, except near the leading edge where
the flight pressure distribution in not as smooth as the com-
puted distribution.

Figure 5 shows the comparison between rotor airloads
from flight and computation further outboard at r/R =
0.865. There are a few small differences in normal force
and pitching moment between computational results inte-
grated with TRCPCL and those using native integration.
But once again the principal difference is in chord force
on the advancing side, and by using TRCPCL to integrate
only the pressure contribution from the computation yields
significantly better correlation with the flight data.

Figure 6 shows pressures on the advancing side for
r/R = 0.865 at finer azimuthal increments of 15◦. The finer
azimuthal resolution compared to Figure 2 is used to bet-
ter visualize the motion of the shock wave that is present
at this station on the advancing side. Beginning at 0◦, the
computed and flight pressures are in very good agreement.
Indeed until an azimuth of 45◦ the agreement is fairly good,
except for an odd spike in the measured pressures around
x/c = 0.2. By 45◦ however, a shock has formed on the up-
per (suction) surface, and although captured by the CFD
solution, the predicted shock location is too far forward,
and slightly weaker than flight measurement. Through 90◦,
the pre-shock suction pressure on the upper surface remains
nearly constant, while the computed peak suction pressure
drops after 75◦, and the computed shock position remains
too far forward. In the measured data on the advancing
side, the pressure tap at x/c = 0.2 remains slightly suspect,
judged by pressures at neighboring taps. However, on the
retreating side the pressures at that location do not stand out
from neighboring pressures. By 105◦ the lower surface has
larger suction pressures than the upper surface, a fact that is
also reflected in the negative normal force at this azimuth in
Figure 5. The computed and measured lower surface pres-
sures are again in reasonably good agreement, though the
computed lower surface shock position is still slightly for-
ward of the measured one. Larger discrepancies remain on



the upper surface; computed pressures do not suggest an
upper-surface shock, though one appears present in flight at
105◦. By 135◦, the computed and measured pressures are
in reasonably good agreement on both surfaces. The lower
surface suction peak has largely disappeared by 150◦, and
the upper surface is on the way to again becoming the pri-
mary suction surface, a transition completed by 165◦, and
leading once again to a positive normal force. Note that de-
spite the rather significant differences in shock positions in
the region between 45◦ and 90◦, the integrated normal force
from the computation is in very good agreement with the
flight data. Even the pitching moment is in remarkably good
agreement considering the shock differences. Compensat-
ing differences have been masked through integration. In
this case, differences between computation and flight only
become evident upon closer inspection of the pressure data.

Figure 7 shows the pressure distribution at four az-
imuthal locations on the retreating side for this radial sta-
tion. The agreement between computed and measured pres-
sure distributions on the retreating side is generally better
than on the advancing side, although peak suction pressures
are higher in the flight data.

Comparison with High-Thrust Flight Data - C9017

The second flight counter considered for comparison is
C9017. This counter corresponds to a solidity-weighted
thrust coefficient of CT/σ = 0.129 at an advance ratio
µ = 0.237 with a (hover) tip Mach number of Mtip = 0.666.
The high thrust coefficient places this flight condition near
the stall boundary. This flight condition represents a more
challenging computation, and computed results are more
sensitive to numerical modeling than C8534. For this high-
thrust flight condition, several radial stations exhibit double
dynamic-stall events on the retreating side.

As for C8534, the effect of integration method on the
computed airloads is first examined in Figure 8 for r/R =
0.675. Once again the integration method has relatively lit-
tle effect on the normal force and pitching moment, and a
significant effect on the chord force on the advancing side.
A relatively mild stall is evident on the retreating side as a
reduction in normal force and drag, and an increase in nose-
down (negative) pitching moment starting near 195◦.

Chordwise pressure distributions at r/R = 0.675 are
shown in Figures 9 and 10 for four azimuthal stations on
both the advancing and retreating sides. Peak suction pres-
sure levels on the upper surface are well predicted for 0◦

and 45◦, but at 90◦, the computation predicts a lower peak
suction, located further forward than observed in flight. The
measured pressures tend to show a slightly larger aft load-
ing than the computed pressures downstream of the suction
peak to approximately 80 percent chord. On the retreating
side, the pressure distributions reflect the stall evident in the

integrated airloads. At 180◦, the suction peak is relatively
large, but the shape is characteristic of fully attached flow.
By 225◦ however, a reduced suction peak and flat loading
over the aft portion of the blade are indicative of separated
flow. Once the blade has reached 270◦ and 315◦, the pres-
sure distributions are again indicative of attached flow.

Of the stations exhibiting double dynamic-stall events,
the ones at r/R = 0.865 are the most severe. Figure 11
shows the sectional airloads at this station for both compu-
tation and flight. The computed normal force and pitching
moment compare less favorably with the flight data at this
radial station than the corresponding C8534 data, and for
the pitching moment there is a large but fairly constant off-
set between computation and flight. The two dynamic-stall
events are perhaps most clearly observed in the increase
in nose-down (more negative) pitching moment that begins
around 240◦ and again near 315◦. Precipitous drops in the
normal and chord force are also readily observable at these
locations. Once again, the only significant change in com-
puted airloads using pressure integration at functional trans-
ducer locations is in the chord force on the advancing side,
where a consistent integration improves the correlation. In
particular, using a consistent integration does not remove
the significant offset in pitching moment.

Figure 12 illustrates the pressures at four azimuthal lo-
cations on the advancing side. As expected from the in-
tegrated airloads, the comparison of pressure distributions
between computation and flight is not as favorable as for
C8534. For the high-speed case, pressure distributions at
0◦ compared well between computation and flight; but for
the high-thrust condition, the comparison is not nearly as
favorable. By 45◦, a shock is evident on the upper sur-
face with both the strength and location correctly captured
in the computation. The suction peak on the lower surface
is not well captured by the computation. At an azimuth of
90◦, the computation (as for the high-speed case) misses the
peak suction pressure on the upper surface, and predicts the
shock location too far forward. The computed peak suction
pressure on the lower surface is much further forward than
the corresponding location in the data. By 135◦ the upper-
surface shock has subsided in both computation and flight,
although the comparison of pressures is otherwise not very
favorable. Notably, the significant aft loading observed in
the flight pressures at all azimuthal locations is not seen
in the computed pressures, which in turn leads to a more
nose-down (negative) pitching moment in the flight data, as
reflected in Figure 11. Note that r/R = 0.865 is the most
outboard station with the tab extension (see Figure 1), and
is very near the tab / no tab juncture. One possible expla-
nation for the observed differences in aft loading between
computation and flight is that the local section geometries
differ sufficiently to affect the results for high-thrust.

For the retreating side, Figure 13 shows the pressure dis-
tributions at finer azimuthal increments (15◦) to provide a



better resolution of the two dynamic-stall events. As on
the advancing side, the significantly higher aft loading of
the flight pressures is evident from the large pitching mo-
ment offset. The pressure distributions between 180◦ and
240◦ do not vary significantly with azimuth. Apart from
the larger aft loading, flight pressures on the upper surface
are noticeably less smooth than the corresponding compu-
tational distributions. This “lumpiness” in the distribution,
aft of x/c = 0.2, is quite persistent between these azimuthal
locations. Whether this is a real effect missed by the com-
putations, or some artifact of the measurement is unknown.
However, at 255◦, the signature of a vortex, associated with
the first dynamic stall, is seen near x/c = 0.4 as a local in-
crease in suction pressure. The effect is seen in both com-
putation and flight, although it is more pronounced, and
slightly more downstream (approximately 0.1 chord) in the
flight data. By 270◦, the stall is essentially complete and the
section has lost much of its lift. Lift is increasing again by
300◦. At 315◦, a local suction increase due to a vortex from
the second dynamic stall is evident in the flight data, but not
in the computational data. This appears consistent with the
sectional airloads shown in Figure 11 where, judging from
the pitching moment response, the second dynamic stall in
the flight data begins roughly 15◦ ahead of the computed
one. Not until 330◦ do the computed pressures even begin
to hint at a passing vortex, with a very slight flattening of
the loading around x/c = 0.3.

Concluding Remarks

From the comparisons made to date, the relatively sparse
set of pressure taps used as input to the TRCPCL integra-
tion code does not contribute significantly to previously-
observed discrepancies between flight and computation for
sectional normal force and pitching moment. Sectional
chord force however, does show a significant effect from
the integration method, particularly on the advancing side
of the rotor disk.

Prior computational efforts, including those of the
present authors, have focused primarily on sectional air-
loads when comparing with aerodynamic data from the
1993–1994 Airloads Program. However, a wealth of data
from the Airloads Program in the form of the “raw” pres-
sure data has seemingly not been used to further understand
the differences between computation and flight. This pa-
per examined only a tiny fraction of the available pressure
data: two radial stations for both a high-speed and high-
thrust case. Even within this limited scope, only a relatively
few azimuthal could be presented.

A close examination of unsteady pressure data for
C8534 at r/R = 0.865 has revealed important differences
in computed shock strength and position relative to flight
data. These differences are not readily apparent when look-
ing at integrated sectional airloads at that station. Indeed,

the r/R = 0.865 station for C8534 is one of the points
for which correlation between computation and flight has
historically been considered quite good in terms of inte-
grated sectional airloads. Recent comparisons of widely
differing CFD/CSD systems showed nearly identical results
in terms of integrated sectional airloads to those for the
FUN3D/CAMRAD II results presented here, so it would be
instructive to look at corresponding pressure distributions
in other CFD/CSD results.

For the high-thrust case, C9017, observed differences in
the pressure distributions between computation and flight
were less surprising since the integrated sectional loads
had previously shown less favorable comparison with flight
measurements relative to the high-speed case. The exami-
nation of pressures revealed that the flight pressures exhib-
ited considerably more aft loading than the computational
pressures. In addition, the footprint of the leading-edge vor-
tex resulting from the dynamic stall is not nearly as promi-
nent in CFD as in the flight data. This is consistent with
the more nose-down pitching moment seen in the integrated
data from flight compared to computation. However, when
considering only the integrated airloads, the source of the
discrepancy is masked.

At the present time, the reasons for the observed differ-
ences in pressure distributions between flight and compu-
tation are unclear. Previous studies have indicated a very
small sensitivity in computed (integrated) airloads to CFD
modeling parameters for the high-speed case. Subtle ge-
ometry differences in critical regions (e.g., the extension
tab) between the computational model and the as-built ro-
tor may contribute, particularly for a high-thrust situation.
In addition, measured data is subject to some uncertainties.
For example, anomalous behavior of certain pressure taps
is occasionally apparent on the advancing side, but not the
retreating side. Of course, the fact that aerodynamics and
structural dynamics are intimately coupled in rotorcraft sys-
tems makes assessing such differences difficult without fur-
ther data. Near-future plans include a similar examination
of recently-completed wind-tunnel tests of the same UH-
60A rotor (Ref. 14), for which both pressure and deflection
data will be available.
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Fig. 1. Blade radial stations at which pressures were measured where red indicates stations examined in this paper.
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Fig. 2. Comparison of computed and measured airloads at r/R = 0.675 for Counter 8535. Flight data and CFD via
TRCPCL use identical integration of pressure and neglect skin friction.
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Fig. 3. Comparison of computed and measured pressures at r/R = 0.675 for Counter 8534 on the advancing side
(azimuthal increments of 45◦; solid lines, upper surface; dashed lines, lower surface).



X/C

P
re

ss
ur

e 
(p

si
)

0 0.2 0.4 0.6 0.8 1

-10

-8

-6

-4

-2

0

2

4

r/R = 0.675  Ψ = 225.0o

Black - C8534
Red    - CFD

X/C

P
re

ss
ur

e 
(p

si
)

0 0.2 0.4 0.6 0.8 1

-10

-8

-6

-4

-2

0

2

4

r/R = 0.675  Ψ = 180.0o

Black - C8534
Red    - CFD

X/C

P
re

ss
ur

e 
(p

si
)

0 0.2 0.4 0.6 0.8 1

-10

-8

-6

-4

-2

0

2

4

r/R = 0.675  Ψ = 315.0o

Black - C8534
Red    - CFD

X/C

P
re

ss
ur

e 
(p

si
)

0 0.2 0.4 0.6 0.8 1

-10

-8

-6

-4

-2

0

2

4

r/R = 0.675  Ψ = 270.0o

Black - C8534
Red    - CFD

Fig. 4. Comparison of computed and measured pressures at r/R = 0.675 for Counter 8534 on the retreating side
(azimuthal increments of 45◦; solid lines, upper surface; dashed lines, lower surface).
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Fig. 5. Comparison of computed and measured airloads at r/R = 0.865 for Counter 8534. Flight data and CFD /
TRCPCL use identical integration of pressure and neglect skin friction.
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Fig. 6. Comparison of computed and measured pressures at r/R = 0.865 for Counter 8534 on the advancing side
(azimuthal increments of 15◦; solid lines, upper surface; dashed lines, lower surface).
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Fig. 7. Comparison of computed and measured pressures at r/R = 0.865 for Counter 8534 on the retreating side
(azimuthal increments of 45◦; solid lines, upper surface; dashed lines, lower surface).
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Fig. 8. Comparison of computed and measured airloads at r/R = 0.675 for Counter 9017. Flight data and CFD via
TRCPCL use identical integration of pressure and neglect skin friction.
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Fig. 9. Comparison of computed and measured pressures at r/R = 0.675 for Counter 9017 on the advancing side
(azimuthal increments of 45◦; solid lines, upper surface; dashed lines, lower surface).
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Fig. 10. Comparison of computed and measured pressures at r/R = 0.675 for Counter 9017 on the retreating side
(azimuthal increments of 45◦; solid lines, upper surface; dashed lines, lower surface).
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Fig. 11. Comparison of computed and measured airloads at r/R = 0.865 for Counter 9017. Flight data and CFD /
TRCPCL use identical integration of pressure and neglect skin friction.
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Fig. 12. Comparison of computed and measured pressures at r/R = 0.865 for Counter 9017 on the advancing side
(azimuthal increments of 45◦; solid lines, upper surface; dashed lines, lower surface).
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Fig. 13. Comparison of computed and measured pressures at r/R = 0.865 for Counter 9017 on the retreating side
(azimuthal increments of 15◦; solid lines, upper surface; dashed lines, lower surface).


