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(57) ABSTRACT 

A video sensor device is provided which incorporates a 
rangefinder function. The device includes a single video 
camera and a fixed laser spaced a predetermined distance 
from the camera for, when activated, producing a laser 
beam. A diffractive optic element divides the beam so that 
multiple light spots are produced on a target object. A 
processor calculates the range to the object based on the 
known spacing and angles determined from the light spots 
on the video images produced by the camera. 

2 Claims, 1 Drawing Sheet 
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VIDEO SENSOR WITH RANGE 
MEASUREMENT CAPABILITY 

ORIGIN OF THE INVENTION 

optoelectronic technique for target recognition (see, e.g., 
Curtis Padgett, Wai-Chi Fang, Steven Suddarth, Smart Opto- 
electronic Sensor System for  Recognizing Targets, Suraphol 
Udomkesmalee, NASA Tech Brief, Electronic Systems cat- 

Unfortunately, simple triangulation cannot account for 
curved surfaces, angles or corners, and, as set forth previ- 
ously, it is important in the applications here that the 
inspection be carried out in environments having these 

i o  features. Further, a method such as the method described in 
the Mertz et al. reference mentioned above, which uses a 
laser line, is also impractical for these applications because 
of the impact of increased computational requirements on 
size. Also, in a practical implementation, Some ofthe various 

devices and, more particularly, to an improved video sensor 15 parameters (e.g., the distance from the camera to the target 
having the capability of measuring the range to an object and the laser and camera angles) are very difficult to 
being imaged by the video sensor. precisely define. 

5 egory, NPO-20357). 
The invention described herein was made in part by 

employees of the United States Government and may be 
manufactured and used by or for the Government of the 
United States ofAmerica for governmental purposes without 
the payment of any royalties thereon or therefor. 

FIELD OF THE INVENTION 

The invention relates to video sensors and inspection 

BACKGROUND OF THE INVENTION SUMMARY OF THE INVENTION 
20 

Although the invention is not limited to such an applica- In accordance with one aspect of the invention, there is 
tion, an important use of the invention is in the inspection of provided a video sensor device which is particularly adapted 
hardware on space vehicles. There has been a further for use with a miniature inspection robot and which also has, 
increased emphasis on the reliability of space related assets and provides the robot with, the capability of measuring the 
after the second loss of a space shuttle. The intricate nature 25 range of the objects in the field of view of the video sensor 
of the hardware being inspected often requires that the device, such as walls or obstacles in the path of the robot. 
hardware be completely disassembled in order for a thor- The sensor in accordance with this aspect of the invention 
ough inspection to be performed. For this reason and others, is small, uses low power and provides adequate accuracy at 
such an inspection can be difficult as well as costly. In fact, close range. Thus, the single sensor device can be used for 
requalification of the hardware is sometimes prohibitively 30 dual purposes, viz., video imaging and range finding. More- 
expensive and time consuming. Further, it is imperative that over, the device can be used to measure range to a spot on 
the hardware under inspection not be altered in any way a target in the field of view of the camera, while enabling 
other than that which is intended. viewing of the video of the target at the same time. 

Potential inspection areas in spacecraft include areas As will appear, in accordance with a preferred embodi- 
around turbine fans in the high pressure turbo pump, the 35 ment of the invention, multiple spots are used and the ranges 
“injection forest” where propellant and oxidizer enter the to the various spots in the field-of-view of the camera can be 
combustion chamber, and plumbing such as a cooling mani- determined simultaneously. Another advantage of this 
fold around the nozzle. The physical environment to be embodiment is that no moving parts are required in making 
navigated by the inspection device is generally characterized measurements relative to many points within the field-of- 
by constant lighting conditions, curved walls, confined 40 view, so that the resultant device is robust. 
spaces and two to twelve inch length corridors. In accordance with one aspect of the invention, there is 

Machine vision offers an inspection approach which can provided a video sensor device comprising: 
enable inspection to be carried out at a faster rate using less a housing; 
obtrusive methods. One class of machine vision that is of a single video camera and an associated lens, supported 
particular relevance here is rangefinders and, in this regard, 45 by the housing and having a field of view, for providing 
as will appear, the present invention is, broadly speaking, a images of a target; and 
special form of rangefinder combined with a video sensor. a fixed laser, supported by the housing a predetermined 
C h m ~ r c i a l  rangefinders are Widely used and relatively distance from said single video camera, for, when activated, 
accurate. Unfortunately, most are designed for outdoor use producing a laser beam, said device further including a 
as opposed to indoor use in confined spaces, and even those 50 diffractive optic element, supported in front of the fixed 
specifically designed for indoor use employ time of flight laser, for converting the laser beam produced by said laser 
(TOF) techniques that are not effective in Providing accurate into a plurality of laser spots on the target being imaged by 
measurements of distances less than two feet. said camera so that the images of the target produced by the 

Rangefinders using triangulation dominate simplified dis- camera within the field of view of the camera include laser 
tance navigation devices. One device of interest here is 55 spots, and a processor connected to the camera for deter- 
d e s d ~ d  in c .  Mertz, J. Kozar, J. R. Miller, c .  Thorp% c .  mining the distance between the camera and the target based 
Eye-safe Laser Line Striperfor Outside Use, IV 2002, IEEE on (i) at least one image including laser spots produced by 
Intelligent Vehicle Symposium, June, 2002, December, the camera and (ii) said predetermined distance. 

onto the target, and uses deformation in the laser line to 60 sight, and the distance between the camera and the target is 
identify and alert an automobile driver as to the proximity of 
the automobile to an object (e.g., a curb). 

Alternative distance measuring techniques using a single 

2001. The described device employs a laser line projected Both the fixed laser and the single camera have a bore- 

preferably determined using the fornula: 

camera also include pixel dithering techniques (see, e.g., d 

tm(a,) - tm(b,) Robert A Ulichney, One-dimensional Dithering, Proc. SPIE 6 5  
Vol. 3409, p. 204-214, Electronic Imaging: Processing, 
Printing, and Publishing in Color, Jan Bares; Ed) and an 
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wherein d is the predetermined distance measured in the 
vertical direction between the laser boresight and the camera 
boresight, a, is the angle between the camera boresight and 
a predetermined laser spot in the vertical direction, and b, is Referring to the single FIGURE of the drawings, there is 
the angle between the laser beam directed to the predeter- 5 shown in a schematic block diagram a video device in 
mined laser spot and the laser boresight in the vertical accordance with a preferred embodiment of the invention. 
direction. The video device, which is generally denoted 10, includes a 

In one important implementation, the device further housing 12 which houses or mounts, either directly or 
includes a frame grabber connected to or forming part of indirectly, a single video camera 14 and a laser 16. For 
said single camera and an image storage memory connected 10 example, laser 16 can be separately mounted on top of 
to the frame grabber and to the processor for storing image housing 12 rather than being located therein. Moreover, 
frames for retrieval by the processor. housing 12 can form part of a robot indicated schematically 

In accordance with a further aspect of the invention, there at 17, or can be the overall housing for such a robot or form 
is provided a robotic inspection device for inspecting space part of such a housing. In the particular application dis- 
vehicle hardware, said robotic inspection device comprising 15 cussed above, robot 17 would be movable in and around 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

a mobile robot including a video Sensor device comprising: 
a single video camera and an associated lens, supported 

by the robot and having a field of view, for providing images 
of a hardware target; Camera 14 has a boresight 14a, and a diverging lens 18 is 

a fixed laser, supported by the robot a predetermined 20 disposed in alignment with boresight 14a in front of camera 
distance from said single video camera, for, when activated, 14 SO that the camera 14 has a field of view (FOV) 14b 
producing a laser beam; which covers a desired area of a target indicated at 20, 

a diffractive optic element, supported in front ofthe fixed which, in the abovementioned application, could be part of 
laser, for converting the laser beam produced by said laser Some 
into a plurality of laser spots on the target being imaged by 25 Laser 16 is fixedly supported by housing 12. As indicated 
said camera so that the images ofthe target produced by the in the drawings, laser 16 is spaced a fixed distance “6’ from 
camera within the field of view of the camera include laser the boresight 14a of camera 14. An optic element 22, which 
spots; and can be a simple prism, a diffractive optic element, i.e., a 

a processor, supported by the robot and connected to the diffractive grating, or another optical element Producing a 
camera, for determining the distance between the camera 30 similar effect, is disposed at the output of laser 16 and serves 
and the target based on at least one image including laser to split or divide the laser beam produced by laser 16 into a 

tance. angles b,, b, and b, with the boresight 16a of laser 16. It will 
be appreciated that three beams are shown, and a 

35 3x3 grid of spots has some advantages, a different number the camera and the target using the formula: 
of spots can be used. 

The multiple beams produced by diffractive optic element 
22 are directed at target 20 within the field of view 14b of 
camera 14. As is also illustrated in the drawings, these beams 

40 are reflected from the target 20 and the reflected beams, 
which define angles a,, a,, a, with the camera boresight 14a, 

wherein d is the predetermined distance in a vertical are received in camera lens 18, ne angles a,, 
direction between the laser boresight and the camera bore- (collectively a,) are determined by the location of the laser 
Sight, a, is the angle between the camera boresight and a spots in the field-of-view 14b of camera 14. Because camera 
predetermined laser spot in the vertical direction, and b, is 45 14 has a known angular FOV 14b, the location at which the 
the angle between the laser beam directed to the predeter- camera 14 -sees” the laser spot relative to the center of the 
mined laser spot and the laser boresight in the vertical FOV 14b, measured in degrees, defines a,. For example, if 
direction. camera 14 has a 40 degree FOV, and a laser spot is located 

In one important implementation, the device further at ?h of the distance to the edge of the FOV from the center 
includes a frame grabber connected to Or forming Part ofthe 50 of the FOV, the angle a, is 10 degrees (it being understood 
camera and an image storage memory connected to the a 40 degree FOV means an angle of 220 degrees relative to 
frame grabber and to the processor for storing image frames the boresight 1 4 ~ ) .  
for retrieval by the processor. The overall device 10 preferably further includes a frame 

Advantageously, an interchangeable or adjustable lens is grabber or other conventional image capture circuit 24 
disposed in front of the camera for increasing the field of 55 connected to camera 14, an image storage memory 26 
view of the camera. connected to frame grabber 24 and a processor 28 connected 

Further features and advantages of the present invention to memory 26 and to laser 16. It will be understood that 
will be set forth in, or apparent from, the detailed description processor 28 can also be directly connected to frame grabber 
of preferred embodiments thereof which follows. 24 and that, in general, any suitable conventional system for 

60 processing the output of video camera 14 can be employed. 
It will be appreciated that camera 14 is used for general 

inspection of the target 20 as well as detection of the light 
spots created by the multiple laser beams produced by laser 
16 and diffractive optic element 22. 

With the arrangement described above, laser 16 acts as a 
part of the rangefinder system for determining the range “r” 
between the device 10, or, more accurately, the focal point, 

narrow passages in a space vehicle to enable inspection of 
space vehicle hardware. The robot 17 itself can be a con- 
ventional robot suitable for such a Purpose. 

hardware. 

spots produced by the camera and said predetermined dis- PlUrab’ of beams indicated in the drawings and defining 

Preferably, the processor determines the distance between 

d 

tm(4) - tm(b, 1 

BRIEF DESCRIPTION OF THE DRAWINGS 

The single FIGURE in the drawings is a highly schematic 
side elevational view, partially in block diagram form, of a 
video sensor device in accordance with a preferred embodi- 65 
ment of the invention, shown schematically as being incor- 
porated into a robotic inspection device. 
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and the target 20. The splitting of the laser output beam into ment. Each spot or point to be measured in the image falls 
multiple beams enables simultaneous measurement to sev- within a known region when the target is in the specified 
era1 points (light spots) in the field-of-view 14a of camera range. 
14. When the range to an object (e.g., target 20) within the In a preferred embodiment, performing conventional edge 
field-of-view is required, the laser 16 is turned on by 5 detection in the regions of interest is used to reveal the 
processor 28 and an image frame, as grabbed by frame location of the projected pattern, and allows the target 
grabber 24, and with the laser or light spots in the frame, is position to be known. If the edge detection performed fails 
stored in the image memory 26. As another feature, the to indicate a location within the region of interest, the 
system can be calibrated to measure range from any point in measurement result is returned as off-scale. 
device 10 (such as in front of lens 18) and the target. The relationship between the target distance and point of 

In determining range, the centroid ofthe spot is located on interest in the image is inherently nonlinear. This non- 
the stored image stored in memory 26 and the range to the linearity is compounded by the spherical aberrations intro- 
spot is calculated thereon. For the multiple spots provided in duced by the lens of the Video Camera 14 and/or additional 
the preferred embodiment, the range, r, is calculated using lens 18. While it is Possible to flatten the image, thereby 
the formula: 15 allowing the coordinates in the frame to correspond to real 

world measurements, this is a costly approach in terms of 
processing time and power. A simplified approach would be 
to create a linear approximation for the sensor output so as 
to permit rudimentary calculations to correlate the sensor 

20 output to the approximate target distance. However, this 
approach, while yielding a reasonable approximation of 

where “d” is, as indicated above, the distance between the target distance, introduces further error into the system and 
boresight 16a of the laser 16 and the boresight 14a of the is unacceptable for navigating a confined space, 
camera 14, “a,” is the angle defined between the camera a preferred embodiment, an approach is taken in 
boresight 14a and the Point Of deflection Of the beam from 25 implementing the system of the invention that accounts for 
the target 20, displaced in a vertical direction from the point the non-linear relationship referred to above by using a 
at which boresight intersects the target 20, and “b,” is the reasonable model of the data that would provide an accept- 
angle defined by the Outgoing laser beam in the vertical able error across the range. In this approach, a set of 
direction with respect to the laser boresight 16a. It is also precision, linear stages are used to provide reference mea- 
noted that for multiple spots, the range, r, is also equal to: 30 surements, and the coordinates of the point of interest are 

correlated to the actual measurements. A curve is then fit to 
the data, and the resultant mean-squared error is then evalu- 
ated to determine if the model is of appropriate accuracy. In 
actual testing, the sensor output allowed for single pixel 

35 measurements, and resulted in the requirement that the 
to the angles model never vary from the actual measurement by a half of 

‘‘a,,, and “b,” but would be measured in the horizontal a pixel in either direction. Experimentation has shown that 
direction, Computing in this latter way would allow for a sixth order polynominal can be consistently fitted to the 

cross-checking of the range data for a particular spot, data with the desired accuracy. Testing over many calibra- 
40 tions has shown that the error produced is cyclical, and can 

be attributed to the discrete nature of the image. As the target Information from the spots adjacent to the center point, 
Le., the intersection of the boresight 14a and the target 20 distance approaches a value accounted for by one of one of 

However, only the center point range need be calculated. the error approaches zero. As the target distances moves 

midpoint is reached between the two adjacent pixel values. distances relative to the center point using spatial distortions 

At this point, the error begins to decrease and approach zero on the grid. 

In an alternative embodiment, two frames would be used, again. In practice, the reference in the image is made to 
viz., a foreground frame, i.e., the frame with laser spots, and traverse as much of the light of the image as possible. This 
a background frame, i.e., a frame without the laser 50 lessens, but does not eliminate, the effect of the error on the 
would be used in order to improve the ability of the system outputted measurements, 
to detect the laser spots. The background frame would be In a specific, non-limiting implementation, code used was 
used to subtract out the background of the foreground frame, written in the form of c language and a 
leaving only the laser spots. This simplifies the image TMS3206416 digital signal processor (DSP) made by Texas 
processing. 55 Instruments was used. This processor generally corresponds 

As indicated above, in the construction of a practical to processor 28 of the drawings. Computers are common for 
detection device for indoor inspection purposes, it is such platforms. The DSP used provides a frame grabber 
assumed that lighting conditions are substantially constant. (corresponding to frame grabber 24). The output of the 
This is reasonable as the inspection process in accordance frame grabber is made available to the DSP in the UYVY4: 
with this aspect of the invention is to be performed in a 60 2:2 format. The first step in processing a frame of data is to 
controlled setting. This condition enables simplification of strip the image of the chrominance planes. Ablack and white 
the image processing required to extract usable data from the camera was used as camera 14. 
image. The resultant requirements of the system include the As indicated above, in the instances that good data is 
requirement that the intensity of the laser exceed the inten- found in a region of interest, the fitted polynominal is used 
sity of the target in the image. With these conditions 65 to calculate the target distance in that region. The Newton- 
satisfied, an intensity threshold enables the projected pattern Raphson iterative method was employed to determine the 
of spots to be easily discerned from objects in the environ- rate of the polynominal offset by the location of the point of 

i o  

d 

tan(a,) - tan(h) 
r =  

d 
tan(c) - tan(d) 

where the angles i‘cII and ‘‘6, are 

permits calculation Of a rough shape for the target surface. the discrete points associated with a pixel value in the image, 

Curved surfaces and may be avoided by 
45 away from this zero point, the error increases until the 
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interest within the frame. This method is ideally suited for 
this case in that the fitted polynominal is known to behave 
well in the neighborhood of the sensor range. Further, the 
Newton-Raphson method provided the desired result with a 
minimum of computation making this method ideal for 5 
implementation on a variety of low-end processors. 

Also addressed in the implementation discussed above 

least one image including laser spots produced by the 
camera and said predetermined, wherein the laser has a 
boresight and the camera has a boresight and the 
distance between the camera and the target is deter- 
mined using the formula: 

was the orientation of the target in three-dimensional space. d 

tm(4) - tm(b,) In this implementation, the projected pattern was extended 
to allow multiple points or spots to be measured in the i o  
vertical direction of the frame. This allowed the system to 
distinguish objects that formed varying angles with the 
surface of travel as well as its horizontal orientation to the 
object. The horizontal relation to the target was determined 

wherein d is the predetermined distance in a vertical direc- 
tion between the laser boresight and the camera boresight, a, 
is the angle between the camera boresight and a predeter- 

by measuring multiple points across the width ofthe image. 15 mined laser spot in the vertical direction, and b, is the angle 
&owing (i) the distance to these points (based on the range between the laser beam directed to the predetermined laser 
finding feature of the system), and (ii) the horizontal sepa- spot and the laser boresight in the vertical direction; and 
ration in the image, allows the angle of the camera in relation wherein said device further includes a frame grabber 
to the target to be determined on a single axis. This approach connected to or forming part of said camera and an 
can be extended to include the ability to measure relative 20 image storage memory connected to said frame grabber 
angles on the vertical axis. and to said processor for storing image frames for 

Additional points are introduced into the projected pattern retrieval by the processor. 
to provide the extended reference. A calibration routine is 2. Arobotic inspection device for inspecting space vehicle 
required to account for this additional information. The cost hardware, said robotic inspection device comprising a 
of calculating the additional measurements can be prohibi- 25 mobile robot adapted for movement within a space vehicle 
tive depending on the size requirements of the final device in which the space vehicle hardware is located, said mobile 
and the processor used. In the case of the particular DSP robot including a video Sensor device comprising: 
mentioned above, the additional calculations had minimal a single video camera and an associated lens, supported 
impact on the performance of the system and the structure of by the mobile robot and having a field of view, for 
the implementation. In view of this, the ability to measure 30 providing images of a hardware target; 
the relative roll as well as yaw with respect to the target can a fixed laser, supported by the mobile robot a predeter- 

mined distance from said single video camera, for, be a significant yet cost effective addition to the system. 

when activated, producing a laser beam; With the implementations discussed above, the resolution 
of the camera is the limiting factor in determining the 

laser, for converting the laser beam produced by said format sensors, the resolution was not significantly reduced laser into a plurality of laser spots on the target being with sensors having dimensions as small as ?A inch. These imaged by said camera so that the images of the target tests also used an analog camera and the implementations 
produced by the camera within the field of view of the were thus bound by the resolution of the NTSC standard of 

720x480 pixels. The use of a higher resolution, low frame- 40 

increase the precision of the system but would also eliminate 
the need for a frame grabber (e.g., frame grabber 24), 
thereby enabling the overall system to be made even smaller. 

relation to preferred embodiments thereof, it will be under- 
stood by those skilled in the art that variations and modifi- 
cations can be effected in these preferred embodiments 
without departing from the scope and spirit of the invention. 

1. A robotic inspection device comprising a mobile robot 
and a video sensor device mounted on the robot, said video 
sensor device comprising: 

precision of the overall vision system, In tests with small 35 a diffractive Optic in Of the fixed 

laser spots; and 
rate camera that provides a digital output would not only a processor, supported by the robot and connected 

to the camera, for determining the distance between the 
camera and the target based on at least one image 
including laser spots produced by the camera and said 
predetermined, wherein the laser has a boresight and 
the camera has a boresight and the processor deter- 
mines the distance between the camera and the target 
using the formula: 

Although the invention has been described above in 45 

What is claimed is: 50 
d 

tm(a,) - tm(b,) 

a housing; 
a single video camera and an associated lens, supported 55 wherein d is the predetermined distance in a vertical direc- 

tion between the laser boresight and the camera boresight, a, 
is the angle between the camera boresight and a predeter- 
mined laser spot in the vertical direction, and b, is the angle 
between the laser beam directed to the predetermined laser 

wherein said device further includes a frame grabber 
connected to or forming part of said camera and an 
image storage memory connected to said frame grabber 
and to said processor for storing image frames for 
retrieval by the Processor. 

by the housing and having a field ofview for providing 
images of a target; 

a single fixed laser, supported by the housing a predeter- 
mined distance from said single video camera, for, 
when activated, producing a laser beam; 

a diffractive optic element, supported in front of the fixed 
laser, for converting the laser beam produced by said 
laser into a plurality of laser spots on the target being 
imaged by said camera so that the images of the target 
produced by the camera within the field of view of the 65 
camera include laser spots; and 

distance between the camera and the target based on at 

6o spot and the laser boresight in the vertical direction; and 

a processor connected to the camera for determining the * * * * *  


