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Abstract

This report summarizes the results of delay measurement and piloted performance
tests that were conducted to assess the effectiveness of the adaptive compensator and the
state space compensator for alleviating the phase distortion of transport delay in the
visual system in the Visual Motion Simulator (VMS) at the NASA Langley Research
Center.

In order to determine the delay, a series of measurements were made on the VM S
using a device called the SIMulator Evaluation System, and the baseline transport delay
in the visual cueing path was determined to be 90 ms when the frame length of the
dynamics computer was 16 ms.

Piloted simulation tests were conducted to assess the effectiveness of two novel
compensators in comparison to the McFarland predictor and the baseline system with no
compensation. Thirteen pilots with heterogeneous flight experience executed straight-in
and offset approaches, at various delay configurations, on a flight simulator where
different predictors were applied to compensate for transport delay. Four metrics—the
glideslope and touchdown errors, power spectral density of the pilot control inputs,
NASA Task Load Index, and Cooper-Harper rating of the handling qualities were
employed for the analyses. The overall analyses show that the adaptive predictor results
in dlightly poorer compensation for short added delay (up to 48 ms) and better
compensation for long added delay (up to 192 ms) than the McFarland compensator. The
analyses also show that the state space predictor is fairly superior for short delay and
significantly superior for long delay compared to the McFarland compensator. The state

space predictor also achieves better compensation than the adaptive predictor. The results



of the evaluation of the effectiveness of these predictors, in the piloted tests, agree with
those obtained in the theoretical offline tests conducted with the recorded simulation

aircraft states.



Preface

This report is the second of two NASA Contractor Reports documenting the
research on the flight simulator transport delay compensation, undertaken in the Man-
machine Systems Research Laboratory at The State University of New York at
Binghamton and supported by the NASA Langley Research Center, in Hampton, Virginia.
Loosely speaking, the two reports cover the theoretical research and the experimental
testing of the research, respectively.

This report is presented in three parts: transport delay measurement in the Visual
Motion Simulator (VMS), piloted testing of the time delay compensators, and
conclusions. The time delay measurement was conducted to verify the actual transport
delay prior to the application of compensation in the final piloted tests. The average
transport delay from the pilot control input to the visual display update was measured to
be 90 ms. The second part of the report treats the final piloted experiment design, added
time delay, test subjects, compensators, data collection, and evaluation metrics. It then
presents the results of the final piloted tests in terms of performance errors, task load
index, handling quality and power spectral density of the pilot controls. The final part of
this report draws conclusions on the delay measurement and piloted simulation tests, and
includes suggestions for future research. The appendices of this report include resultant
graphs of al 13 pilots in terms of the four metrics, and the source code and flowcharts of
some of the algorithms used in the research.

The first report, NASA CR 2007-215095" begins with a theoretical investigation
of the effects of pure time delay on a control system consisting of an aerodynamic model,

apilot model and the Pade approximation of time delay. It then summarizes the literature



study of transport delay causes in, and effects on, aflight ssmulator. That report continues
with the introduction of three existing transport delay compensators—the lead/lag filter,
the McFarland predictor and the Sobiski/Cardullo predictor, including intensive analyses
of the strengths and limitations of each compensator. After a brief description of an
expedient algorithm, designed to reduce the large spikes introduced by the McFarland
predictor, it presents the man body of research, i.e, development of two novel
compensators. That report then thoroughly develops the adaptive predictor and the state
space predictor. The adaptive predictor is a special Kalman filter that recursively updates
the coefficients so that accurate prediction can be achieved. Among severa versions of
the adaptive agorithms, the Stochastic Approximation algorithm is mathematically
demonstrated to achieve the best compensation results. The state space predictor makes
use of the state transition matrix of a reference aircraft model and its integral. Severd
aircraft models were tested and the large commercial transport landing model in pitch
achieved the best compensation results as a reference model. By simplifying the state
gpace predictor, the relationship between the compensation quality and the reference
model was intensively investigated. Offline compensation results are presented to
compare the McFarland predictor and the two novel predictors. The final part of the first

report draws conclusions and suggests possible future research.

Vi
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1. Introduction

Two novel predictors for compensating the transport delay in a flight ssimulator,
the adaptive compensator and the state space compensator, as well as the McFarland
compensator were examined in NASA CR 2007-215095. That report also presents the
results of the offline tests (i.e., tests without a pilot in the loop), which compare gain and
phase errors of the predictions of the three compensators. In order to further assess the
effectiveness of these predictors, they were implemented in the Visual Motion Simulator
(VMYS) at the NASA Langley Research Center, and simulation tests were conducted with
13 pilots who executed straight-in and offset approaches. This report is a summary of the
piloted test results.

To compensate for the transport delay in a simulator, the actual delay in the system
must be known prior to designing and implementing a compensator. Therefore, delay
measurement tests were conducted in the VMS using a comprehensive device called
SIMES. The measurement is covered in Chapter 2. The first section of Chapter 2
summarizes a study of the literature on past transport delay measurements, concentrating
on measurement domains and methods, devices and data collection. The second section
describes, in detail, the delay measurement in the VMS, including the devices used, the
test topology, and the data collection and anaysis. The average total visua transport
delay has been determined to be 90 ms when the simulation host computer’ s update cycle
is 16 ms. Thisforms a solid basis for the final experiment design and delay compensation.

Chapter 3 describes the design of the final piloted tests. It includes information on
the flight experience of the pilot subjects, a description of the simulation maneuvers and

conditions, a matrix of the artificial delays inserted into the simulator, a discussion of the



compensation algorithms implemented, and a brief summary of the experimental data
collected.

Chapter 4 assesses the results of the final piloted tests. These assessments are
based upon four metrics: 1) the glideslope error during the approach phase, and the
longitudinal and lateral error at touchdown; 2) the pilot’s perception of the handling
qualities (Cooper-Harper ratings); 3) the NASA Task Load Index (TLX); and 4) the
power spectral density (PSD) of the pilot’s control input. With the PSD, both integrated
PSD and the migration of the highest peak are considered.

Some intermediate results of the piloted tests are illustrated with bar graphs in
Appendix B. Appendix C contains source code and MATLAB scripts used during the

piloted tests and the data analysis contained in both contractor reports.



2. Time Delay Measurement

Measuring the transport delay in a flight simulator is necessary and important
because it provides the information necessary to investigate various relevant issues. For
example: Which parts of the smulator contribute substantially to the transport delay?
Delay reduction efforts should be focused on the major contributors. Are there any cueing
mismatches among the primary cueing channels? This information is helpful when
studying the effects of cueing mismatches in a flight smulation system. Do different
simulation conditions, such as the maneuver itself, or the aerodynamic model, change the
system transport delay? What is the baseline system delay? This information is necessary
when deciding whether to apply compensation, and when designing the parameters of the
compensator. What is the quantitative relationship between the delay and the
performance of the operator, and what is the maximum tolerable delay in a flight
simulator?

This chapter will present abrief summary of the literature study of transport delay
measurement, and then introduce the delay measurements conducted in the NASA Visual

Motion Simulator (VMS), and finally give the measurement results.

2.1. Literature Study on Transport Delay Measurement

Transport delay may be measured with either time domain or frequency domain
methods. These two domains are related by the dual transform pair of the time delay as
given by f(t-t,) = e’ F(aty). In the time-domain measurement, a step input or other
signals with sharp onset are used to excite the selected control-cue loop, and the initial

system response is measured. The delay is determined as the difference between the onset

of the change in the output and the corresponding change in the input. Because of the



aerodynamic model, the change in output, corresponding to the onset of the pilot input
may not be noticeable, and thisis the primary disadvantage of the time domain methods.
For this reason, in some literature, 63 percent of the commanded final value is defined as
the onset of the simulator response®. Another drawback of the time-domain methods is
that the delay values are subjected to sampling uncertainty.

In the frequency-domain measurement, sinusoid signals of different frequencies
are employed to excite the particular control-cue loop, and the system’s responses are

recorded. Simply stated, the delay is obtained by determining the phase difference @,

between the input and output, and then cal culating the time delay using:

t, = (2.1

where o isthe frequency of the sinusoidal input. But, because of the aerodynamic model,
the output signal is usually not sinusoidal, and in such cases, the delay is approximated
by an equivalent delay for a specific frequency range, where the gain of the system
frequency characteristics is relatively constant and the phase angle increases
proportionally with the input frequency. A sweep input signal is usually used to replace
the pure sinusoidal signal. A sweep signal is afrequency-varied sinusoid, which starts at a
very low frequency, and the frequency increases linearly up to several hertz.

The disadvantages of the time domain methods are the advantages of the
frequency domain methods. In the frequency domain it is not necessary to determine the
onset of the output, and the measurement does not depend on the timing of the sampling.
In addition, frequency domain methods can be used to characterize the system response
over the whole bandwidth of the man-machine simulator system. The main drawback of

the frequency domain methods is that the spectral analysis is significantly more



complicated than those in the time domain. A second weakness is that the constant gain
and linear phase range do not always exist in the system frequency characteristics.

Many researchers have conducted experiments to measure the transport delays or
cueing mismatches in many types of flight smulators using many different methods.
Here is a brief summary of some measurements, and a representative example, with a
focus on the simulator type, the analysis method, the cueing channels studied and the
devices used.

Glen Niemeyer and Barry Dougherty® measured the transport delay in a fixed-
base (without motion system) flight simulator with a visual scene. The aerodynamic
model was bypassed and replaced with a constant gain in order to make the onset of the
output easy to detect. The operator control was monitored with a potentiometer, and the
visual response was sensed with a photometer; both devices output signals to a chart
recorder, from which the transport delay was determined in the time domain. It is worth
mentioning that some extrapol ation methods were employed to offset part of the transport
delay.

Scott Horowitz* made transport delay measurements on a high performance
fighter-type aircraft simulator, also without a motion system. He measured the existing
delaysin different components of the simulator, such as the aircraft model, and the visual
system. Since the control input was created by a sguare wave generator, it was
unnecessary to sense the input signal. The visual scene was sensed with a special device
called a visual-to-analog (VA) converter, which transforms the image on a CRT into an
analog signal. The aerodynamic model was either in use, or bypassed, so that its delay

could be identified. The signals from the square wave generator, the simulation computer



and VA converter were all input to a strip chart recorder. The delays were determined in
the time domain. This study showed that the dynamic model not only increased the delay,
but also increased the measuring variance.

Marshall Smith® conducted experiments to measure the transport delays in the
Flight Smulation Facilities at the NASA Langley Research Center (with instrumentation,
without motion system), using both frequency and time domain methods. In the time
domain approach, a strip chart recorder was used to collect data on everything except the
visual image, which was sensed by a photo-electric diode or a video level detector. All
these were input to a logic analyzer. In the frequency domain method, a frequency
response analyzer (FRA) generated the input and collected the output signals, and
calculated the phase difference. The delays were calculated using Eq. (2.1). His approach
was unique in that the control input could be inserted into the normal control interface, or,
it could be inserted in many different nodes. In this manner, the output of each
component was easy to analyze. Another feature of his approach is that the data transfer
delay was measured. And, although most of these measurements were conducted in the
time domain, Smith’s study yielded results in the time domain and the frequency domain
that match closely.

Thomas Galloway® used a unigue piloted frequency sweep technique to measure
the cue-synchronization in a simulator with visual, motion and instrument cueing
channels. The data were digitally sampled using a commercialy available data
acquisition board installed in a PC. Software spectral analyses were employed to obtain

the time delays in the individual channels to yield the cue mismatches. It is worth



mentioning that the visual and motion delays measured were quite large: 940 ms and 770
ms, respectively.

Therefore, Galloway is the only author known to have measured the delay in the
motion system, and he used a software package to do the frequency analysisinstead of a

FRA.

2.2. Time Delay Measurement in the VMS

A series of tests were conducted to measure the transport delays in the Visua
Motion Simulator (VMS) at the NASA Langley Research Center, using a device called
SIMES’ (the SIMulator Evaluation System). SIMES was developed by SAIC for the
Naval Air Warfare Center Training Systems Division, in cooperation with the Wright-
Patterson Air Force Base. It is a comprehensive, non-intrusive, accurate and reliable
system to test, debug, and document the cueing systems and dynamic models in various
kinds of simulators. SIMES can also generate control signals in place of an operator for
unmanned simulations. Thus the SIMES provides a combination of the functions of a
control loader, alogic analyzer and a video level detector. It can inject sinusoidal signals
and sweep signals into the simulator, and collect responses from it. However, the SIMES
unit cannot process frequency response analysis (it is not a FRA). Fig. 2.1 shows where
the SIMES generated input was added as well as where various data were collected on
the VMS. The input signal was inserted at either point A, so that the aircraft states were
input to the cueing systems directly from the SIMES (Scenario I), or at point B, so that
the aircraft states were provided by the EOM. In the latter case the aircraft model was
either bypassed, by replacing it with a constant gain K (Scenario I1), or in use (Scenario

[11). The SIMES generated the input and collected the data (except the EVADS visual



signals) at the rate of 1000 Hz. The mainframe computer update frequency was 40 Hz,
and the visual computers ran at arate of 60 Hz. Therefore, some asynchrony exists in the

communications. The EVADS signals were recorded at 60 Hz.
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Fig. 2.1. Signal flow diagram of the delay measurement in the VMS
The numbers in Fig.2.1 identify the data items collected from the VMS by the
SIMES, and they are tabulated in Table 2.1. Specifically, the five EVDAS signals were
obtained in the visual system and were used to measure the visual system transport delay.

A photodiode was used to measure the instrument system transport delay. Signals 14-19



were used to measure the motion system delay. Data labeled 14-19 are located
sequentially in the motion system, as depicted in the lower figurein Fig. 2.1.

Table 2.1. Variables recorded by the SIMES for the delay measurement

No. Name
1 Control Device Position Over Drive
2 Control Device Position
3 Accelerations
45,6 Rates, Attitudes, Pilot Eye Point
7-11 EVDAS Signals
12 Attitude Indicator
13 Photo Diode
14,15 | Attitude& Rate Motion Commands
16 Leg Drive Commands
17 Simulator Leg Commands
18 Accelerometers
19 Leg Positions
20 Accelerations from the
Accelerometers
21 Filtered Values of 20

Fig. 2.2 shows the geometry of a six-degree-of-freedom synergistic motion
system. The leg positions (Iabeled 19) were measured with potentiometers, and were then
transformed into the position and orientation of the payload platform, using a recursive
inverse Newton-Raphson transformation. The position and orientation were then used to
determine the delay of the motion system. In addition, six accelerometers, which were
mounted on the payload platform as shown in Fig. 2.3, sensed accelerations. These
accelerations were then transformed to the payload platform accelerations in al six
DOF s (labeled 20) using a kinematic transformation. The motion system transport delay
was also measured from the leg positions sensed by the potentiometers. But, because the

potentiometers caused larger errors than the accelerometers, the fina results of the



motion system delay were taken from the accelerometer data. A 2™-order filter was
applied to the accelerometer data to reduce the signal noise inherent in the accelerometers

(labeled 21).

Fig. 2.3. Positions and directions of the six accelerometers
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2.2.1. Scenario

For scenario I, the SIMES input was inserted at point A in Fig. 2.1 so that both the
aircraft model and the EOM were skipped. Therefore, the output signals of the visual
system and the instrument system closely resemble the input. Fig. 2.4 and Fig. 2.5 show
the normalized input (doublet train) and output signals of these two cue channels
(EVADS Y2 and photodiode readings). The transport delay in each of the two cue
channels was obtained as the average of the delays determined from the 10 transition

points, and was further averaged across the five test runs conducted. The results are given

in Table 2.2.
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Fig. 2.4. Pitch eye point (OD) and EVADS Y2 (Normalized)
The delay was 58 ms in the visual channel and 40 ms in the instrument channel,
with a cueing mismatch of 18 ms. There were 14 and 12 ms sampling latencies in the two

channels in the test, both of which are within one frame (16.7 ms). They were not
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included in the results because the sampling latency behaves as communication

asynchrony, which will be addressed later. The theoretical average time delay in the

visual was 3.5 frames, that is, 58.4 ms if the update cycle of the visual system was 16.7

ms. Therefore, the measuring error for the visual delay was small.

Table 2.2. Transport delays in the three basic cueing channels

Visual
Cue Channelsi— -
Visua | Motion | Instrument
Delay (ms) 58 56 40
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Fig. 2.5. Pitch attitude indicator (OD) and Photo diode (Normalized)

The input signal used to measure the delay in the motion system was either a step

or adoublet. The response of the motion system was sensed with accelerometers (for the

platform accel erations) and potentiometers (for leg positions). Fig. 2.6 shows the readings
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from these two devices (for the doublet input only), adong with some intermediate
responses in the motion system (refer to Fig. 2.1 and Table 2.1). The accelerometer
readings were used, rather than the position feedbacks (potentiometers), because of the
large potentiometer latency. But, because of the noise inherent in the accelerometer
signals, the signals were filtered before the delays could be determined from them. The

2"-order digital filter used was

Y(z) 0.0117
X(z) z°-1.8318z+0.8546

(2.2)

which corresponds to a damping ratio of 0.5 and natura frequency of 25 Hz. The
acceleration curve in the upper plot of Fig. 2.6 is the raw data, and the acceleration curve
below is the filtered signal. Both the raw and filtered data were employed to determine
the delay. When averaged, the transport delay in the motion system alone for both step

and doublet inputs, was 56 ms. Again, the sampling latency of 10 msis not included.
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Fig. 2.6. Motion command and selected motion system responses (Normalized)
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2.2.2.Scenario |l and 11

In both scenarios, the SIMES input signal was inserted at point B in Fig. 2.1, the
only difference being whether the aircraft model was skipped (scenario Il) or in use. For
either case, the onset of the response was difficult to identify. Therefore, a least squares
curve fit was employed to fit different time segments of the responses. In this manner the
intersection of the fitting curves was treated as the starting point, corresponding to the
onset of the input. Doublet signals with varied duration were used as input signals. The
total transport delays from the aircraft control input to the motion base and visual display
are given in Table 3.2, where the sampling latency and communication asynchrony are
included. All dynamic model processing, EOM integrations and various coordinate
transformations were completed in a single frame, and the delay of most of the
intermediate data could be determined with small errors. Processing of the aerodynamic
model consumed only 7 ms of aframe.

Table 2.3. Transport delays in the three basic cueing channels

Aerodynamics Delay (ms)
Skipped? Motion Visual
Y es (Scenario I1) 88 106
No (Scenario 111) 101 132
2.2.3. Summary

Notice that the values in Table 2.3 are averages with considerably large variances
due to the difficulty associated with determining the onset of the response and the signal
noise. This suggests that measuring the total transport delay as described in scenarios |1

and 11 is not the best approach. This assertion is confirmed by the fact that the frame
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length of the simulation mainframe computer must be varied as a function of the aircraft
model and simulation task. This means that the total transport delay measured in one
situation does not apply to another. Fortunately, this problem may be solved given that: 1)
the visual system computer’s frame is fixed to 16.7 ms, and the delays in the individual

cueing channels can be measured accurately; 2) the delays associated with the aircraft
states from the aerodynamics and the EOM can be determined with high accuracies.

Therefore, a good measure of the total transport delay can be obtained using two steps:

first, measure the individual cueing subsystem delay as in scenario |, and second,

calculate the total delay with

t, =157, +T +t, (2.3
where T is the frame time of the mainframe computer, t, is the average asynchronous

delay, and t, the transport delay in a cueing channel. On average it takes a half of aframe

for a control input change to be sensed by the mainframe computer (this is known as
sampling latency), and the simulation requires one frame to process the aerodynamic
model and the EOM, therefore the total average time required to update the aircraft states

is1.5T . t , which can be calculated with Eq. (2.13), NASA CR 2007-215095.

Table 2.4. Time delays of different sources and the total delays

Main Delay (ms)

frame| Cue t, t, ¢ Total t,
(ms) Max | Ave Min Max | Ave Min ¢ Max | Ave Min
Visua 58 (124.7]103.8| 93
25 Motion 50 [37.5| 25 |16.7| 8.3 0 56 1122.71101.8] 91
I nstrument 40 [106.7|185.8| 75
Visua 58 1105.3|189.7| 84
16 Motion 32 24 16 | 153 | 7.7 0 56 1103.3|187.7| 82
Instrument 40 [87.3|71.7| 66
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For this measurement, T _ is 25 ms, and for the final piloted tests, it was set to 16

ms. The values of all three termsin Eqg. (2.3), the maximums and minimums, if any, and
the total delays in the three basic cueing channels for these two mainframe computer
frame lenghts are summarized in Table 2.4.

Therefore, the average total delay (baseline delay) in the visual channel in the

final tests will be 90 ms (approximation of 89.7 ms highlighted in bold in Table 2.4).
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3. Experimental Design

The theoretical analyses presented in Chapter 5, NASA CR 2007-215095, are
based on offline tests of the predictors, which were conducted using aircraft state data
recorded during previous simulations. This is an open loop process because there is no
visual display, and there is no operator at all. Instead, the purpose of the offline testsisto
compare the predicted aircraft states to the undelayed ones in order to evaluate the
prediction error. But, these open loop, offline tests are not sufficient to demonstrate
effectiveness due to the lack of interaction with the operator.

The piloted test is illustrated in Fig. 1.4, NASA CR 2007-215095. The
compensators were implemented where the block “Prediction” is located, which
generated predicted (future) aircraft states from the current aircraft states (outputs of the
EOM). Artificia delay could be added to the predicted aircraft states by using a FIFO
buffer. In this manner, the visual system would retrieve the aircraft states from the buffer,
after the specified delay, and use this data to generate the visual image. The compensators
were designed to give the predicted states a phase lead equivalent to the baseline delay
plus the added delay. Thus the aircraft states, after the added delay, were still ahead of the
EOM-generated states by the amount of the baseline delay. This amount of prediction
was designed to offset the transport delay in the visual system. If the compensator were
ideal, the pilot would sense no delay in the visual image.

This chapter presents the experimental design for the final tests, including a
description of the pilots involved, the ssimulation tasks and maneuvers, the amount of

transport delay, compensation techniques, data collection, and eval uation methods.
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3.1. The Man-Machine System—the Simulator and the Pilots

All simulation tests were conducted using the Visual Motion Simulator (VMS),
shown in Fig. 3.1, a the NASA Langley Research Center, in Hampton, Virginia. The
VMS is a genera-purpose simulator consisting of a two-crewmember cockpit mounted
on a 60-inch stroke six-degree-of-freedom synergistic motion base® °. The relative
extension and retraction of the six hydraulic actuators of the motion base provide the
motion cues. The latest NASA/SUNY ° nonlinear motion cueing algorithm was used

because it has been proven to have better performance than other prominent ones.

Fig. 3.1. VMS at the NASA Langley Research Center
The instrument cues are provided by gauges on the panel in the cockpit of the
VMS, as shown in Fig. 3.2, and by three heads-down CRT displays—a generic electronic
primary flight display, an electronic horizontal situation indicator display, and a generic
electronic engine display. The visual cues are provided by a wide angle, collimated, out-
the-window, display driven by an Evans and Sutherland ESIG 3000/GT computer

generated image system.
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There are three primary controls available in the cockpit: a control loaded two-
axis side stick (roll and pitch), a control loaded rudder peda system, and a four-lever
throttle quadrant. Other control inputs include a flap handle, a speed brake handle, a dats
handle, etc.

During the simulation scenarios, a high fidelity, highly nonlinear mathematical
model of a large commercial transport aircraft was used. This simulation included a
landing gear dynamics model, gust and wind models, flight management systems, and
flight control computer systems. For this study, the test subjects flew the aircraft in the

manual control mode (no autopilot) and with manual throttle control (no autothrottle).

Fig. 3.2. Cockpit of the VMS simulator

In order to perform statistical analyses and avoid the possibility of general
conclusions based on one special case, 13 subjects with varying aircraft and flight
experience flew in the piloted study. A brief resume for each pilot is available in Table
A.5. All 13 test subjects were volunteers, and therefore their training and flight

experiences were not as homogenous as desired.  For most of the pilots, the tests were
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conducted over a 6-hour period, with approximately three hours of familiarization and

training, and then three hours of the actual test scenarios.

3.2. Simulation Maneuvers and Conditions

The final piloted simulation tests consisted of two flight scenarios: (1) a straight-
in approach, and (2) an offset approach.

In the straight-in approach, the airplane landed directly on a runway (Runway
18R) from the initial conditions listed in table 3.1. The straight-in approach included a
10 knots wind, which began as a head wind, swung around to a 90 deg wind from the | eft
mid-way through the approach, and continued to swing around to a tail wind as the
aircraft crossed the threshold.

Table 3.1. Straight-in approach conditions

Altitude 1300 ft BARO, 697 ft AGL
Airspeed 135 kts
Heading angle 180 deg
Distance to Runway 2nm
Flaps, Gear Full, Gear-down
EPR 1.19
Autopilot OFF
Autothrottle OFF
Glideslope ON Glideslope
Localizer ON Localizer

In the offset approach, the aircraft was initially aligned with the left runway
(Runway 18L); and at a certain point the pilot was instructed to roll to the right, and line

up with the adjacent runway (Runway 18R), within some transition distance. The aircraft
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then landed on Runway 18R. The initial conditions for the offset approach are included in

um

Transition Distance

Fig. 3.3.

Fig. 3.3. Schematic diagram of the offset approach maneuver flight route

The offset approach included a lateral gust from the left, 90 deg to runway
centerline, which came on at 3000 ft from the runway threshold, and turned off as the
aircraft crossed the threshold, and severe turbulence. A complete list of the initial

conditions for the offset approach isincluded in Table 3.2.
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Table 3.2. Offset approach conditions

Altitude 1300 ft BARO, 697 ft AGL
Airspeed 135 kts
Heading angle 180 deg a“gnfgLWIth Runway
Distance to Runway 2nm
Flaps, Gear Full, Gear-down
EPR 1.19
Autopilot OFF
Autothrottle OFF
Glideslope ON Glideslope

3.3. Other Simulation Conditions: Time Delay and Compensations

In Chapter 2, the average time delay in the VM S was determined to be 90 ms. In
order to test the compensation capabilities of the McFarland predictor and the two novel
predictors, artificia delay was inserted into the simulation in addition to the 90 ms
baseline transport delay. In the preliminary tests, the Pade approximation was used to add
0, 50, 100 and 200 ms of artificial delays to the system, none of which was an integer
multiple of the simulator computer frame. In the final tests, the added delay amounts
were changed to 0, 48, 96 and 192 ms, which are integer multiples of the update period
(16 ms). The artificial delay was added by storing the predicted aircraft states in a FIFO
buffer, where they were held for 0, 3, 6 and 12 frames before being output to the visual
system. The total delay in the simulation was thus 90, 138, 186 or 282 ms for the four

cases.

There were five compensation options: no compensation, the origina McFarland

filter, the McFarland predictor with spike reduction, the adaptive predictor, or the state
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space predictor. Each subject completed 40 test runs: 20 for the straight-in approach, and
20 for the offset approach. The 20 tests runs for each maneuver came from the
enumeration of the 4 time delay options and 5 compensation options. The order of the
runs, in each maneuver group, was randomized, e.g., the zero delay case was not
necessarily the first run, and an uncompensated case was not necessarily followed by a

compensated case. The run matrix of the two maneuversisincluded in Appendix A.

3.4. Data Collection and Analysis Methods

All test runs were recorded using a DVD and videotape. The recorded images
include a camera pointed at the motion system from the rear, a camera pointed at the
motion system from the side, the pilot’s out-the-window display, and the pilot’s primary
flight display (EADI).

Over 60 data items were recorded from the simulation. These include:

1) The four pilot control input signals: roll stick, pitch stick, rudder pedal and the
throttle;

2) The aircraft accelerations, velocities and displacements in each of the 6-DOF, in
the geodetic frame, which contributes 36 items,

3) Glideslope and localizer error and X and Y position of the aircraft.

4) Other items, including the motion system position and acceleration, the wind
velocity, and data that is displayed on the pilot’s instrument system.

The print parameters are included in Appendix A. These variables were collected
every fourth frame for the duration of each smulation test run. Therefore, the time gap

between two consecutive data pointsis 64 (16x4) ms.
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The power spectral density analysis (PSD) was applied to the four pilot control
inputs to evaluate the operator performance and workload, which were expected to be
affected by the time delay and compensation. The PSD was also used to anayze the
frequency characteristics of some aircraft states.

As stated in Chapter 2, NASA CR 2007-215095, the pilot workload, in terms of
the PSD, is an objective metric. In addition to the pilot input PSD, two other objective
metrics—the aircraft glideslope error and touchdown error were employed for analysis as
well.

The NASA TLX (Task Load Index) data and the Cooper-Harper rating data were
also collected and analyzed. The TLX and CHR are two quasi-objective metrics assessing

the pilots’ workload and aircraft handling quality, respectively.
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4. Results of Experiments and Data Analyses

The final piloted simulation tests were conducted using the NASA Langley Visua
Motion Simulator to assess the relative effectiveness of the two novel compensation
algorithms along with the McFarland compensator. Thirteen pilots executed 520 tests
from mid October 2004 to late January 2005. The details of the simulation maneuvers
and other conditions are available in the previous chapter. Four types of analyses of the
collected data have been completed to evaluate the results, they are: 1) the pilots
performance in minimizing the glideslope error and touchdown point error; 2) the pilots
handling qualities rating from the Cooper-Harper Ratings (CHR) on the glideslope and
touchdown errors; 3) the pilots’ workload and psychological evaluation analysis from the
NASA Task Load Index (TLX); and 4) the pilots' control workload based on the power
spectral density (PSD) of the ssmulator control inputs. The first and last assessments are
objective evaluations and the middle two are quasi-objective evaluations. This chapter
describes the analyses and the results of the final tests. In all analyses that follow, the
mean values and standard deviations are calculated across all 13 pilots. In addition, an
analysis was completed with the pilots grouped together based on their experience. It is
important to recognize that pilot performance measures alone are not a sufficient metric
for determining total system performance. This is because pilots are very good at
maintaining high performance levels under adverse circumstances. They just work harder.

Therefore, metrics sensitive to pilot workload are necessary.

4.1. Analysis of Pilots’ Performance

In both the straight-in approach and the offset approach, the aircraft, started from

an initial altitude of 1300 ft, descended gradually and landed on the designated runway.
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The angle that the aircraft deviates from the ideal glideslope is called the glideslope error.
The distances in thex and y directions between the actual touchdown point and the desired
touch down point are referred to as touchdown errors. The glideslope error and the
touchdown errors are two objective measures directly reflecting the pilots maneuvering
performance.

An Example of the Aircraft Altitude and Glide Slope Error
1400 T T T T T T

1200

1000
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800

600

Time, s

Glide Slope Error, deg

) 10 20 30 40 50 60 70
Time, s

Fig. 4.1. Example of the aircraft altitude and glideslope error

4.1.1.Glideslope Error

Fig. 4.1 shows an example of the aircraft atitude and the corresponding
glideslope error. As the aircraft approaches the runway, the glideslope error usually
increases in magnitude, and it saturates at +0.7° as the aircraft actually touches the ground.
Because saturation of the glideslope error indicates that the aircraft touched down, the
saturated value was removed from the data, and the analysis was terminated at this point.

The integrated PSD and root mean squared error (RMSE) were also calculated, but
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because the PSD showed more distinction between cases, the analysis was based
primarily on the PSD. The integrated PSD is the integration of the PSD over the
frequency range in which it is distributed.

Fig. 4.2 shows the impact of the time delay added to the simulator in terms of the
mean value and standard deviation of the integrated PSD of the glideslope error. In
general, the glideslope error increases with an increase in the time delay, except that in
the offset approach, the glideslope error for 192 ms of delay was smaller than that of the
96 ms delay case. But, because of the relatively large deviations, the difference was
insignificant. With the exception of the zero added delay case, the glideslope errors for
the offset approach maneuver were dightly larger than those for the straight-in approach,
for each time delay case.

Mean and STD of Integrated PSD of Glide Slope Error
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Fig. 4.2. Mean and standard deviation of the glideslope errors as a function of delay
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Fig. 4.3 illustrates the integrated PSD of the glideslope errors for the different
compensation algorithms, namely, no compensation, McFarland compensation,
McFarland compensation with spike reduction, the adaptive compensation and the state
space compensation. Note that for all cases, the term “no compensation” means no
compensation whatsoever. However, when any of the compensators was in use, and the
case calls for zero added delay, the compensators were set up to compensate for the 90
ms of baseline delay. The adaptive filter and state space filter both showed a dight
reduction in the glideslope error in compensating the baseline delay for either approach.
While the McFarland compensator resulted in alarger decrease in the glideslope error in
the straight-in approach than the two novel compensators, it increased the error in the
offset approach. Finally, in the zero added delay cases, the spike reduction algorithm

even increased the glideslope error over that of the basic McFarland filter.

Mean & STD of Integrated PSD of Glide Slope Error: Straight-in
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Fig. 4.3. Mean and STD of the integrated PSD of the GSE with compensation
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For the added delay cases, the state space filter revealed a glideslope error
reduction except for the 192 ms added delay in the straight-in approach. In general, the
adaptive compensator showed decreased error, except for the 96 ms delay case in the
straight-in approach and 48 ms delay case in the offset approach. The McFarland
compensator revealed a reduction in the glideslope error only for the 192 ms additional
delay cases. Aside from the McFarland filter, the compensation was obvious when using
the remaining three filters for 96 ms added delay in the offset approach. Smaller errors
were observed with the spike reduction algorithm than with the plain McFarland

compensator for all added delay cases.

4.1.2. Touchdown Error

The subjects were instructed to touchdown within a “touchdown box” as
illustrated in Fig. 4.4, which is 1000ft x 140ft, centered at (1000,0). If the touchdown
error was considered zero when touching down anywhere inside the box, there would be
many runs without any touchdown error. Therefore, the x touchdown error was defined
as the absolute value of the difference between the x coordinate of the aircraft CG at the

touchdown point and the center C, and the y touchdown error was the distance between

the y position of the CG at the touchdown point and the runway centerline.

x=0
(~70,500) (-70,1500) | ¥
, r— - 7
O Centerline C
—_ - — — — - == . = | —-—- o — —- -
e — I X
(70,500) (70,1500)
Runway
Threshold

Fig. 4.4. Illustration of the touchdown box
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However, determining the exact touchdown point became a tricky problem
because the landing gear forces were not recorded. One way to solve this problem is to
use the available aircraft vertical force that includes spikes that occurred when the
landing gear touched the runway. The beginning of the first spike was used to signal the
touch down. While this method worked well for ailmost all straight-in runs and most of
the offset runs, it proved to be defective for many offset runs because the high
accelerations resulting from the vertical forces caused by the turbulence, masked the
spikes caused by the touchdown. Fortunately, there is an alternative way to decide the

touchdown point, whichisillustrated in Fig. 4.5.

CG r=20in
O
A
L
Ititude Runway
A A
hiw
603 ft

1 Sea Level 1

Fig. 4.5. Illustration of calculating the height of the landing gear
The height of the centers of the landing gear are given by
hlw= h—r, cosgcos@—r, sing+r,sSing 4.0
where h, ¢ and ¢ are the aircraft altitude, roll angle and pitch angle (al available), and
r,=7ft , r,=+12ft (positive for the right gear and negative for the left gear) and
r, =13.7 ft .Then, the height of the lowermost point on a landing gear is hiw-r . Once this

is less than 603ft, the first touchdown occurs. The touchdown point was determined with
these two methods. An example of determining the touchdown errorsis given in Fig. 4.6,
where sx and Sy are the aircraft positional coordinates in the Earth frame, relative to

the runway. It shows the two methods yield identical results.
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Aircraft Vertical Force, Touchdown Point and Errors
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Fig. 4.6 Aircraft force, touchdown point and touchdown errors

Fig. 4.7 illustrates the change in the touchdown error in both X and Y directions
induced by the addition of time delay. The X-touchdown error showed consistent
increase with increasing artificial time delay, though in the offset approach, the X-
touchdown errors for the 96 ms and 192 ms delay cases were about the same (the latter
was dlightly higher). In general, the standard deviation also increases with the amount of
inserted delay. With the exception of the zero added delay case, the offset approach
reveals adlightly larger X-touchdown error than the straight-in approach.

The Y-touchdown error, however, did not show consistent change with the
changing delay. For the straight-in maneuver, the 48 ms delay case resulted in a
considerable decrease in the Y -touchdown error compared to the zero delay case, and the
192 ms delay case resulted in a much smaller error than the 96 ms delay case. For the

offset approach, adding 48 ms or 96 ms delay resulted in smaller Y -touchdown error as
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compared to the zero delay case. The inconsistency in the Y -touchdown error might be
associated with the fact that the subjects were instructed to pay more attention to the X-
touchdown accuracy. Therefore, it is reasonable to weight the X-touchdown error more

than the Y -touchdown error in the remaining analyses.

Mean and STD of the Touchdown Error
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Fig. 4.7. Mean and standard deviation of the touchdown errors changing with delay

The differences imposed by the four different compensation technigques on the X-
touchdown error are given in Fig. 4.8. For the zero added delay straight-in case, al but
the McFarland compensator revealed a reduction in the mean X-touchdown error, with
the smallest reduction occurring with the state space filter. For the offset approach, all
compensators yielded increased X-touchdown error, which might be attributed to the
relatively small mean X-touchdown error with the zero added delay case (it was even

smaller than in the straight-in approach). The increased X-touchdown error for the 48 ms
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delay in the straight-in approach was unexpected. As a comparison, all but the McFarland
compensators showed a reduction in the X-touchdown error for the 48 ms delay in offset
maneuver. With the exception of the 192 ms delay in the straight-in approach, the two
novel compensators revealed a noticeable decrease in the X-touchdown error, with the
state space filter making a significant difference in compensating 192 ms delay in the
offset approach. The state space predictor showed a significantly smaller X-touchdown
error than the McFarland predictor for 96 ms delay during the straight-in approach. The
McFarland filter only reduced the X-touchdown error in the 192 ms delay case. For all
but the 192 ms delay straight-in case and the zero added delay offset-approach case, the
spike reduction algorithm produced decreased X-touchdown error. Finally, notice that the

offset approach showed a smaller X-touchdown error than the straight-in approach.

Mean & STD of X-Touchdown Error of All Pilots: Straight-in Approach
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Fig. 4.8. Mean and STD of the X-touchdown errors changing with the compensation
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Fig. 4.9 shows the counterpart of Fig. 4.8 for the Y-touchdown error. For the
straight-in approach, all compensations resulted in a reduction of the Y -touchdown error
only for the 96 ms added delay case. In other words, compensation with all predictors
increased the Y -touchdown error for the zero, 48 ms and 192 ms added delay cases, for
the straight-in approach. The results improved for the offset approach. With the exception
of afew cases (the McFarland compensation for the zero added delay, and the adaptive
filter for the 48 ms and 96 ms), all compensations revealed a reduction of the Y-
touchdown error. And, unlike the X-touchdown errors, the Y -touchdown errors during

the offset approaches were substantially greater than those of the straight-in approach.

Mean & STD of Y-Touchdown Error of All Pilots: Straight-in Approach
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Fig. 4.9. Mean and STD of the Y-touchdown errors changing with the compensation
Comparing Fig. 4.2 with Fig. 4.7, and Fig. 4.3 with Fig. 4.8 and Fig. 4.9 shows

that the added time delay and all the compensators produced a very similar influence on

34



the glideslope error and X-touchdown error. Two noticeable differences are: 1) the mean
X-touchdown error does not increase with the maneuver complexity (i.e., it should be
larger for the offset approach) as does the glideslope error; and 2) the compensation for
the 48 ms delay case with the novel predictors did not result in an improvement of the
pilots performance in terms of the X-touchdown error, asit did in terms of the glideslope
error. As was previoudly stated, this might be attributed to the relatively small X-
touchdown error for the zero added delay case. The Y -touchdown error displayed more
randomness as compared to the X-touchdown error. Therefore, the glideslope error
showed more positive results for the effects of time delay and compensation than the

touchdown error as awhole.

4.2. Analysis of Pilots’ Handling Quality Rating (CHR)

Cooper Harper Rating (CHR) data were recorded to assess the pilots’ handling
quality. Unlike the CHR collection in the preliminary tests, two sets of CHR were
collected in the final piloted tests: one CHR on the pilot’s ability to maintain the
glideslope and the other on his ability to land in the touchdown box. In other words, the
pilots were instructed to evaluate the handling qualities based upon the glideslope and the
touchdown results separately, after each smulation run. The advantage of this approach
is that it becomes possible to compare the two CHRs with the two types of errors
individually. The presentation of the CHR analyses in this section is given in conjunction

with the glideslope error and touchdown error (in the X-direction) for convenience.

4.2.1. CHR of Maintaining the Glideslope
Fig. 4.10 shows how the mean values and standard deviations of the glideslope

error (GSE) and the CHR change with the addition of time delay. In general, longer
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added time delay corresponds with a higher mean CHR (i.e., poorer handling quality)
except the CHR decreases from zero delay to 48 ms delay for the straight-in approach,
and from 48 ms delay to 96 ms delay for the offset approach. Because the time delay is
expected to diminish the pilot’s assessment of the handling quality (higher CHR) and
increase the GSE, a change in the opposite direction may be considered an exception.
Analysis of the CHR revealed two exceptions, whereas analysis of the GSE only revealed
one, and they were in different situations. This indicates some discrepancy between CHR
and the GSE. The GSE yielded “better” results than the CHR, which is not surprising

because the GSE is an objective metric and the CHR is a quasi-objective metric.

Mean and STD of the CHR on the Glide Slope Across All Pilots
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Fig. 4.10. Mean & STD of CHR and GSE changing with the time delay
Pilot #6 gave a CHR of 9 for the 192 ms added delay, straight in approach, with

the comment “Roll PIO (pilot induced oscillation) during most of the approach; (the)

36



motion base kicked off about the time the aircraft crossed the threshold”.  Refer to Fig

B.3.10in Appendix B.

Mean and STD of CHR on Glideslope with Compensations: Straight-in Approach
10 T T T T
[_] No Compensation
g8 1| [_] McFarland Predictor _
] McFarland Predictor, Spike Reduced

6 [ Adaptive Predictor
|| Il State Space Predictor

il i am

Mean and STD of the PSD of Glideslope Error with Compensations

CHR on GS

N
T

0.4f ]
0.3} .

0.2+

0.1 'i ﬂ
0
1 2 3 4

Added Delay (1: 0 ms; 2: 48 ms; 3: 96 ms; 4: 192 ms)

GSE in PSD

Fig. 4.11. Mean and STD of CHR & GSE with compensations: straight-in approach

Fig. 4.11 shows the mean values and standard deviations of the GSE and the CHR
for different compensations in the straight-in approach. For the 0 ms, 96 ms and 192 ms
delay cases, the CHR revealed noticeably better handling qualities with all compensators,
except the adaptive predictor, which on average, made no difference when the added
delay was O ms or 96 ms. For the 48 ms delay case, al compensation algorithms
produced an increased CHR. The spike reduction algorithm made an inconsistent
difference in the McFarland compensator. The discrepancy between the CHR and GSE

was not substantial. The largest discrepancy between the CHR and the GSE was for the
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zero delay case, when using the McFarland compensation with the spike reduction. This

case had the lowest CHR but highest GSE among all compensators.

Mean and STD of CHR on Glideslope with Compensations: Offset Approach
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Fig. 4.12. Mean and STD of CHR & GSE with compensations: offset approach

The counterpart of Fig.4.11 for the offset approach is given in Fig.4.12. In terms
of the CHR, obvious, desirable compensation results were observed only for the
McFarland predictor for the zero delay case, the state space predictor for the 48 ms and
192 ms delay cases, and the adaptive predictor for the 192 ms delay case. Notice that the
McFarland predictor with spike reduction, the adaptive predictor and the state space filter
produced an even higher CHR compared to the uncompensated cases for both zero and
96 ms artificial delay, and for these cases (except for McFarland with spike reduction in

zero delay), the CHR shows a sharp discrepancy with the GSE. The objective evaluation
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(GSE) clearly revealed more desirable compensation results than the guasi-objective

evauation.

4.2.2.CHR on the Touchdown

Fig. 4.13 shows the change in the mean values and standard deviations of the
touchdown error (TDE) and the CHR as a function of the added time delay. With the
exception of the 48 ms added delay straight-in approach case, in which the CHR was
approximately the same as the zero added delay case, al other cases showed a distinct
increase in the CHR. The increase in the CHR in the 192 ms delay case was significant.
Although the CHR revealed a more apparent increase as a function of the delay than the
TDE, the difference between them was not substantial. The offset approach significantly

degraded the handling quality compared to the straight-in approach.

Mean and STD of the CHR on the Touchdown Across All Pilots
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Fig. 4.13. Mean & STD of CHR and TDE changing with the time delay
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During this study, three full CHR (CHR=10, indicating the system is totally
uncontrollable) occurred for long artificial delays: The first was from pilot #5 for the 192
ms delay case, and the second and third were from pilot #13 for the 96 ms and 192 ms
delay cases. In all three cases, the pilot reported PIO, which significantly affected the
touchdown.

A comparison of different compensation algorithms in terms of the TDE and the
CHR for the straight-in approach is shown in Fig.4.14. Obvious CHR decreases by all
compensations were found only for the 96 ms and 192 ms delay cases. The two novel
predictors produced significantly decreased CHR in compensating 192 ms delay during
the straight-in approach. On the other hand, with the exception of the McFarland
compensator, which resulted in a decreased CHR for the zero and 48 ms delay cases, all
the other predictors reveaded an increased CHR. The most substantial discrepancy
between the TDE and the CHR occurred with the McFarland compensation for an added
delay shorter than 192 ms. When using the McFarland compensation, the CHR

decreased but the TDE increased.
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Mean and STD of CHR on Towndown with Compensations: Straight-in Approach
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Fig. 4.14. Mean and STD of CHR & TDE with compensations: straight-in approach

Fig. 4.15 gives the counterpart of Fig. 4.14 for the offset approach. Almost all
compensators improved the pilots' handling qualities for non-zero added delay cases in
terms of the mean CHR. With the exception of the McFarland compensator with spike
reduction, al the compensators made little difference in the mean CHR for the zero
added delay case, athough the state space predictor had considerably smaller standard
deviation. With the exception of the McFarland predictor in the non-zero added delay
cases, the CHR and TDE agreed with each other fairly well. The two novel predictors
made a significant improvement over the McFarland compensator in terms of the CHR

and the TDE for the 192 ms delay.
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Mean and STD of CHR on Touchdown with Compensations: Offset Approach
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Fig. 4.15. Mean and STD of CHR & TDE with compensations: offset approach
There were two occurrences of a full CHR (worst handling quality) with
compensation while the corresponding uncompensated runs had a CHR of 4. Both were
from pilot #4 while using the McFarland compensation. The first occurred for the 96 ms
delay and the second was for 192 ms delay. These indicate that serious handling
problems may result when using the McFarland compensator for long time delay. No full
CHRs were associated with the compensation algorithms designed by the author.
Finally, it is worth mentioning that the Cooper-Harper Ratings on the glideslope

and touchdown did not show substantial difference.

4.3. Analysis of the TLX

The NASA Task Load Index (Hart and Staveland, 1988™) is a multi-dimensional

guasi-objective metric to rate the overall workload of the operator in a man-machine
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interaction. The TLX is a weighted average of six ratings of six subscales of workload™:
mental demand, physical demand, temporal demand, performance, effort and frustration.
The definitions of these six subscales are given in Appendix A (Table A.4). Each scaleis
presented as a line divided into 20 equal intervals (i.e., graduations) anchored by bipolar
descriptors (e.g., High/Low). Obtaining a NASA TLX is a three-step procedure: rating,
weighting and averaging. First, the pilot gives a rating by marking each scale at the
desired location either during a task, after a task segment, or following an entire task.
Then, the weighting is achieved by making choices for 15 pairs of comparisons resulting
from the combination of the six factors. The subject has to select the member of each pair
that contributes more to the workload of that task. Finally, sum the weighted ratings and
divide the sum by 15 to get the overall weighted TLX.

For the final piloted tests, in addition to the weighted TLX, another type of TLX
was also calculated by simply averaging the six ratings, giving an even weight to each
subscale, and this method will be referred to as an Evenly Averaged TLX in this report.

High TLX (and high EA TLX) indicates a high pilot workload.

4.3.1. Analysis on the Overall Weighted TLX

Fig. 4.16 shows the effects of added time delay on the mean value and standard
deviation (across the 13 pilots) of the overall weighted TLX and the Evenly Averaged
TLX. For the straight-in approach, from zero delay to 48 ms delay, the mean overall
weighted TLX remained unchanged, the evenly averaged TLX showed only avery sight
increase. However, both types of TLX increased for the 96 ms and 192 ms delay cases.
The standard deviation of both types of TLX did not reveal any considerable difference

among the four cases of artificial delay. The changes in the overall weighted TLX, and
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the Evenly Averaged TLX for the offset approach were similar to those of the straight-in

approach. The offset approach substantially increased the TLX compared to the straight-

in approach.
Mean Values & STD of the TLX of All Pilots: Straight-in Approach
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Fig. 4.16. Mean value and STD of the TLX as a function of the time delay

The counterintuitive increase in the two types of TLX for the 48 ms added delay
case was similar to that of the other quasi-objective metric, the CHR, which aso
increased with the same artificia delay. This shows that a small delay of up to 48 ms
made only a dight difference in the quasi-objective metrics. Because adding 48 ms delay
did not cause a noticeable increase in TLX, adding compensation for the 48 ms added
delay was not expected to cause an noticeable decrease in TLX, and the TLX of the
compensated system was not expected to be lower than the TLX of the undelayed system.

Thiswill be proved in the following analysis of TLX for the compensations.



In this study the Evenly Averaged TLX did not show significant differences
between cases when compared to the overall weighted TLX. Therefore, results based
upon the evenly averaged TLX will not be presented further, and the overall weighted
TLX will bereferredtoas TLX.

Fig. 4.17 shows the difference in the mean value and standard deviation of the
TLX from the four types of compensators. For the straight-in approach, all compensators
caused an obvious decrease in the TLX for 96 ms or more added delay cases. The state
space compensator caused a slight decrease in the TLX for 48 ms added delay case, but a
dight increase for the zero added delay case. Both the McFarland predictor and the
adaptive predictor revealed increased TLX for zero and 48 ms added delay cases, while
the reduced-spike McFarland predictor showed decreased TLX for these two delay cases.

For the offset approach, al predictors, except the McFarland compensator and the
state space compensator, showed decreased TLX when compensating for 96 ms or more
added delay. In the 48 ms delay case, only the state space compensator showed a
decreased TL X, with all the other compensators causing the TLX to increase. Only the
adaptive predictor showed a noticeable reduction of the TLX in the zero added delay case.
Inconsistent differences were observed when using the spike reduction agorithm

compared to the (plain) McFarland compensator.
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Mean Value and STD of the Weighted TLX of All Pilots: Straight-in Approach
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Fig. 4.17. Mean and STD of the TLX changing with compensations

4.3.2. Analysis on the Six Factors of the TLX

As was previously stated, the TLX is an overall weighted average of the six
ratings on the six subscales. But, because the influence of the compensation algorithms
on the overal weighted TLX is unclear, it will be necessary to investigate the
contribution of each individua component. Because the compensation yielded an
obviously decreased TLX for the 96 ms and longer added delay cases, the examination of
the individual items in the following section will only be concerned with the zero and 48
ms added delay cases. The results are illustrated in Fig. 4.18 (for the mental and physical
demands), Fig. 4.19 (for the temporal demand and performance) and Fig. 4.20 (for the

effort and frustration).
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Mean Value & STD of the Mental & Physical Ratings: Straight-in Approach
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Fig. 4.18. Mean and STD of mental and physical demands with compensations

Fig. 4.18 shows that, in general, compensation tends to increase the mental
demand, and decrease the physical demand, during the straight-in approach. But for the
offset approach, the contradiction between the mental and physical demands vanished,
and the change in the demands was neither significant nor consistent. The two novel
compensators revealed more occurrences of decreased demand than the other two, though
the decrease was very dlight.

As illustrated in Fig. 4.19, a similar contradiction exists between the temporal
demand and the performance for the straight-in approach. Compensation (except for the
McFarland predictor for zero added delay case) tended to decrease the average temporal

demand, while it tended to increase the average performance rating. The two novel
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compensators revealed a slightly larger decrease in the temporal demand. For the offset

approach, the compensation appeared to increase the two ratings slightly.

Mean Value & STD of the Temporal & Performance Raings: Straight-in Approach
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1: Temporal,0 ms; 2: Temporal,48 ms; 3: Performance,0 ms; 4: Performance,48 ms

Fig. 4.19. Mean and STD of the temporal demand & performance

The compensators resulted in inconsistent changes to the effort and frustration
ratings, as can be seen in Fig. 4.20. The change in the two ratings was not significant,
except for the state space predictor, which substantially reduced the effort rating for the
zero added delay straight-in approach case and for the 48 ms added delay offset approach
case. The state space predictor also reduced the frustration rating for the 48 ms added
delay offset approach case, and increased the frustration rating for the zero added delay
straight-in approach case.

In summary, the compensation tended to reduce the ratings of the physical and
temporal demands, increase the ratings of the mental demand and performance, and

produced inconsistent changes in the ratings of the effort and frustration for the zero and
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48 ms added delay cases. Because the TLX is aweighted average of these six ratings, the
overall change in the final TLX caused by the compensation was not obvious for the
above conditions. For the offset approach with an added delay of 48 ms or less, the
compensation produced inconsistent changes in amost every individua rating. There

were more occurrences of reduced NASA TLX when using the two novel compensators.

Mean Value & STD of the Effort & Frustration Raings: Straight-in Approach
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1: Effort,0 ms; 2: Effort,48 ms; 3: Frustration,0 ms; 4: Frustration,48 ms

Fig. 4.20. Mean & STD of the effort & frustration with compensations

4.4. Analysis of the PSD of Pilot Control

The power spectral density is a frequency domain analysis tool. The time history
alone does not necessarily display differences among the various simulator conditions.
Therefore, in order to study the effects of time delay and delay compensation on pilot
control of a simulator, frequency domain techniques were employed. The different

conditions may appear similar because of the existence of noise. The results of
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multivariate analysis of variance of control force and displacements indicate that clear
differences exist in the variances of the various control parameters, but not the nature of
what those differences might be. On the other hand, the time delay and compensation
impose greater impact on the frequencies, such as the peak positions of the primary

components, and the total PSD (energy) over a certain frequency range.

4.4.1. About the PSD

The PSD of adiscrete process is the Discrete time Fourier Transform (DFT) of its
autocorrelation sequence® (Eq. (4.2)). In mathematical terms, the PSD is proportional to
the square of the magnitude of the process; hence it is closely related to the energy of the
signal as a function of the frequency™. Therefore, the total PSD, or the integral of the
PSD over a certain range of frequencies of the control variable reveals the energy the
human operator exerts on the control, thereby providing some insight into the pilot’'s
control performance. Usually higher PSD means poorer handling qualities and therefore

higher pilot workload. One drawback of the PSD analysisisthe loss of phase information.

R(e7)= 3 S {dnlx[n+mlle’™" (m=r, -n,) (4.2

M=—c0

There are over 10 different methods to estimate the PSD of a signal. The two used
for PSD calculations in this paper are the direct method and the indirect method. The
direct method, called the periodogram, is equivalent to the square of the magnitude of the
DFT. The periodogram shows all details of the PSD. In contrast, the indirect method, or
the smoothed periodogram, is the DFT of the autocorrelation. To use this method the
autocorrelation must be calculated first. The smoothed periodogram suppresses some
random details of the PSD so as to show the macroscopic characteristics of it. For smooth

signals, the periodogram will be used for examining the peak details, while for signals
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with more noise, such as the control inputs, the smoothed periodogram will be used to
eliminate the artifacts of noise. The mathematical expressions of the direct and indirect

methods of calculating the PSD are given by

o)=L 8 wile | @3
! (6)= 3. i [mlwlm]e ™ (M <N-1) (4.4)

respectively, with
=25 i+l i <N - (45)

In these equations, x isthe signal, w is the window used to calculate the PSD, and N is
the number of data points of signal x.

From the definition in Eq. (4.2), calculating the PSD of a random signal requires
an infinite number of data points. For a signal of finite length, its PSD can only be
estimated. Therefore, an estimate of the PSD of a finite-length signal can be obtained by
truncating the signal, or by multiplying it by a rectangular window of the same length.
Because the frequency characteristics of a rectangular window show a wide main lobe
and high side lobes, the PSD estimation with a rectangular window tends to have
relatively high power leakage to the adjacent frequencies™. Thus, other types of windows
have been developed. This is why the two estimation algorithms given in Egs. (4.3) and
(4.4) involve the window function. No matter which window function is used, power
leakage always exists. Therefore, applying the window in calculating the PSD is also a
smoothing process due to the power leakage. The smoothed algorithm given in Eq. (4.4)

actually double smoothes. After investigation, the Hamming window was adopted for the
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calculation of PSD for this study, because it yields a relatively good balance between
suppressing the noise and showing the details of the PSD.

The average of a signal is deducted from the signal before calculating the PSD to
avoid an artificial peak at zero Hz, which may dominate the PSD and make other
meaningful peaks invisible. Zero padding is also applied to increase the resolution of the
adjacent peaks.

For most of the 520 runs (13x40), the PSD of the control input, outside the
interval [0 1] Hz contributed less than 5% to the total PSD. Therefore, the PSD over the
range [0 1] Hz of the control input is a reasonable measure of the total energy the pilot
uses for control. In this study, the cutoff frequency of the control inputs may be taken as
1 Hz, except for the pedal input which has a narrower band, and a cutoff frequency 0.5
Hz. Note that the processes of removing the mean value of a signal before calculating its
PSD and zero padding affect the integrated PSD. Investigation shows that the smoothed
algorithm (Eq. (4.4)) is more robust than the direct algorithms in counteracting these two
processes. This is another reason why the smoothed algorithm is used for analyzing the

integrated PSD of the pilot’s control inputs.

4.4.2. The PSD of the Aircraft Euler Angles

The aircraft Euler angles are the output of the simulator equations of motion
(EOM) in the topodetic (earth surface) reference frame. Fig. 4.21 gives atypica example
of the normalized PSD of the roll and pitch angles for the straight-in and offset
approaches. The PSD of the aircraft angles revealed some interesting findings. First, the
pitch angle PSD was distributed in a wider frequency range than the roll angle PSD.

Secondly, the pitch angle PSD contained more high frequency components for the offset

52



approach than for the straight-in approach, while the roll angle PSD contained fewer high
frequency components for the offset approach than for the straight-in approach. The
movement of the roll angle PSD components was surprising, and the explanation will be

given asfollows.

Mean Normalized PSD of the Roll Angle of All Pilots
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Fig. 4.21. An example of the normalized PSD of the roll and pitch angles

Table 4.1 gives the mean values and standard deviations of the frequencies of the
highest peak of the PSD of the roll and pitch angle. Note that the roll angle PSD (Row 3)
showed a significantly smaller standard deviation in the offset approach than the other
three cases. This indicates that the highest roll angle PSD peak was at 0.0288 Hz for all
offset runs, varying little from one run to another. This peak is directly related to the
offset maneuver because its inverse—34.48 sec is very close to the offset approach
duration. This explains why the roll angle PSD for the offset approach contains fewer

high frequency components than the straight-in approach. The peak in the roll angle PSD,
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related to the 34.48 sec duration, was the outstanding characteristic of the offset approach.
The PSD of theroll angle for most offset runs had a second peak at about 0.06 Hz. Unlike
the dominant peak, this peak was not present for all offset approach runs. The two peaks
of the roll angle PSD in the offset approach agreed with the preliminary piloted tests, and
were also reported by Middendorf*.

Table 4.1. Mean & STD of the frequency of the highest peak of PSD of Euler Angles

Maneuver Euler Angle Mean (Hz) STD (Hz)
Straight-in Roll 0.0471 0.0051
Approach Pitch 0.0330 0.0184

Offset Roll 0.0288 5.87E-4
Approach Pitch 0.0821 0.0170

Notice that the PSD shown in Fig. 4.21 is not zero at zero frequency even though
the mean value was deducted before calculating the PSD. This is an artifact of the
smoothing process, which uses windowing, and it can be seen by setting thetato zero in

the mathematical expressions given in Egs. (4.3) and (4.4) . For the direct method

2

R (0) = (4.6)

S i)

If arectangular window is used, set w[i]=1, and then

2
RL(0)=[Xx(i] =0

Sl

The summation is zero because the mean value was subtracted from the signal. For the

smoothed algorithm, the PSD at zero frequency is

z
N
z

-1

X[i]> x[N—=1-1Tw[l +i] 4.7



Similarly, if thewindow is arectangle, set w[l +i]=1, and then Eq. (4.7) becomes

N-1

K/ (0)= %{Z x[i]}z =0.

i=0
But for a non-rectangular window, Eq. (4.7) is not necessarily zero, because it
cannot guarantee the weighted mean of zero-mean signal will be zero. Because the

Hamming window was used for all PSD analysis, the PSD in zero frequency was not zero.

4.4.3. Analysis of the Integrated PSD of Pilot Control

Fig. 4.22 shows the effects of added time delay on the integrated PSD of the
pilot’s roll and pitch stick inputs. For the straight-in approach, the longer the added time
delay, the greater the mean integrated PSD of both control inputs, and the standard
deviation tended to be larger also. The increase in the integrated PSD with increasing
time delay was obvious for all cases. For the offset approach, the mean integrated PSD
of both control inputs tended to increase with the amount of the artificial delay except for
the 48 ms delay case. The roll input showed a higher mean integrated PSD than the pitch
input, especially for the offset approach.

Though not shown in the figure, the PSDs of the rudder pedal and the throttle are
worth mentioning. The 13 pilots revealed the largest standard deviation in the pedal input
among all four control inputs. As a result, the addition of time delay generally increased
the integrated PSD of the pedal, but there were many exceptions.

The PSD of the throttle inputs did not revea significant or consistent changes
with the time delay or compensation. A similar observation was included in the report on

the preliminary piloted tests. For this reason, the throttle input PSD will not appear in the
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remaining analyses. The analysis will concentrate on the roll and pitch inputs, and the

rudder pedal will be included when necessary.

Mean Value and STD of the Integrated PSD Across All Pilots: Straight-in Approach
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Fig. 4.22. Mean value & STD of the integrated PSD changing with the time delay

Fig. 4.23 shows the effects of compensation on the mean values and standard
deviations of the integrated PSD of the roll input. For the straight-in approach, increased
mean PSD was observed for all four compensation algorithms for the zero added delay
case, and for the McFarland predictor and the state space predictor for the 48 ms delay
case. For al other cases, all the predictors resulted in decreased integrated PSD. For the
offset approach, al except the McFarland predictor with spikes reduced showed a
decrease in power for the zero added delay case, and only the state space predictor
showed a decrease in power when compensating the 48 ms added delay case. For all
other cases, al predictors produced decreased integrated PSD. For both approaches, the
two novel predictors had fewer exceptions in reducing the pilot’s roll workload.

Significant reduction of the integrated roll input PSD was observed for: 1) all but the

56



adaptive predictor for the 96 ms delay straight-in approach, 2) all but the McFarland
predictor for the 192 ms straight-in approach, and 3) all but the McFarland predictor with
spike reduction for the 192 ms delay offset approach. The adaptive predictor showed
significant improvement over the McFarland predictor for the 192 ms delay straight-in
approach, and the state space filter showed a marginally significant improvement over the

McFarland predictor for the 48 ms delay offset approach.

Mean & STD of the Integrated Roll Stick PSD with Compensations: Straight-in Approach
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Fig. 4.23. Mean & STD of the integrated roll input PSD with compensation
Fig. 4.24 shows the effects of compensation on the mean values and standard
deviations of the integrated PSD of the pitch input. The integrated roll input PSD
reveded that there were two cases in which the compensations increased the control
workload: the zero added delay case for the straight-in approach and the 48 ms delay case
for the offset approach. In addition to these cases, the adaptive predictor showed an

increased integrated PSD for the zero added delay case in the offset approach. The spike
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reduction algorithm resulted in poorer compensation than the McFarland predictor for
most cases in terms of the pitch input PSD. A significant reduction in PSD was revealed
when compensating for the 192 ms delay, for the straight-in approach, with all but the

state space predictor.

Mean & STD of the Integrated Pitch Stick PSD with Compensations: Straight-in Approach
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Fig. 4.24. Mean & STD of the integrated pitch stick PSD with compensations

Fig. 4.25 shows the effects of compensation on the mean value and standard
deviation of the integrated PSD of the rudder input. The predictors produced surprisingly
good compensation results in the rudder input PSD. For the straight-in approach, all
compensators revealed a decrease in the integrated PSD except for the McFarland
predictor in the 96 ms added delay case. For the offset approach, the two novel predic