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[571 ABSTRACT 

A motion video data system includes a compression system, 
including an image compressor, an image decompressor 
correlative to the image compressor having an input con- 
nected to an output of the image compressor, a feedback 
summing node having one input connected to an output of 
the image decompressor, a picture memory having an input 
connected to an output of the feedback summing node, 
apparatus for comparing an image stored in the picture 
memory with a received input image and deducing there- 
from pixels having differences between the stored image and 
the received image and for retrieving from the picture 
memory a partial image including the pixels only and 
applying the partial image to another input of the feedback 
summing node, whereby to produce at the output of the 
feedback summing node an updated decompressed image, a 
subtraction node having one input connected to received the 
received image and another input connected to receive the 
partial image so as to generate a difference image, the image 
compressor having an input connected to receive the differ- 
ence image whereby to produce a compressed difference 
image at the output of thc image compressor. 

28 Claims, 8 Drawing Sheets 
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MOTION VIDEO COMPRESSION SYSTEM 
WITH NEURAL NETWORK HAVING 

WINNER-TAKE-ALL FUNCTION 

compressor having an input connected to receive the differ- 
ence image whereby to produce a compressed difference 
image at the output of the image compressor. 

ORIGIN OF THE INVENTION 5 BRIEF DESCRIPTION OF THE DRAWINGS 

The invention described herein was made in the perfor- 
mance of work under a NASA contract, and is subject to the 
provisions of Public Law 96-517 (35 USC 202) in which the 
Contractor has elected to retain title. 

FIG. 1 is a schematic block diagram of a motion com- 
pensated predictive video compression system of a preferred 
embodiment of the invention. 

FIG. 2 is a schematic block diagram of a high-ratio lossy 
image compressor including a neural network having a 
winner-take-all function for training employed in the system 

10 

BACKGROUND OF THE INVENTION 

1. Technical Field 
The invention is related to image compression devices 

and in particular to an image compression device for motion 
video images employing a neural network. 

2. Background Art 
The amount of digital data required to represent a high- 

quality video image is so great that it must be compressed in 
order to be transmitted over a data channel within a reason- 
able amount of time. A typical image compression device 
uerforms a discrete cosine transform on successive blocks of 

of FIG. 1. 
FIG. 3 is a schematic block diagram of a typical neuron 

15 of the neural network of FIG. 2. 
FIG. 4 is a flow diagram illustrating the winner-take-all 

training method for training the neural network of FIG. 2. 
FIG. 5 is a schematic block diagram of a high-ratio lossy 

image de-compressor for an image de-compression device 

FIG. 6 is a block diagram illustrating the classifying 
function of the image compressor of FIG. 2. 

an image and then encodes the transformed data in accor- FIG. 7 is a schematic block diagram of an image com- 
dance with a minimum redundancy code such as a Huffman 25 munication system having an image compression device 
code. A lossless compression device currently used to obtain including the lossy image compressor of FIG. 2, a data 
high-quality images from spacecraft employs an adaptive communication channel and an image de-compression 
code algorithm first described in R. F. Rice, “Some Practical device. 
Universal Noiseless Coding Techniques”, JPL Publication FIG. 8 is a simplified schematic block diagram of a 
9 1-3, Jet Propulsion Laboratory, Pasadena, California, Nov. 30 lossless image compressor employed in the image compres- 
15, 1991 and R. F. Rice et al., “On the Optimality of Code sion device of FIG. 5. 
Options for a Universal Noiseless Coder”, JPL Publication FIG. g is a simplified schematic block diagram of a 
91-2, Jet Propulsion Laboratory, Pasadena, Calif., 1991. lossless image de-compressor employed in the image de- 

In many image compression applications, lossless com- compression device of FIG. 5. 
pression is not necessary. In such applications, all possible 35 FIG. 10 is a schematic diagram of a winner-&e-dl 5 
images can be classified into a limited number (e.g., sixty- circuit employed in the lossy compressor of FIG. 2. 

FIG. 11 is a block diagram of a motion estimation four) of basic distinguishable groups of similar images, each 

performing lossless compression on the image data wastes 
resources in both processing time and transmission time. FIG. 12 is a block diagram of a neural network in the 

neuroprocessor of FIG. 11. Another problem is that the imaging system may be 

image data is acquired which is no longer classifiable into Of a moving Object between 
the original set of groups of similar images. Thus, there is a FIG. 14 is a block diagram of the motion estimation 
need for a compression device which is adaptive to changes 45 neuroprocessor of FIG. 11, a motion-compensated predictor 
in the nature of the incoming image data. and a picture memory in the system of FIG. 1. 

2o used with the compressor of FIG. 2. 

group represented by a sing1e basic image‘ In this case, neuroprocessor employed in the system of FIG, 1. 
40 

re-directed to a different scene, for example, so that new l3 is a measurement Of 

video frames. 

SUMMARY OF THE INVENTION 

A motion video data system includes a compression 50 
system, including an image compressor, an image decom- 
pressor correlative to the image compressor having an input 
connected to an output of the image compressor, a feedback 
summing node having one input connected to an output of 
the image decompressor, a picture memory having an input 55 
connected to an output of the feedback summing node, 
apparatus for comparing an image stored in the picture 
memory with a received input image and deducing there- 
from pixels having differences between the stored image and 
the received image and for retrieving from the picture 60 
memory a partial image including the pixels only and 
applying the partial image to another input of the feedback 
summing node, whereby to produce at the output of the 
feedback summing node an updated decompressed image, a 
subtraction node having one input connected to received the 65 
received image and another input connected to receive the 
partial image so as to generate a difference image, the image 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

Referring to FIG. 1, an image compression system 1 
compresses and transmits an input motion video image via 
a channel to an image decompression system 2 which 
decompresses the received compressed image for display or 
storage. 

In the compression system 1, the input motion video 
image is applied to the positive input of an input summing 
node 3 whose output is connected to the input of an image 
compression neuroprocessor 4. The output of the compres- 
sion neuroprocessor 4 is transmitted on the channel to the 
decompression system 2 as well as being applied to the input 
of an image decompression device 5. The output of the 
image decompression device 5 is applied to a positive input 
of a feedback summing node 6 .  The output of the summing 
node 6 is stored in a frame buffer or picture memory 7 whose 
output is applied to the input of a motion-compensated 
predictor 8. The output of the motion-compensated predictor 



5,598,354 
3 4 

8 is applied to a negative input of the summing node 3 and As mentioned above, the amount of information or data 
to a positive input of the summing node 6. A similar which the neuroprocessor must compress and transmit on 
motion-compensated predictor 8a is interposed between the the channel is greatly limited by restricting it to differences 
input motion video image and the summing node 3. Each between successive video frames. The advantage is that with 
one of the motion-compensated predictors 8,8a passes to its 5 less data per video frame the transmission is faster, or 
output only those pixels of a video frame received at its input alternatively for a given video frame transmission time, a 
representing moving objects, based information higher resolution image (higher number of pixels) may be 
received from a motion estimation neuroprocessor 9. The transmitted. h o t h e r  advantage of the invention is that any 
motion estimation neuroprocessor 9 controls both motion- distortion inherent in the image compression process per- 

all pixels of each successive frame of the input motion video compensated. is because what is subtracted from the image and another input 9b receiving the image stored in the input video image by the summing node 3 is a reconstructed picture memory 7. image containing all artifacts or distortions of the compres- 
Each successive video frame of the input motion video sion/decompression process. Thus, any differences resulting 

15 from such distortions would be realized at the output of the image is temporarily stored in the picture memory 7 and is 
available for comparison purposes upon receipt of the next summing node 3 and would be included in the transmitted video frame of the input motion video image. The motion 

currently stored in the picture memory 7 with the current compression/decompression process. 
video frame of the input motion video image and deduces The decompression system 2 of FIG. 1 includes an image 
from this comparison which pixels in the current frame 20 decompressor 5’ a feedback summing node 6 ,  a picture 
represent moving objects. The motion estimation neuropro- memory 7’ and a motion-compensated predictor 8 ,  identical, 
cessor 9 then causes the motion-compensated predictor 8 to respectively, to the image decompressor 5, the feedback 
transmit to the negative input of the input summing node 3 summing node 6, the picme memory 7 and the motion- 
a special image consisting of O d Y  those Pixel locations of compensated predictor 8 of the compression system 1. The 
the Previous video frame in the Picme memory 7 COrre- 25 list of pixel locations of moving objects transmitted for each 
sponding to the moving objects detected in the current video video frame by the motion estimation neuroprocessor 9 
frame. Simultaneously, the motion estimation neuroproces- controls the motion-compensated predictor 8’ of the decom- 
sor causes the motion-compensated predictor 8a to transmit pression system 2 in the Same manner as the motion- 

predictors & and has One input 9a receiving 10 formed by the compression newoprocessor is automatically 

estimation neuroprocessor 9 compares the prior video frame compressed difference signal to Offset distortion in the 

to the positive Of the compensated predictor 8 of the compression system 1 
Pixels Of the current video frame Of the incoming motion 30 described above. The image decompressor 5’ reconstructs an 

described below, the output of the motion estimation neu- 

node Only those Same 

video image representing moving objects. As will be 

ference image received via the channel and applies this roprocessor 9 is, in essence, a list of pixel locations corre- uncompressed difference image to a positive input 6 a  of the sponding to moving objects. This list of pixel locations for feedback summing node 6‘. Simultaneously, the motion- each frame is transmitted via the channel to the decompres- 35 compensated predictor 9 transmits via the channel the list of sion system 2 along with the compressed difference image moving object pixels of the previous video frame to the other produced by the compression neuroprocesor 4. positive input 6 b  of the feedback summing node 6’. The 
As a result of the motion-compensated predictors 8, 8a pixels applied to the input 6 b  constitute an image of only 

suppressing pixel locations not containing moving objects, moving pixels from the previous video frame the 

processor 4 only differences between successive video which, when added, or the moving pixel 

these differences and transmits the compressed difference image of the cment video frame. It is this updated moving 
image via the channel to the decompression system 2 as well pixel image is then stored in the memory 7g. 
as to the image decompressor 5. This feature greatly limits 45 Since the moving pixel image contains no 6‘stationary77 

compress and transmit, a significant advantage. the picture memory 7’ corresponding to such stationary 
The image decompressor 5 reconstructs an uncompressed pixels remain unchanged when the contents of the picture 

difference image and applies this to a positive input 6a of the memory 7’ is thus updated from the output of the feedback 
feedback summing node 6.  Simultaneously, the motion- 50 summing node 6. The updated moving pixel image thus 
compensated predictor 9 transmits the moving object pixels constructed is not only stored in the picme memory 7’ for 
of the previous video frame to the other positive input 6b of processing with the next video frame but is also furnished to 
the feedback Summing node 6 Which are the Same Pixels a video display or storage device as the reconstructed video 
applied to the negative input of the input summing node 3 at image, 

image of only moving pixels from the previous video frame now be described in detail. 
while the pixels applied to the input 6a constitute a differ- 
ence image which, when added, transforms or updates the 
moving pixel image of the previous video frame into the 
moving pixel image of the current video frame. It is this 60 The image compression neuroprocessor 4 of FIG. 1 is an 
updated moving pixel image which is then stored in the image compression system disclosed in U.S. patent appli- 
picture memory 7. Since the moving pixel image contains no cation Ser. No. 08/313,859 filed Sep. 26,1994 by the present 
“stationary” pixels for which there is no frame-to-frame inventors entitled “DATA COMPRESSING NEURAL NET- 
change, pixels in the picture memory 7 corresponding to WORK WITH WINNER-TAKE-ALL FUNCTION” and 
such stationary pixels remain unchanged when the contents 65 assigned to the present assignee. In one embodiment, the 
of the picture memory 7 is thus updated from the output of image compression neuroprocessor 4 is a lossy image com- 
the feedback summing node 6. pressor. In another embodiment, the image compression 

uncompressed image from the 

the summing node transmits to the neuro- 40 pixels applied to the input 6 a  constitute a difference image 

frames. The compression neuroprocessor image of the previous video frame into the moving pixel 

the mount Of information which the neuroprocessor pixels for which there is no frame-to-frme change, pixels in 

this time. The pixels applied to the 6b an 55 Each ofthe components ofthe compression system 1 will 

COMPRESSION NEUROPROCESSOR 4 
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neuroprocessor 4 combines a lossy image compressor hav- neural network 10 outputting a winning neuron index i, 
ing a high compression ratio with a lossless image com- which is then translated to an image index k using the 
pressor, in which the output of the lossy image compressor codebook memory 55. The index k is what is transmitted, 
is compressed by the lossless compressor. In this latter rather than the image itself. Compression is achieved 
embodiment, in order to compensate for the lossyness of the 5 because the number of bits of data required to represent any 
high ratio lossy image compressor, the error or difference one of the M-dimensional images X(k) is far greater than the 
between (a) the compressed image represented by the output number of bits representing the image index k. 
of the lossy image compressor and (b) the original image is The training process performed by the learning processor 
computed. This difference is itself compressed by another 50 is illustrated in detail in FIG. 4. This process begins with 
lossy compressor. The original image is thus represented by the first image X(0) stored in the library 20 (by setting the 

and the compressed difference. The high-compression-ratio training iteration time is initialized to (block 85 of 
lossy compressor and the lossless compressor are now FIG, 4), The kfh library image (where k=O in this initial 

15 4). Then, for each one of the neurons 35, the learning Compressor: 
FIG. 2 illustrates the Preferred tmbodiment of the lossy processor 50 computes an error or difference between the 

image compressor, which, in one embodiment, may consti- ~ - d i ~ ~ ~ ~ i ~ ~ a l  image vector X(k) and the M-dimensional 
tute the entire image compression neuroprocessor 4 of FIG. column of the M-by-N synapse matrix w to the 
1. The lossy image compressor includes a neural network l o  one neuron. The neuron corresponding to the column of 
with a winner-take-all circuit 15. A Set of Predetermined 2o synapse matrix elements most closely resembling the image 
M-dimensional images or image vectors X(k) numbered in vector X(k) (i.e., having the smallest difference) is the 
accordance with an image index k are stored in an image winning for this image. as difference is computed 
library 20 (preferably implemented as a random access as follows: 
memory). An input layer 25 of the neural network 10 

a compressed image (generated by the lossy library image index k=O in block 80 of FIG. 4). Also, a 

described High Ratio Image iteration) is applied to the input layer 25 (block 90 of FIG, 

consisting of M pass-through input nodes 30a-30n receives 25 Q = z IX,(k) - W J t P  
either a selected M-dimensional image from the image I 

library 20 or an unknown M-dimensional image to be 
compressed. An M-by-N array of synaptic weights 33 con- where i is the index Of the iIh neuron (block 95 Of FIG. 4). 
nects each one of the M input nodes 30 with each one of N The value Of i associated with the smallest D, identifies the 
neurons 35a-35n in a competitive layer 40. The array 33 is 3o candidate neuron (block 100 of FIG. 4). The winner-take-all 
an M-by-N dimensional matrix W of weight elements Circuit 15 then Sets the Output Of the Winning neuron to 1 (Or 
The competitive layer 40 includes the winner-take-all circuit a m i ~ i m u m  voltage representing a logic 1) and all other 
15. The winner-take-all circuit 15 has N inputs connected to neuron outputs to zero (block 105 of FIG. 4). 
the respective outputs of the N neurons 35 and an output 15a Next, the learning processor 15 updates each one of the 
which identifies the index i of a single winning neuron 35 35 Synaptic weight elements (w, 33 within the Column OfW 
chosen in a manner to be described below. A learning associated with the Winning neuron @.e., d l  elements w,, 
processor 50 controls the training of the neural network 10 whose Column index i equals the index i of the winning 
by updating the weights of the array of synaptic weights 33 neuron) in accOrdance With the difference between that 
in accordance with the index i output by the wimer-take-all matrix element and the Corresponding element Of the image 
circuit 15, the image X(k) and the matrix W of weight 4o vector X(k). This operation is as fOl1OWS: 
elements W,, in a manner to be described below. During 
training, as the learning processor selects a winning neuron w,,(f+l~w,,(t)+S(t)[X(k),-W,,(t)l 

for a Particular image '(k) in the library 20, the 'Orre- where s(t) is the inverse of the number times F,(t) the ifh 
sponding pair of indices i,k is stored in a table codebook 55. 
The 
access memory. 

has won while the present library image X(k) has 
is preferably imp1emented as a random 45 been applied to the input layer 25 (block 110 of FIG. 4). For 

this purpose, the learning processor 50 controls each syn- 
Refemng to FIG. 3, i ~ c h  input node 30 in the input layer apse weight 33 individually using techniques well-known in 

25 consists of an input amplifier 60 and amplifier input 65. the The training process for the library image x(k) is 
The output of the amplifier 60 is COnnected through a deemed to be completed as soon as F,(t) exceeds a prede- 
respective one of the Synaptic weights 33 to the input of a 50 termined threshold Flh (YES branch of block 115 of FIG. 4). 
neuron 35. Each neUrOn 35 Consists Of an amplifier 70, its Otherwise (NO branch of block 115), the training time is 
input being a negative input terminaly as illustrated in FIG. incremented (block 120 of FIG. 4) and the process returns to 
3 with a feedback resistor 75 connected between the ne@- block 90 to begin the next training cycle. If, however, F,(t) 
tive input and amplifier output of the amplifier 70. does exceed Flh, the index i of the winning neuron and the 

To begin training, the neural network 10 is turned on 55 image index k of the currently applied library image X(k) are 
(powered up) and, without necessarily changing the synaptic recorded as a pair in the codebook or table 55 (block 125 of 
weights 33 from whatever random (but stable) pattern of FIG. 4), the library image index k is incremented (block 130) 
weight values they may happen to assume initially, a given and the process reverts to the beginning step of block 85 to 
training image X(k) is applied to the input layer. The begin the training process for the next library image. The 
learning processor 50 governs the training of the neural 60 entire process is repeated until the neural network has been 
network by identifying the neuron 35 having the greatest trained with all of the library images. 
output signal for a given training image X(k) selected from After training has been thus completed, during operation 
the library 20 and modifying the synaptic weights 33 (WJ a succession of uncompressed image vectors in a data stream 
to magnify the winning margin of the winning neuron's of such vectors are applied to the input layer 25, producing 
output. This process is repeated for each one of the training 65 at the winner-take-all circuit output 15a a succession of 
images with which it is desired to train the neural network neuron indices i, which are transmitted on a communication 
10. During use, each incoming image is identified by the channel as compressed data representing the succession of 
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uncompressed images. The compressed image data thus 
transmitted on the channel is de-compressed by a de- 
compressor which has the same codebook 55 and same 
image library 20 as the compressor of FIG. 2. Such a 
de-compressor is illustrated in FIG. 5 and corresponds to the 5 
image decompressor 5 of FIG. 1. Each neuron index i 
received through the channel is translated by a codebook 55' 
to an image index k, which addresses an image library 2 0  to 
retrieve the corresponding library image X(k) as the uncom- 
pressed image. The lossyness of the compressor of FIG. 2 is 10 
the difference between the actual uncompressed image 
received at the input layer 25 and the corresponding library 
image X(k). Such a lossy image compressor typically has a 
compression ratio of about twenty. 

transmits the image index k corresponding to the winning 
neural index i by employing the codebook 55 during opera- 
tion, which eliminates the need for the codebook 55' in the 
de-compressor of FIG. 5. 

the neural network 10 automatically classifies a large set 140 
of different images (e.g.. thousands of images) into N 
different groups 145 of similar images, thus simplifying 
certain image compression problems, where N is the number 
of neurons 35. For this purpose the threshold number of 25 
selections Ffh governing the training process is selected to be 
about twice the number of possible images divided by the 
number N of image groups. Thus, for example, to compress 
a large set of synthetic radar images (e.g., 12,000 images) 
with a relatively small number of neurons (e.g., N=64), the 30 
threshold Ffh is about 400. In this example, the neural 
network can be trained to recognize 64 different training 
images and will associate each one of the 12,000 possible 
images with the most similar one of the training images. In 
this example, the 12,000 possible different images will be 35 
grouped by the neural network into 64 groups of, on the 
average, 200 similar images. 

Another advantage of the compression neuroprocessor 4 
of FIG. 2 is that it automatically adapts to changing image 
sets. For example, the set of library images with which the 40 
neural network 10 has been initially trained for one scenario 
may not apply necessarily to another scenario. If scenarios 
are changed, the neural network can be trained in real time 
to a new set of images by simply re-activating the training 
process of FIG. 4 as the new images are received and then 45 
modifying the image library 20 and the codebook 55 accord- 
ingly. 

In such a case, the revisions to the library 20 must be 
provided to the de-compressor of FIG. 5. The most efficient 
way of accomplishing this is for the compressor to transmit 50 
only the difference between the new library image and the 
original library image which it is to replace. This is illus- 
trated in FIG. 7, in which a high-ratio loss compressor 600 
corresponding to the compressor of FIG. 2 has its output 
connected to a de-compressor 605 corresponding to the 55 
de-compressor of FIG. 5. The output of the de-compressor 
605 is subtracted at a node 610 from the uncompressed 
image, and the difference is transmitted via the channel to 
the receivedde-compressor 620. The receivedde-compres- 
sor 620, corresponding to the de-compressor of FIG. 5, 60 
responds to the transmitted difference signal by adding it to 
the image in the library 20 corresponding to the current 
image index k. 

In another aspect, the difference signal may be employed 
even in the absence of any change in scenario and revision 65 
of the image libraries 55, 55'. Instead, the difference signal 
provides a correction for the difference between a received 

In an alternative embodiment, the compressor of FIG. 2 15 

One advantage of the invention illustrated in FIG. 6 is that 20 

uncompressed image and the most similar image stored in 
the image libraries 55, 55'. By transmitting the difference 
signal produced by the subtractor 610 of FIG. 7, the output 
of the de-compressor 620 is corrected with the difference 
signal to produce a more faithful uncompressed version of 
the original image. A summer 610' in the de-compressor 
adds the difference signal to the output of the lossy de- 
compressor 620 to produce the more faithful uncompressed 
version of the original image. 
Compression System With Lossy Compressor and Lossless 
Compressor: 

As mentioned above, the compression neuroprocessor 4 
may either constitute the lossy compressor alone or, alter- 
natively, may be a combination of the lossy image compres- 
sor with a lossless image compressor. This latter combina- 
tion will now be described with reference to the foregoing 
description of the lossy image compressor. As illustrated in 
FIG. 7, the compressed image data (i.e., the neuron index i 
and the difference signal) are compressed in lossless com- 
pressors 640, 650, respectively, in the compression system 
of FIG. 7. Then, in the de-compression system of FIG. 7, 
lossless de-compressors 660, 670 de-compress the neuron 
index i and the difference signal, respectively. Such lossless 
de-compressors are preferably of the type employing the 
Rice algorithm referenced herein above. For this purpose, a 
conventional communication processor 680 multiplexes the 
outputs of the two lossless compressors 640, 650 into a 
single data stream for transmission via a conventional modu- 
lator 681 on a channel (or storage device) 682 for receipt (or 
retrieval) through a conventional demodulator 683. A con- 
ventional communication processor 684 demultiplexes the 
data stream into its two components, image data and differ- 
ence data, and routes them to the lossless de-compressors 
660 and 670, respectively. Bypass switches 685,686 permit 
the image data from the lossy compressor 600 to bypass the 
lossless compressor 640 and the lossless de-compressor by 
routing the image signal along respective bypass paths 687, 
688. A further option is for the communication processors 
680, 684 to suppress the difference signal from the lossless 
compressor 650, if desired. 
Lossless Image Compressor: 

One implementation of the lossless compressor 640 (and 
650) is illustrated in FIG. 8, in which the incoming data is 
processed by a differencing element 700 which computes the 
differences between successive images (in the present case, 
the differences between successive neuron indices i). The 
resulting differences are signed integers which are mapped 
by a mapper 710 to unsigned integers. The data stream of 
unsigned integers is then encoded by a number of different 
entropy encoders 715, and an optimum code selector 720 
chooses the output of only one of the encoders 715 for 
transmitting as compressed data along with a code I.D. 
identifying the chosen code. The choice of entropy code is 
dictated by the statistics of the particular block of data. 
Specifically, the optimum code selector first determines the 
code length corresponding to the particular data block and 
then chooses a particular entropy code optimum for that 
length, as described in the publication by Rice referenced 
herein above. One implementation of the lossless de-com- 
pressor 660 (and 670) is illustrated in FIG. 9, in which the 
incoming data is decoded by a corresponding set of entropy 
decoders 730. A code selector 735 selects the output of only 
one of the entropy decoders 730 in accordance with the 
transmitted code I.D. The decode data is mapped to signed 
integers by an inverse mapper 740, completing the de- 
compression process. Winner-Take-All Circuit For the 
Lossy Compressor: 



5,598,354 
9 

A winner-take-all circuit which mav be emdoved as the 
10 

I <  

winner-take-all circuit 15 of FIG. 2 is disclosed by Wai Chi TABLE I 
Fang, VLSI Image Compression, Ph.D. Dissertation, Uni- Mn9FFT M1 M’? M’? M4 M5 - - - - - - - - _ _  . .- . ._ .. . .. 

versity of Southern California, Los Angeles, Calif. FIG. 10 

of FIG. 2. The winner-take-all circuit of FIG. 10 consists of 
plural identical cells 900~-900n, the number of cells 900 

illustrates a suitable design of the winner-take-all circuit 15 5 Sizes 812 814 1614 814 1614 

MOTION ESTIMATION NEUROPROCESSOR 9 being equal to the number of neurons 35 in the competitive 
layer 40 of FIG. 2. Each cell 900i has an input line 905 
connected to the output of the respective neuron 35 .  Within lo Referring now to FIG. 11, the motion estimation neuro- 
each cell 900, an N-channel input metal oxide semiconduc- processor 9 is a stack 1000 of individual conventional neural 
tor field effect transistor (MOSmT) M1 has its gate con- networks 1010. Refemng to FIG. 12, each individual neural 
nected to the input line 905, its drain connected to the source network 1010 consists of an input layer 1020 of input 
and gate of a bias P-channel MOSFET M2 and its Source 15 neurons 1025, an output layer 1030 of output neurons 1035 

cells 900, The &ain of the bias MOSFET M2 is connected apses 1045 connecting each input neuron 1025 with each 
to a drain voltage line VDD, A P-chmel current mirror output neuron 1035. The weights of the individual synapses 

1045 are adjusted simultaneously in a training process to be MOSFET M3 has its gate connected to the gate of the bias described below herein. The number of neurons 1025 in the MOSFET M2, its drain connected to the drain voltage line 20 input layer 1020 is so that all individual pixels of 
VDD and its Source connected to an Output line 910’ An two successive video frames of a predetermined size may be 
N-channel current bias MOS has its source connected to a applied simultaneously to respective individual of the 
Source voltage line VSS, its drain connected to the common input 1025. The number of neurons 1035 in the 

line VCM and its gate connected to a first bias output layer 1035 is sufficient so that each output neuron 
voltage line VBB1. A second N-channel current bias MOS- 25 1035 represents one individual pixel of a ,,ideo frame. 

The neural networks 1010 of the motion estimation neu- FET has its source connected to the source voltage line VSS, 

connected to a second bias voltage line VBB2. network 1010 responds, whenever the two successive video 
The array of cells 900 responds to a set o f N  simultaneous frames applied to the input layer 1020 contain a moving 

but at least slightly different input voltages vi from the N 30 object of a particular direction and velocity assigned to that 
neuron outputs by pushing the output node 910 of the cell particular neural network 1010, by identifying only those 
900i having the greatest input voltage toward the positive pixels actually containing the moving object’s image in both 
voltage of the drain voltage line VDD while pushing the of the two successive video frames. Each one of a complete 
output node of each remaining cell toward the source 35 set of velocities/directions is assigned to a respective one of 
voltage line VSS. The array accomplishes this result as the neural networks 1010 in the stack 1O00, the number of 
follows. As the input voltage Vi to a particular cell 900i neural networks 1010 being sufficient to represent the com- 
increases, the voltage drop across the cell’s input MOSFET plete set of velocities. 
M1 increases, driving up the gate voltage of the current For each one of the individual neural networks 1010, the 
mirror MOSFET M3. This in turn increases the voltage of 40 training process can consist of applying to the input layer 
the cell’s output 910. Assuming the adjacent cell 900j 1020 two successive video frames containing in their images 
receives a smaller input voltage Vi, input MOSFET M1 of a Single-Pixel moving object having a known constant 
the adjacent cell MOj has a smaller voltage drop and direction and velocity equd to the velocity assigned to the 
therefore more of the current from the common voltage line Particular neural network 1010 being trained, the object 
VCM flows through the input MOSFET M1 of the adjacent 45 starting at a Particular Pixel location in the first frame and 
cell mj drive downward the gate voltage of the current ending at a another PartiCUlX pixel location in the second 
mirror transistor M3 of that cell, cutting off M3. contrast, frame, as illustrated in FIG. 13. The target vector is defined 
in the particular cell mi, less of the current from the as a State in which Ody those Output neurons 1035~, 103% 
common voltage line VCM flows through the input MOS- corresponding to the starting and ending positions of the 
E T  MI, so that the current mirror MOSFET in that cell is 50 single-pixel moving object, and all neurons in between, are 
not Cut off. The common voltage line VCM provides a “on” all other output neurons 1035 being “off”. The training 
normalization among all cells, guaranteeing that the only process is performed in accordance with conventional tech- 
cell having a positive voltage on its output no& 910 is the niques in which the “training vector” is applied repeatedly in 
one cell receiving the greatest input voltage Vi. In the successive cycles, the weights of the synapses 1045 being 
preferred design, each cell 900 is cascaded with an identical 55 incrementally updated in each Cycle until the neural network 
output cell 900’, so that there are two cascaded arrays of 1010 Perfoms COrreCflY to within a Predetermined t o k -  
cells, an input array of cells 900a-900n and an output array ante. The Process is repeated for each Possible starting 
of cells 900a’-9O()n’. Each output cell 900’ has the Same position Of the Singk-piXel moving object, Until the neural 
elements as the input cell 900, including an input node 90S, network 1010 responds COrreCflY to a moving object of the 
MOSFET~ MI, ~ 2 ,  ~ 3 ,  ~ 4 ,  ~4 and an output node 910’. 60 assigned velocity at any starting position in the image. The 
The cascade arrangement provides enhanced performance. Same raining Process is carried Out separately for each one 
The restriction of the possible voltages of the output node of the neural networks 1010, the velocity of the single-pixel 
910 to either VDD or VSS provides a binary output. moving object being the unique velocity assigned to the 

The following table provides the preferred geometry of irdvidual m a d  network 1010. 
each of the MOSFETs, the first number being the length in 65 In the preferred embodiment of the invention, for each 
micrometers of the MOSFET drain and the second number velocity magnitude, a different neural network 1010 is 
being the length in micrometers of the MOSFET gate. trained to respond to only one of the various possible 

connected to a Common voltage line VCM shared among all and a connection layer 1040 of adjustably weighted syn- 

its drain connected to the Output node 910 and its gate roprocessor 9 are trained so that each individual neural 
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different directions, so that the number of neural networks 
1010 in the stack lo00 is the number of all possible 
velocities and directions of a single pixel moving object. The 
number is determined by the range of possible velocities in 
the image. Each velocity is the number of pixels travelled by 5 
the single pixel moving object between the two successive 
frames and the direction. Assuming that objects moving 
more half-way across the entire image within the time span 
of the two successive video frames are to be ignored, the 
number of velocities magnitudes is half the number of pixels 10 
spanning the image multiplied. The number of velocities is 
the sum of the number of possible directions for each 
velocity magnitude over all velocity magnitudes. The num- 
ber of possible directions for each velocity magnitude is the 
twice the velocity magnitude (measured in number of pixels 15 
travelled between two successive video frames) multiplied 
by pi (Le., about 3.1416) rounded off to the least whole 
number. Thus, the number of neural networks is the sum 
over n of 2(3.1416)n, from n=l to n=half the image width in 

However, in an alternative embodiment, each neural net- 
work 1010 is trained to respond to all possible directions of 
movement of the single-pixel moving object for a single 
velocity magnitude assigned to that neural network 1010, 
thereby reducing the number of neural networks 1010 to 25 
only half the number of pixels spanned by the image. In yet 
another possible embodiment, a single very robust neural 
network is trained to respond correctly for all possible 
combinations of velocity magnitudes and directions of a 
single pixel moving object. Such a robust neural network 30 
would have many layers of neurons and many layers of 
synapses, for example. 

What is claimed is: 
1. An image data system comprising: 
a compression system, comprising: 

an image compressor; 
an image decompressor correlative to said image com- 

pressor having an input connected to an output of 
said image compressor; 

a feedback summing node having one input connected 
to an output of said image decompressor; 

a Picture memory having an input c c ~ ~ n e ~ t e d  to an 
output of said feedback summing node; 

means for comparing an image stored in said picture 
memory with a received input image and deducing 
therefrom pixels having differences between said 
stored image and said received image and for retriev- 
ing from said picture memory a partial image com- 
prising said pixels only and applying said partial 
image to another input of said feedback summing 
node, whereby to produce at the output of said 
feedback summing node an updated decompressed 
image; 

a subtraction node having one input connected to 
received said received image and another input con- 
nected to receive said partial image so as to generate 
a difference image, said image compressor having an 
input connected to receive said difference image 
whereby to produce a compressed difference image 
at the output of said image compressor. 

pixels. 20 

2. ne image system of claim 1 further comprising: 
an image decompression system remotely to said 

image compression system by a channel, comprising: 
a remote image decompressor correlative to said image 

compressor having an input linked via said channel 
to said output of said image compressor; 

35 a remote feedback summing node-having one input 
connected to an output of said image decompressor; MOTION-COMPENSATED PREDICTOR 8 

Referring to FIG. 14, the motion-compensated predictor 8 a remote picture memory having an input connected to 
has an input for each pixel in one video image. As described an output of said feedback summing node; 
above, there is one output neuron in each neural network said remote picture memory being responsive via said 
1010 for each pixel in one video image. The output neurons 40 channel to said means for comparing an image 
1035 of every neural network 1010 are connected to corre- whereby said means for comparing an image com- 
sponding ones of the inputs of the motion-compensated prises means for retrieving from said remote picture 
predictor 8. The motion compensated predictor 8 converts a memory a remote partial image comprising said 
logic “high” at each one of its inputs (corresponding to a pixels only and applying said remote partial image to 
particular pixel location) to the location address of the 45 another input of said remote feedback summing 
corresponding pixel in the picture memory 7’. The motion- node, whereby to produce at the output of said 
compensated predictor 8 transmits this address to the picture remote feedback summing node an updated decom- 
memory 7 so that the corresponding pixel is retrieved from pressed image. 
the picture memory 7. Many such addresses are thus trans- 3. The image system of claim 1 further comprising means 
mitted whenever many pixels represent a moving object in 50 for extracting from said input image for input to said 
the current video frame, causing an image to be retrieved Sd~traCtion node Only those Pixels of said input image 
from the picture memory 7. Simultaneously, these addresses corresponding to said Pixels dduced by said means for 
are also transmitted on the channel along with the corn- comparing as corresponding to moving objects, whereby 
pressed difference image from the compression neuropro- said subtraction node receives only pixels corresponding to 
cessor 3, as described above. The motion-compensated 55 those retrkved from said Picture memory. 
predictor 8 is thus an address generator which is pro- 4. The image system of claim 1 wherein said means for 
grammed to provide a unique memory address of the picture 
memory 7 in response to a logic “high” at the output of a neural network means trained to deduce from successive 
corresponding output neuron 1025. Thus, in one embodi- image pairs pixels corresponding to moving objects; 
ment, the motion-compensated predictor 8 is implemented 60 and 
as a programmed microprocessor having analog inputs con- means responsive to said neural network means for 
nected to respective output neurons 1025. retrieving data from said picture memory correspond- 

While the invention has been described in detail by ing to said pixels of said moving objects. 
specific reference to preferred embodiments thereof, it is 5. The image system of claim 4 wherein said neural 
understood that variations and modifications thereof may be 65 network means comprise a stack of individual velocity- 
made without departing from the true spirit and scope of the sensing neural networks having identical input layers con- 
invention. nected to receive said successive image pairs and identical 

comparing comprise: 
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output layers of output neurons corresponding to one image 
stored in said picture memory, each of said individual 
velocity-sensing neural networks being trained to identify 
moving object pixels of respective velocities, said stack of 
velocity-sensing neural networks representative of a com- 
plete set of moving object velocities. 

6. The system of claim 1 wherein said image compressor 
comprises: 

a first memory for storing said set of predetermined 
images; 

a compression neural network having an input layer and 
an output layer, said compression neural network hav- 
ing a plurality of possible states and being trained to 
produce a respective one of said states at said output 
layer for a respective one of said predetermined images 
received at said input layer; 

a winner-take-all circuit connected to outputs of said 
output layer of said compression neural network for 
selecting a winning one of said states of said neural 
network from all possible states of said compression 
neural network, wherein said first compressed image 
data corresponds to said winning state. 

7. The system of claim 6 wherein each of said predeter- 
mined images is stored in said first memory in accordance 
with a respective image index, said system further compris- 
ing: 

a codebook for correlating a respective image index with 
a corresponding winning state of said compression 
neural network, and wherein said first image data 
comprises data identifying said winning state. 

8. The system of claim 2 wherein said image compressor 

a first memory for storing said set of predetermined 
images; 

a compression neural network having an input layer and 
an output layer, said compression neural network hav- 
ing a plurality of possible states and being trained to 
produce a respective one of said states at said output 
layer for a respective one of said predetermined images 
received at said input layer; 

a winner-take-all circuit connected to outputs of said 
output layer for selecting a winning one of said states 
of said compression neural network from all possible 
states of said neural network, wherein said first com- 
pressed image data corresponds to said winning state. 

9. The system of claim 8 wherein each of said predeter- 
mined images is stored in said first memory in accordance 
with a respective image index, said system further compris- 
ing: 

a codebook for correlating a respective image index with 
a corresponding winning state of said compression 
neural network, and wherein said first image data 
comprises data identifying said winning state. 

10. The system of claim 9 wherein said image decom- 

a second memory for storing said set of predetermined 
images and for providing one of said predetermined 
images specified by said first compressed image data. 

11. The system of claim 10 wherein said first compressed 
image data comprises data identifying said winning state, 
said second memory stores said predetermined images in 
accordance with corresponding image indices, said image 
decompressor further comprising: 

a codebook correlating each one of said states of said 
compression neural network with a corresponding one 

comprises: 

pressor Comprises: 
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14 
of said image indices, whereby an image index corre- 
sponding to said winning state addresses said second 
memory to retrieve the corresponding predetermined 
image. 

12, The system of claim 11 wherein said first memory is 
updated by replacing the predetermined image correspond- 
ing to said winning state with said original image, whereby 
said image compressor is adaptive to images from new 
scenes. 

13. The system of claim 11 wherein said first memory is 
updated by replacing the predetermined image correspond- 
ing to said winning state with said original image, and said 
second memory is updated by adding said difference to the 
corresponding predetermined image in said second memory. 

14. The system of claim 13 wherein said input and output 
layers of said image compressor are linked by an array of 
compressor synapses, said system further including a leam- 
ing processor comprising: 

means responsive to identification of said winning state 
by said winner-take-all circuit for updating compressor 
synapses associated with said winning state in accor- 
dance with the corresponding one of said predeter- 
mined images applied to said input layer during a 
training exercise; 

means for storing the image index of the predetermined 
image applied to said input layer during a training 
exercise and an index identifying the corresponding 
winning state as a codebook entry. 

15. The system of claim 1 wherein said image compressor 

a lossy image compressor having an image compression 
ratio in excess of 10 for producing first compressed 
image data from an original image, said first com- 
pressed image data specifying a corresponding one of 
a set of predetermined images; 

means for computing an difference between said original 
image and said predetermined image specified by said 
first compressed image data; 

a lossless image compressor for compressing at least said 
difference to produce second compressed image data; 
and 

means for transmitting said first and second compressed 
image data. 

16. The system of claim 15 further comprising: 
a lossless image de-compressor for receiving said second 

compressed image data and producing therefrom said 
difference; 

a lossy image de-compressor for receiving said first 
compressed image data and producing therefrom said 
one predetermined image specified by said first com- 
pressed image data; and 

means for adding said difference to said one predeter- 
mined image to produce a reproduction of said original 
image. 

17. The system of claim 15 wherein said lossy compressor 

Comprises: 

comprises: 
a first memory for storing said set of predetermined 

a neural network having an input layer and an output 
layer, said neural network having a plurality of possible 
states and being trained to produce a respective one of 
said states at said output layer for a respective one of 
said predetermined images received at said input layer; 

a winner-take-all circuit connected to outputs of said 
output layer for selecting a winning one of said states 

6o images; 

65 
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of said neural network from all possible states of said 
neural network, wherein said first compressed image 
data corresponds to said winning state. 

18. The system of claim 17 wherein each of said prede- 
termined images is stored in said first memory in accordance 5 pressor comprises: 
with a respective image index, said system further compris- 
ing: entropy code; 

a codebook for correlating a respective image index with 
a corresponding winning state of said neural network, 
and wherein said f is t  image data comprises data iden- lo 
tifying said winning state. 

indices, whereby an image index corresponding to said 
winning state addresses said second memory to retrieve 
the corresponding predetermined image. 

24. The system of claim 16 wherein said lossless com- 

plural entropy encoders each employing a different 

an optimum code selector for computing a code length of 
successive blocks said second image data and choosing 
for each said block one of said plural entropy encoders 
whose code is optimum for the code length of that 
block; and 

means for generating data identifying the code chosen by 
said optimum code selector for transmission with said 

25. The system of claim 24 wherein said lossless decom- 

plural entropy decoders; and 

19. The system of claim 15 further comprising a lossy 

20. The system of claim 16 wherein said lossy compressor 15 

means for storing said set of predetermined images; 
a neural network having an input layer and an output 

layer, said neural network having a plurality of possible 

by said optimum code selector of said lossless com- said states at said output layer for a respective one of 
said predetermined images received at said input layer; pressor for choosing a corresponding one of said plural 

a winner-take-all circuit connected to outputs of said entropy decoders to decode said second image data. 
output layer for selecting a winning one of said states 26. The system of claim 17 wherein said first memory is 
of said neural network from all Possible states Of said 25 updated by replacing the predetermined image correspond- 
neural network, wherein said first compressed image ing to said winning state with said original image, whereby 
data corresponds to said winning state. said lossy compressor is adaptive to images from new 

21. The system of claim 20 wherein each of said prede- scenes. 
termined images is stored in said means for storing in 27. The system of claim 22 wherein said first memory is 
aCCOrdance With a respective image index, said system 30 updated by replacing the predetermined image correspond- 
further comprising: ing to said winning state with said original image, and said 

second memory is updated by adding said difference to the 
corresponding predetermined image in said second memory. 

28. The system of claim 27 wherein said input and output 
35 layers are linked by an array of synapses, said system further 

including a learning processor comprising: 
means responsive to identification of said winning state 

by said winner-take-all circuit for updating synapses 
associated with said winning state in accordance with 
the corresponding one of said predetermined images 
applied to said input layer during a training exercise; 

means for storing the image index of the predetermined 
image applied to said input layer during a training 
exercise and an index identifying the corresponding 

compressor for compressing said first image data. 

comprises: second compressed image data. 

pressor comprises: 

states and being trained to produce a respective One Of 20 means responsive to said data identifying the code chosen 

a codebook for correlating a respective image index with 
a corresponding winning state of said neural network, 
and wherein said first image data comprises data iden- 
tifying said winning state. 

22. The system of claim 21 wherein said lossy de- 

a second memory for storing said set of predetermined 
images and for providing one of said predetermined 
images specified by said first compressed image data. 4-13 

23. The system of claim 22 wherein said first compressed 
image data comprises data identifying said winning state, 
said second memory stores said predetermined images in 
accordance with corresponding image indices, said lossy 
de-compressor further comprising: 45 winning state as a codebook entry, 

a codebook correlating each one of said states of said 

compressor comprises: 

neural network with a corresponding one of said image * * * * *  


