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Abstract  In this paper we conduct a Monte Carlo study to determine the power of 
Pearson’s overall goodness-of-fit test as well as the “Pearson analog” tests (see 
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1. Introduction 

Goodness of fit or the degree of correspondence between observed outcomes 

and expected outcomes based upon a postulated distribution is a cornerstone of 

classical statistics. The two classical nonparametric approaches to testing goodness of 

fit (as surveyed by Stuart, Ord and Arnold (1999, Ch. 25)) are (i) Pearson’s goodness-

of-fit (X2) test, which involves grouping data into classes and comparing observed 

outcomes to those hypothesised under some null distribution; and (ii) Kolmogorov-

Smirnov (K-S) test, which involves comparing the empirical cumulative distribution 

function (cdf) with a cdf obtained under some null hypothesis. 

Anderson (1994) has devised a method to decompose the X2 test into a series 

of individual component tests (see Boero, Smith and Wallis, 2004), in which each 

component test focuses on a different moment of the distribution, in an attempt to 

provide more information on the nature of any rejection of the null hypothesis by the 

X2 test. 

In spite of the wide use of the X2 test it is still not clear how many partition 

points (class intervals) should be used in the construction of this test, and how these 

class intervals should be formed. However, it is generally recommended that 

researchers use equiprobable partitions, see Stuart, Ord and Arnold (1999). 

In this paper we conduct a systematic analysis of the power of the X2 test in 

relation to the number of partitions points. We also investigate the sensitivity of the 

power of the X2 test, as well as its component tests, to the location of the partition 

points, that is, to the choice between equiprobable or non-equiprobable splits. The 

power of the X2 test is examined with respect to departures in variance, skewness and 

kurtosis from a null distribution of a N(0,1). The power of the X2 and its component 

tests is compared to that of the K-S statistic, additionally, we compare these tests to 
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the chi-squared test (for the population variation), when looking at variance 

departures and to the Jarque and Bera (1980) (J-B) test when looking at departures in 

skewness or kurtosis. 

The paper proceeds as follows. Section 2 gives a brief description of the X2 

test and the literature on the choice of the number and location of the partition points. 

We also discuss Anderson’s (1994) method of decomposing the X2 test into its 

component tests, as well as the K-S test. Section 3 outlines the alternative 

distributions used to generate artificial data under the alternative hypotheses against 

which we test the null hypothesis of N(0,1). Section 4 reports the results of the X2 and 

its component tests to detect departures from the null hypothesis using both 

equiprobable and non-equiprobable partitions. Finally, in Section 5 we summarise the 

main results and offer some concluding remarks. 

 

2. Goodness-of-fit tests 

2.1. The chi-squared goodness-of-fit (X2) test   

Pearson’s classical goodness-of-fit (X2) test proceeds by dividing the range of 

the variable into k mutually exclusive classes and comparing the probabilities of 

outcomes falling in these classes given by the hypothesised distribution with the 

observed relative frequencies. With class probabilities 0, 1, ,ip i k� � � , 
1

1
k

i
i
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This has a limiting 2
� distribution with 1k �  degrees of freedom if the hypothesised 

distribution is correct. 
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The existing literature on the power of X2 test with different numbers of 

partitions (k) ranges from early studies by Mann and Wald (1942) and Gumbel (1943) 

to more recent work by Kallenberg et al. (1985) and Koehler and Gan (1990). Most of 

these studies, have focused on asymptotic results and have assumed equiprobable 

classes (such that, 1/ , 1, ,ip k i k� � � ). Mann and Wald (1942) have suggested 

equiprobable class intervals and develop a formula for the optimal choice of the 

number of classes, which depends on the sample size, N, and the level of significance. 

For equiprobable splits the formula for the choice of cells is k = 3.765(N-1)0.4, at the 

5% significance level. Table 1 reports values of k for selected values of N based upon 

this formula. Although Mann and Wald’s recommendation (p.307) is based on 

asymptotic theory, they suggest that the results hold approximately for sample sizes as 

low as 200 and may be true for considerably smaller samples. 

Table 1 
N k 
25 13 
50 18 
75 21 

100 24 
150 28 
250 34 
350 39 

 

The advantages of the Mann and Wald technique are that the application of the 

formula removes the subjective element from the choice of the number and width of 

the classes and equiprobable classes are easy to use and lead to unbiased tests (see 

also Gumbel, 1943, and Cohen and Sackrowitz, 1975). However, various numerical 

studies have presented empirical evidence to show that the value of k proposed by 

Mann and Wald is too large, resulting in loss of power in many situations. Williams 

(1950) indicates that the value of k as given by the Mann and Wald formula may be 
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halved for practical purposes, without relevant loss of power. See also Dahiya and 

Gurland (1973), who suggest values of k between 3 and 12 for several different 

alternatives in testing for normality, for sample sizes of N=50 and 100. 

Other studies have suggested that the best choice of k depends on the nature of 

the alternative hypothesis under consideration as well as the sample size, N. In a 

comparison of the power of the X2 test and the likelihood ratio (LR) goodness-of-fit 

tests, Kallenberg et al. (1985) suggest that, particularly for heavy tailed alternatives, 

the X2 test with equiprobable classes has the best power when k is relatively large 

(k=15 and 20 when N=50 and 100, respectively).  These values of k are quite similar 

to those given by the Mann and Wald formula, and are also suggested by Koehler and 

Gan (1990) as a good overall choice.  

On the other hand, Kallenberg et al. (1985) argue that as the variance of X2 test 

increases with k, and this has a negative effect on the power, non-equiprobable 

partitions with moderate k are better than equiprobable partitions with large k. For 

example, partitions with some smaller classes in the tails and larger classes in the 

middle may lead to an important gain of power for alternatives with heavy tails, while 

for thin-tailed alternatives, unbalanced partitions often cause a loss of power (p. 959).  

Most of the results summarised above are based on asymptotic theory. Only a 

limited number of cases have been examined to validate the asymptotic theory, 

Kallenberg et al. (1985) present some results for N=50 and N=100, while Koehler and 

Gan (1990) report results for N=20, 50 and 100. In contrast little is known for cases 

with non-equiprobable partitions. In general, therefore the evidence that has been 

produced is often contradictory, leaving the problems of how many partitions to use 

and how to choose them largely unresolved. 
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2.2. X2 component tests or ‘Pearson analog’ tests 

Anderson (1994) presented a method for decomposing the X2 test into (k-1) 

independent 2 (1)�  component tests as: 

2 2 2/ 1, , 1j j jX n j k� �� � ��  

where ( )j jv i x �
�

� � , x is a vector (kx1) of observed frequencies with mean �, and ji  

is a set of k dimensioned vectors (the decompositions are only really possible for k=4, 

8, 16 and 32). For example, for 8k � , we can write the first four vectors of ji  as: 

� �1 1 1 1 1 1 1 1mi � � � � �  

� �1 1 1 1 1 1 1 1sci � � � � �  

� �1 1 1 1 1 1 1 1ski � � � � �  

� �1 1 1 1 1 1 1 1ki � � � � �  

Defining 1 8( , , )p p p� � , where pj are the class probabilities, the variance is 

written: 

 2 21 ( ) , , ,j ji p j m sc sk k� �� � �  

From the form of the ji  vectors, the first component test (PCM), using mi , 

focuses on location shifts relative to the median. The second component test (PCSc), 

using sci , focuses on scale shifts to the inter-quartile range. The third component test 

(PCSk), using ski , detects asymmetries, with shifts between the first and third quarters 

and the second and fourth quarters of the distribution. The fourth component test 

(PCK), using ki , detects kurtosis, with shifts towards the extremes and the centre of 

the distribution. There are three remaining component tests, but these have no obvious 

interpretation. Boero, Smith and Wallis (2004) present a more theoretical derivation 
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of the component tests and show that the independence of the component tests does 

not hold when using non-equiprobable splits, although each component test still has a 

2 (1)�  distribution. An application of this “Pearson analog” test to the comparison of 

income distributions is given by Anderson (1996).  It has also been used in density 

forecast evaluation by Wallis (2003) and Boero and Marrocu (2003). 

While for the X2 test the choice of k is important, the individual component 

tests do not depend on k, once k is large enough to define them. When k=4 only three 

components are defined and these three component tests are unchanged for k=8, 

assuming that the eight partitions are obtained by dividing each of the original four 

partitions into two, without moving the partition points.  

We define partition points implicitly, as the appropriate percentage points of 

the relevant cdf, F, the partition points being the corresponding x-coordinates. Denote 

the value of the cdf at the upper boundary of the jth partition as Fj.  The first and last 

partitions are open-ended, thus with F0 =0 and Fk =1 the partition probabilities satisfy, 

pj = Fj�Fj�1, j=1,…,k, and a partition configuration is reported as the set {F1,…,Fk�1}.  

The power of the individual component tests (and hence of X2) depends on the 

location of Fj. For example, for unimodal distributions, if two distributions differ only 

in their median then with k=8 classes, the power of the median component test is 

sensitive to F4, which corresponds to the sign change in the vector im. If the 

distributions differ in the scale parameter (inter-quartile range), the power of the scale 

component test depends upon F2 and F6, which correspond to the two sign changes in 

the vector isc. If the distributions differ in skewness, the power of the skewness 

component test is reliant on F2, F4 and F6, which correspond to the three sign changes 

in the vector isk. Finally, if the distributions differ in kurtosis, the power of the kurtosis 

component test is reliant on F1, F3, F5 and F7, which correspond to the four sign 
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changes in the vector ik. See Anderson (1994) for further discussion of these partition 

points. 

2.3. Kolmogorov-Smirnov test 

The other nonparametric test used in the study is the K-S statistic  

max , 1 ,i iD A Z i N� � � �  

where Z is the theoretical cdf under the null hypothesis, and A is the empirical cdf. 

 

3. Experiments used in the Monte Carlo study 

The Monte Carlo experiments in this paper are designed to determine the 

power of the X2 and its component tests to detect departures from the null distribution, 

N(0,1), with respect to variance, skewness or kurtosis. In this section we outline the 

nature of these alternative distributions. 

Experiment A: Non-unit variance 

2(0, )N � , with � varying from 0.1 to 2.0 through steps of 0.1.  

Experiment B: Skewed distributions 

B1: Ramberg distribution (see Ramberg et al., 1979), is a flexible form expressed in 

terms of its cumulative probabilities. The Ramberg quantile and density functions 

have the form: 

3 4
1 2( ) (1 ) /R p p p� �
� �� �� � � �� �  

3 41 1
2 3 4( ) [ ( )] (1 )f x f R p p p� �

� � �
� �� �� � � �� �  

with 0 1p� �  being the cumulative probability, ( )R p  the corresponding quantile, 

and [ ( )]f R p  the density corresponding to ( )R p . Of the four parameters, 1�  is the 

location parameter, 2�  the scale parameter, and 3�  and 4�  are shape parameters. For 

the present purpose we choose their values such that ( ) 0, ( ) 1E X V X� � , skewness 
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={0.00, 0.05, 0.10, �, 0.90} and kurtosis =3. The median is then non-zero and it is an 

increasing function of the skewness. In order to concentrate on the effect of skewness 

alone we shift the distribution by the empirically calculated median. This distribution 

has been used in a recent study by Noceti, Hodges and Smith (2003) who summarise 

the results from a Monte Carlo study of the relative power of some distributional tests. 

B2: Two-piece normal distribution (see Wallis, 1999), is used by the Bank of England 

and the Sveriges Riksbank in presenting their density forecasts of inflation. The 

probability density function is  

� �

� �

1 2 2
1 2 1

1 2 2
1 2 2

2 ( ) / 2) exp / 2

( )

2 ( ) / 2) exp / 2

x x

f x

x x

� � � � � �

� � � � � �

�

�

� � �� �� � � �� � � �	
	


 �
	

� �� �� � � �	� � � �


. 

The distribution is positively skewed if 2 2
2 1� �� , and is leptokurtic if 1 2� �� .  

As in the Ramberg distribution, the median is an increasing function of skewness and 

we again shift the distribution, to ensure a theoretical median of zero. In our 

simulations we consider combinations of 1 2( , )� �  that yield ( ) 1V X �  and skewness 

of {0.00, 0.05, 0.10, �, 0.90}. 

B3: Anderson’s skewed distribution (see Anderson, 1994) 

( /(1 )) 0
(1 ) otherwise
z d z

x
z d

� ��
� �

��
 

where ~ (0,1)z N . Since skewness�2�d we set d={0.00, 0.025, �, 0.45}. The mean, 

variance and kurtosis of this distribution are all increasing functions of d, although the 

median is zero. The transformation is discontinuous at zero, hence the probability 

density function has a central singularity, unlike the two-piece normal distribution. 
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C: Distributions with heavy tails.  

C1: Stable distribution (see Chambers et al. (1976) for the code). General stable 

distributions allow for varying degrees of tail heaviness and varying degrees of 

skewness. They can be represented with the general notation S(�,�,�,�), with four 

parameters: an index of stability (or characteristic exponent) 0<�≤2, which measures 

the height of (or total probability in) the extreme tail areas of the distribution, a 

skewness parameter -1≤�≤1, a scale parameter ��0 and a location parameter� �� . 

When �=2 and �=0 the distribution is Gaussian with variance 2; when �=1 and �=0 

the distribution is Cauchy; when �=0.5 and �=1, the distribution is Levy. When 

0<�<2 the extreme tails of the stable distribution are higher than those of a normal 

distribution, and the total probability in the extreme tails is larger the smaller the 

value of �.  In our simulations we use standardised symmetric stable distributions, by 

setting �=1, �=0 and �=0. One consequence of stable distributions is that, if �<2, 

moments of order � or higher do not exist. For �=2 we scale the distribution to have a 

unit variance. 

Stable distributions have been proposed as a model for many types of 

variables, especially in physics, finance and economics (see, for example, Uchaikin 

and Zolotarev, 1999).  In finance, for example, stock prices are often modelled as 

non-Gaussian stable distributions (see Mandelbrot, 1963, Fama, 1965, McCulloch, 

1994, and Rachev and Mittnik, 2000).  

C2: Anderson’s kurtotic distribution (see Anderson, 1994) 

� �| | (1 )qx z z t� �  

where (0,1)z N�  and t is a variance-shifting nuisance parameter. We take 

combinations of q and t that give ( ) 1V X � and kurtosis in the range 2.0 to 7.0. 
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The results of the Monte Carlo experiments reported in this paper are based on 

5000 replications for sample sizes N=25, 50, 75, 100, 150, 250, 350. All tests are 

undertaken at the 5% significance level. For equiprobable partitions we take 

k=2,4,�,40. For non-equiprobable partitions we take k = 4,8,16,32 and consider 

partitions which are symmetric around 0.5, such that for k=8, {F1, F2, F3, 0.5, 1-F3, 1-

F2, 1-F1}. 

 

4. The power of the tests 

4.1. Departure from unit variance 

We now analyse the power of the various tests for departures from the null 

hypothesis of N(0,1) due to a non-unit variance (experiment A).  

4.1.1. Equiprobable classes 

We first illustrate the relation between power and number of classes, in the 

equiprobable case for the X2 test. The results are reported in Figure 1a for a wide 

range of alternatives with excess variance (thicker tails), and in Figure 1b for 

alternatives with variance smaller than one (thinner tails), for N=150 and k ranging 

from 2 to 40. More extensive results for different sample sizes are summarised in 

Table 2 (first three columns).  

From Figures 1a and 1b it is evident that, for most alternatives, power is 

maximised for a value k in the interval four to ten. Values of k greater than 10 do not 

lead to further increases in power, rather, the performance of the test is more or less 

unchanged for thick-tailed alternatives, while there seems to be considerable loss in 

power for thinner-tailed alternatives for values of k greater than 10.  

Table 2 reports results for different sample sizes and indicates that the power 

is maximised for all sample sizes at k around 4 and 8 for alternatives with �<1, and at 
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k around 8 and 10 for alternatives with �>1. Moreover, the power of the X2 test to 

detect departures from a unit variance is slightly asymmetric around 1� � , showing 

more power to reject the null distribution for 1� �  compared with 1� � . In sum, for 

all alternatives and sample sizes considered in this section, the optimal value of k in 

the case of equiprobable classes appears to be much smaller than the values suggested 

by the Mann and Wald formula in Table 1.  

The last two columns of Table 2 report the power of the K-S test and the �� 

test for the variance of a population, (N-1)s2/σ2,�with N-1 degrees of freedom. 

Comparing the power of the X2 test with the K-S test shows a clear superiority of the 

X2 test in all cases; however, both tests have power inferior to that of the �� test. 

4.1.2. Non-equiprobable classes 

As discussed earlier the power of the scale component test (PCSc) (and hence 

the X2 test) depends upon F2 and F6. In experiment A we set the partitions such that 

{F1, F2, …,F7}= {F2/2, F2, (0.5+F2)/2, 0.5, 1-(0.5+F2)/2, 1- F2, 1- F2/2}, and take 

values of F2 in the range 0.15 to 0.3 through steps of 0.025. For k=8, Figures 2a and 

2b plot the power of the X2 and PCSc tests, respectively, against values of F2 for 

N=150 and k=8 for 1� � . 

Figure 2b shows that the power of the PCSc test unambiguously falls as F2 

increases for all �. By comparison, Figure 2a shows that the power of the X2 test falls 

as F2 increases only for ��1, and is largely insensitive to F2 for ��1. For example, for 

the X2 test when �=1.2, power increases to 55% for F2=0.15, compared with 39% for 

F2=0.25, whereas when �=0.8 power is roughly 60% irrespective of the value of F2. 

The explanation for the insensitivity of the X2 test to F2 for ��1 arises from looking at 

the performance of the other component tests for 1� � . We have found that both the 

median (PCM) and skewness (PCSk) component tests have power around nominal 
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size for all N and for all values of �, irrespective of F2 (these results are omitted from 

the figures). However, the kurtosis (PCK) component test has some power to detect 

�	1, and for �<1 this power increases as F2 increases, thereby offsetting the falling 

power of the PCSc test in the X2 test. For �>1 there is some increase in power for the 

PCK test as F2 increases, but this increase is small compared to that observed for �<1. 

As anticipated above, Figure 2b shows that for both �>1 and �<1 there are 

clear gains in power for the PCSc test when the test is computed using non-

equiprobable intervals. For example, for �=1.2, power increases to 67% for F2=0.15, 

compared with 46% for F2=0.25, and to 86% from 73% when �=0.8. 

Using F2=0.15, Table 2 (columns 4-6) reports the power of the X2 test for 

different sample sizes. We note that, for all sample sizes, the power of the X2 test 

using non-equiprobable partitions is significantly higher than for equiprobable 

partitions for ��1, while there is little difference for ��1. Also the results indicate that 

with non-equiprobable partitions the power of the X2 test is not very sensitive to 

increasing k from 4 to 8 or 16, providing there are sufficient observations to avoid 

sparsity in some partitions.  

Finally, in Figure 3 we summarise the power results of the X2 test obtained for 

1� �  and N=150, using k=10 equiprobable intervals, and k=8 non-equiprobable 

intervals (with F2=0.15). We also report the power of the PCSc component test with 

non-equiprobable partitions (F2=0.15), the K-S test and the simple test for the 

population variance ( )1(2
�N� ). As we can see, the best performance is given by the 

latter (chi-sq in the figure). The power of the X2 with non-equiprobable partitions is 

very similar to that of the PCSc test and both tests have higher power than the K-S 

test. 
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The results discussed above, complement various suggestions from previous 

findings, summarised in Koehler and Gan (1990), that the best choice of k may 

depend on the alternative under consideration, as well as the sample size N, and 

provide a further contrast to the results of Mann and Wald (1942). Moreover, our 

results clearly show that unbalanced partitions with some small partitions in the tails 

lead to important gains in power when the alternative has heavy tails (�>1). These 

findings are consistent with the suggestion in Kallenberg et al. (1985). 

4.2. Departures due to Skewness 

4.2.1. Equiprobable classes 

We now look at departures from the null hypothesis of normality due to  

skewness. The relation between power and number of classes in the equiprobable case 

is illustrated in Figures 4 to 6. Figure 4 reports the results for the Ramberg distribution 

(B1), with skewness ranging between 0.2 to 0.8, for N=150 and k ranging from 2 to 

40. 

First of all, as expected, we observe noticeable gains in the power of the X2 

test for increasing degrees of skewness. Moreover, the power of the test is remarkably 

sensitive to the choice of k. In particular, there are significant gains in power when the 

number of classes increases from k=4 to k = 8, 10 and 12, with power increasing at a 

faster rate the higher the degree of skewness. For example, from Figure 4 we observe 

that, for N=150, power increases from approximately 14% (k=4) to 58% (k=10) when 

skewness is 0.4, and from 28% (k=4) to 91% (k=6) and to 100% (k=8) when skewness 

is 0.8.  

Results for different sample sizes, reported in Table 3, are qualitatively similar 

to those discussed above. The results show that power of the X2 test is not very 

sensitive to changes in k in the range between 24-40. Again the optimal values of k 
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suggested by our experiments under skewed alternatives are significantly smaller than 

the values suggested by Mann and Wald. 

Qualitatively similar results are obtained for the two-piece normal distribution 

(B2), see Figure 5, which reports the power of the X2 test for skewness=0.5 and 

different sample sizes. Figure 6 reports the power of the X2 test for Anderson’s 

skewed distribution (B3), for N=150 and different degrees of skewness, we observe a 

less prominent impact on power by increasing k from 4 to 8 or 10.  

4.2.2. Non-equiprobable classes 

As discussed earlier for k=8, the power of the skewness component test 

(PCSk) depends upon the three points, F2, F4 and F6. Given our symmetry assumption 

on the partitions, we have {F1, F2,…,F7}= {F2/2, F2, (0.5+F2)/2, 0.5, 1-(0.5+F2)/2, 1- 

F2, 1-F2/2}, and conduct experiments for values of F2 in the range 0.15 to 0.3 in steps 

of 0.025. In Figures 7a and 7b we plot the power of the X2 and PCSk tests, 

respectively, against values of F2 for N=150 and k=8, for B1 (Ramberg) with 

skewness ranging from 0.2 to 0.8.  

From Figures 7a and 7b it can be seen that the power of both the X2 and the 

PCSk increases as F2 becomes smaller. At F2=0.15 (N=150 and skewness=0.6) the 

power for PCSk (X2) is 56% (67%) compared to 25% (51%) when using F2=0.25. In 

general, the use of F2=0.15 (instead of F2=0.25) nearly doubles the power of the PCSk 

test. 

The results for B2 (two-piece normal) and B3 (Anderson’s skewed distribution) 

are qualitatively similar to those reported in Figures 7a and 7b, although for B3 the 

gains to using non-equiprobable partitions are smaller than observed for B1 and B2. 

For all experiments we find that the PCM, PCSc and PCK component tests exhibit 
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power approximately equal to nominal size for all values of skewness, N and F2 

considered. 

Figures 8a and 8b plots the power of the X2 test for B1 and B3 with N=150, for 

k=8 equiprobable partitions, k=8 non-equiprobable partitions (F2=0.15), and the PCSk 

test using non-equiprobable partitions (F2=0.15). In the same figures we also report 

the results from the K-S and J-B tests. Results for different sample sizes are 

summarised in Table 3 for B1 and B2.  

First of all, from Figures 8a and 8b and Table 3, we observe for all tests a 

significant increase in power for increasing degrees of skewness. Figure 8a and Table 

3 show that, overall, the performance of the X2 test is maximised with the use of k=8 

non-equiprobable partitions. These results apply to all sample sizes, as shown in Table 

3, and both alternatives B1 and B2. Figure 8a and Table 3 also report the performance 

of the K-S and J-B tests. The results indicate that the best performance for B1 and B2 

is achieved by the J-B test and the worse performance by the K-S test. For example, 

for alternative B1, and skewness 0.6 (N=150), the power of the J-B test is about 80%, 

while it is only 25% for the K-S test.  It is also clear that, with k=8 non-equiprobable 

partitions, the power of the X2 test is only marginally below that exhibited by the J-B 

test (the largest differential between the power of the two tests is 13% for skewness of 

0.6).   

A different ranking of the tests is obtained from the experiments conducted 

under B3. Figure 8b shows that, in this case, the X2 test clearly dominates the J-B test. 

Finally, we notice that, differently from the results discussed above, with non-

equiprobable partitions doubling k from 4 to 8 has no effect on power. 
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4.3. Departures due to kurtosis 

4.3.1. Equiprobable classes 

The relation between power and number of classes in the presence of kurtosis 

when the test is computed using equiprobable partitions is illustrated in Figures 9 and 

10 for C1 (Stable distribution) and C2 (Anderson’s kurtotic distribution), respectively, 

for k varying from 2 to 40 and N=150. As we can see from Figure 9, the power of the 

X2 test to detect departures from N(0,1) is very high, approaching 100% when the 

stability parameter 
�describing the alternative distribution is less than 2. Similar 

findings are obtained in the simulations with the Anderson’s distribution, reported in 

Figure 10 where we can see that the power of the X2 test approaches 100% for 

kurtosis of about 6. Moreover, for both alternatives, we notice an improvement in the 

power of the test moving from 4 to 8 (or 10) partitions, after which the test does not 

seem to be sensitive to further increases in k. 

4.3.2. Non-equiprobable classes 

As discussed earlier, for k=8 the power of the kurtosis component test (PCK) 

depends upon the four points, F1, F3, F5 and F7. Given our symmetry assumption the 

partitions are {F1, F2, …,F7}= {F1, (F1+F3)/2, F3, 0.5, 1-F3, 1-(F1+F3)/2, 1- F1}, and 

we set values of F1, and F3 in the range 0.05 to 0.2 and 0.25 to 0.45, respectively. In 

Figures 11a and 11b we plot the power of the X2 and PCK tests, respectively, against 

values of F1 and F3 for N=150 and k=8 classes, for C1 with 95.1�� .  

Figure 11a shows that the power of the X2 test is maximised at F1=0.05 and 

F3=0.45, whereas the power for the PCK component test (Figure 11b) is maximised at 

F1=0.1 and F3=0.45. The difference between the two tests are accounted for by the 

fact that the PCSc component test has considerable power (as the variance is infinite) 

and this is maximised at F1=0.025 and F3=0.3. Both the PCM and PCSk component 
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tests have power equal to nominal size for almost all values of kurtosis (results 

omitted from the figures). 

In the simulations with C2 (Anderson’s kurtotic distribution) we have found 

that the power of both the X2 test and the PCK component test was maximised at 

F1=0.05 and F3=0.45. In this case while the PCSc test has shown some power (the 

sample variance for this experiment was approximately unity), it was markedly 

smaller than the power of the PCK component test. 

Figures 12 and 13 explore further the performance of the X2 test under 

alternatives C1 and C2, respectively, when the test is computed using non-

equiprobable partitions. The figures also report the performance of the J-B and K-S 

statistics. Figure 12 shows that the X2 and PCK tests dominate the other tests in terms 

of power. In particular, we can see that the maximum power exhibited by the K-S test 

is 60%, while the power of the J-B test ranges between 20% and 50% for the stability 

parameter 
 between 2 and 1.85, and becomes comparable to that of the X2 test for 

smaller values of �. Also Figure 12 illustrates some gains in power for the X2 and 

PCK tests by using non-equiprobable partitions. The power of the X2 test is, in fact, 

between 80% and 90% with 8 and 16 equiprobable partitions, and between 90% and 

100% with non-equiprobable partitions. The partitions were formed by setting 

F1=0.05 and F3=0.45, with k=8.  

In Figure 13 we report the results for C2, for X2 computed with k=10 

equiprobable partitions and k=8 non-equiprobable partitions (F1=0.05 and F3=0.45), 

and for the PCK test (F1=0.05 and F3=0.45). It is clear that greater gains are achieved 

by the X2 test for this distribution (compared to C1) with the use of non-equiprobable 

partitions relative to equiprobable partitions. For example, for kurtosis of 4.4, k=10 

equiprobable partitions deliver power of just above 50%, while power can reach 
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values above 90% with the use of k=8 non-equiprobable partitions. Table 4 presents 

results for different sample sizes. Comparing the performance of the X2 test with that 

of the K-S and J-B tests, we can see that the X2 test is superior to the K-S statistic for 

all values of k, and it is also superior to the J-B test for kurtosis higher than 3.6. 

4. Conclusions  

In this paper we have summarised the results of a Monte Carlo study of the 

power of the X2 test, considering small and moderate sample sizes, various values of 

k, and both equiprobable and non-equiprobable partitions. We have made suggestions 

for values of k to use in testing for normality against special alternatives of interest, in 

the case of equiprobable intervals, and show that there can be significant gains in 

power from the use of non-equiprobable intervals.   

The simulations have been designed to detect departures from a standard 

normal distribution, in the presence of changes in variance, skewness and kurtosis. 

The relative performance of the X2 test has been compared against that of the K-S 

statistic, a simple test about the variance of a population, and the J-B test.  

In synthesis, two main results seem to apply in general to small and moderate 

sample sizes, and stand against common practical recommendations. First, our 

simulations indicate that the ‘optimal’ number of cells is smaller than that 

recommended in previous studies, most of which are based on asymptotic results.  

Second, the use of non-equiprobable partitions can increase the power of the 

X2 test significantly, for departures from the N(0,1) null due to shifts in variance, 

skewness and kurtosis. Specific choices of non-equiprobable partitions have shown to 

improve the performance of the X2 test over the K-S test, and to reduce substantially 

its disadvantage with respect to the moment-based tests considered in this paper. 
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Table 2: Power of the X2 test of N(0,1) vs N(0,d) 
Alternative A 

              Equiprobable splits        Non-equiprobable splits     
�� k=4 k=8 k=16 k=4 k=8 k=16 ch-sq. K-S 

N=25             
0.6 47.8 40.8 27.7 44.6 26.7 13.2 96.9 12.0 
0.7 23.2 22.4 15.5 20.3 13.0 8.1 75.1 9.3 
0.8 9.1 9.6 8.9 9.0 6.7 4.8 39.9 5.5 
0.9 5.3 6.7 7.0 4.8 6.1 4.3 15.5 6.3 
1.1 4.6 5.9 6.0 7.8 9.8 9.2 18.2 6.0 
1.2 8.2 10.7 8.5 13.8 14.6 14.8 39.0 8.1 
1.3 9.5 13.1 13.1 20.7 24.2 24.2 60.6 10.8 
1.4 15.4 21.0 21.9 32.1 36.9 36.2 77.4 15.4 
1.5 18.8 31.4 33.5 43.4 47.6 50.0 88.1 20.7 

N=50              
0.6 85.6 85.3 67.1 91.0 79.6 53.2 100.0 42.9 
0.7 50.6 48.6 31.4 55.9 39.1 21.4 97.0 16.4 
0.8 19.5 19.3 13.8 21.1 15.4 8.4 67.8 8.2 
0.9 7.3 8.0 6.3 8.5 6.8 5.0 24.6 4.4 
1.1 7.5 6.7 6.0 11.2 10.6 10.8 26.3 5.5 
1.2 13.6 14.9 13.5 19.8 21.9 21.0 59.3 11.8 
1.3 19.2 24.1 24.0 34.5 38.0 37.2 83.9 16.0 
1.4 31.0 41.7 45.2 51.6 59.6 59.1 95.1 24.6 
1.5 39.2 59.4 64.1 69.5 78.6 79.7 98.8 36.0 

N=100              
0.6 99.6 99.7 98.9 100.0 99.8 98.6 100.0 90.2 
0.7 82.0 87.1 76.2 91.3 87.4 66.9 100.0 46.5 
0.8 38.0 40.4 30.5 47.4 37.5 23.6 92.9 14.9 
0.9 10.6 10.0 10.3 11.3 10.1 7.2 40.8 6.7 
1.1 9.3 11.8 9.1 15.4 13.6 15.5 40.2 9.3 
1.2 21.6 29.0 27.6 37.3 38.9 36.4 83.0 15.5 
1.3 39.2 51.7 53.2 61.8 67.6 66.2 97.7 29.1 
1.4 58.2 74.8 80.8 81.6 88.6 88.6 99.8 48.2 
1.5 74.8 90.4 93.8 95.3 97.9 98.2 100.0 70.3 

N=150              
0.6 100.0 100.0 100.0 100.0 100.0 100.0 100.0 99.5 
0.7 94.5 97.8 96.3 99.0 98.6 94.3 100.0 74.3 
0.8 54.5 58.9 48.2 66.9 62.3 41.5 98.7 22.4 
0.9 12.2 12.0 9.0 16.5 11.3 9.1 54.6 7.3 
1.1 11.8 15.0 11.1 20.3 18.8 16.9 51.9 9.2 
1.2 27.7 38.7 40.5 49.2 54.5 52.5 93.4 19.9 
1.3 56.2 72.3 75.7 80.4 85.7 85.4 99.7 42.0 
1.4 75.5 91.9 94.1 94.4 97.0 97.6 100.0 70.1 
1.5 91.4 98.2 99.6 99.0 100.0 100.0 100.0 89.4 

N=250              
0.6 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 
0.7 99.3 100.0 100.0 100.0 100.0 100.0 100.0 97.2 
0.8 77.8 85.5 79.0 90.8 89.7 76.8 100.0 47.8 
0.9 20.0 21.5 17.5 27.1 22.5 15.5 74.8 9.6 
1.1 18.6 18.9 17.7 24.9 27.0 24.5 69.7 11.8 
1.2 46.3 61.6 63.1 71.1 75.1 73.9 99.1 33.9 
1.3 79.6 94.1 95.6 95.6 97.7 97.7 100.0 67.8 
1.4 94.1 99.1 99.5 99.5 99.7 99.9 100.0 94.1 
1.5 99.8 99.9 100.0 99.9 100.0 100.0 100.0 99.6 
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Table 3: Power of the X2 test against skewness 
Alternative B1:  Ramberg distribution 

          Equiprobable splits     Non-equiprobable splits     
skew k=4 k=8 k=16 k=4 k=8 k=16 K-S J-B 

N=50           
0.5 6.1 11.1 11.9 12.5 14.6 13.4 9.8 10.9 
0.6 7.1 14.5 15.6 16.6 20.4 16.6 11.9 15.9 
0.7 11.1 26.0 23.2 27.5 29.8 26.8 15.8 28.0 
0.8 11.9 64.1 50.1 52.4 55.1 49.6 20.8 33.9 

N=100            
0.5 8.9 21.0 21.6 23.0 27.6 25.0 14.7 30.8 
0.6 10.1 33.2 33.4 32.9 45.1 38.1 18.8 48.2 
0.7 16.9 59.8 58.4 57.9 72.7 62.4 25.7 75.1 
0.8 19.8 97.9 90.6 89.7 94.4 91.3 35.1 91.8 

N=150            
0.5 11.5 30.4 33.8 34.2 45.4 37.5 19.6 55.3 
0.6 13.8 51.1 53.0 49.5 66.7 59.3 24.7 80.6 
0.7 22.1 82.6 83.9 79.5 94.6 86.8 35.0 96.8 
0.8 28.2 100.0 99.6 97.4 99.9 99.9 48.3 99.8 

N=250            
0.5 18.0 50.2 58.6 54.9 72.9 63.1 27.5 86.3 
0.6 24.3 80.2 85.3 76.2 92.9 88.4 41.0 98.9 
0.7 35.2 98.0 99.2 96.3 100.0 99.8 54.1 100.0 
0.8 45.6 100.0 100.0 100.0 100.0 100.0 78.0 100.0 

 
 

Alternative B2:  Two-piece normal 
          Equiprobable splits      Non-equiprobable splits     

skew k=4 k=8 k=16 k=4 k=8 k=16 K-S J-B 
N=50            

0.5 7.2 8.0 9.0 9.0 8.3 9.8 7.6 14.1 
0.6 9.3 14.3 14.0 15.1 17.7 15.4 12.3 20.5 
0.7 7.1 18.2 16.0 18.6 20.4 17.1 11.2 25.1 
0.8 9.5 25.6 22.4 26.4 31.1 26.4 13.8 34.8 

N=100             
0.5 8.7 14.7 16.5 18.2 19.4 17.9 13.3 32.8 
0.6 9.1 24.5 25.2 24.9 29.6 25.6 14.8 44.4 
0.7 10.7 37.1 34.7 39.1 45.6 38.5 19.4 65.8 
0.8 13.5 57.5 54.6 54.4 66.3 56.5 22.5 77.9 

N=150             
0.5 10.6 22.1 24.6 25.6 29.2 26.0 18.1 53.1 
0.6 12.5 40.3 38.9 38.9 48.1 39.6 19.6 68.3 
0.7 13.2 54.8 55.1 54.8 70.5 60.5 26.1 89.8 
0.8 18.7 79.5 78.4 74.4 89.2 81.4 34.6 95.8 

N=250             
0.5 14.8 38.0 42.3 42.0 54.6 46.6 24.2 80.6 
0.6 19.5 62.3 67.0 61.4 79.7 70.2 32.1 94.0 
0.7 22.1 82.6 85.8 80.7 94.7 90.6 38.9 99.3 
0.8 27.4 97.7 98.9 95.2 99.8 99.0 51.6 100.0 
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Table 4: Power of the X2 test against kurtosis 
Alternative C2: Anderson's kurtotic distribution 

       Equiprobable splits   Non-equiprobable splits     
kurtosis k=8 k=16 k=32 k=8 k=16 k=32 K-S J-B 

N=25            
2.0 12.4 11.2 12.5 3.3 3.7 1.6 13.8 0.1 
2.8 4.8 5.5 5.9 4.7 4.6 6.8 6.0 1.1 
3.2 5.4 4.5 6.8 8.6 12.3 14.8 4.3 4.1 
4.0 8.2 7.4 8.3 25.4 29.0 37.4 8.0 11.3 
4.8 15.5 14.1 13.2 47.8 52.1 60.7 10.6 18.7 
5.6 20.1 20.8 19.6 64.3 71.9 78.5 11.5 26.3 
6.4 29.0 30.4 29.0 72.5 77.6 84.9 14.2 33.8 
7.2 30.1 32.9 33.2 80.3 85.4 91.2 16.6 38.7 

N=50             
2.0 23.8 21.2 14.7 9.4 9.7 3.1 19.9 0.0 
2.8 6.7 5.8 4.3 4.1 4.0 4.4 6.8 1.9 
3.2 5.5 4.8 3.6 8.3 10.2 13.8 4.8 5.8 
4.0 11.4 11.0 10.0 35.3 40.9 45.0 9.1 21.8 
4.8 24.1 23.8 20.0 66.7 72.7 78.7 14.5 37.0 
5.6 38.4 39.5 34.5 84.8 90.0 92.4 21.2 49.2 
6.4 52.6 55.5 49.7 92.6 95.0 96.5 30.8 62.5 
7.2 60.1 63.5 59.4 96.1 98.1 98.8 35.1 67.1 

N=100             
2.0 47.2 46.7 37.9 39.3 37.7 15.9 28.9 14.6 
2.8 6.2 5.4 5.8 4.1 4.2 3.2 6.3 1.8 
3.2 5.4 5.2 5.0 7.8 9.5 13.1 4.7 8.4 
4.0 20.9 20.5 18.7 55.1 60.9 64.6 13.7 33.8 
4.8 48.9 47.0 44.3 90.0 93.5 93.9 26.2 61.8 
5.6 70.9 72.2 69.1 98.9 98.8 99.2 44.4 78.8 
6.4 86.3 86.4 83.9 99.7 100.0 99.9 61.7 88.9 
7.2 92.6 95.0 93.2 100.0 100.0 100.0 71.8 93.1 

N=150             
2.0 69.7 71.9 60.4 74.9 70.9 42.3 40.7 59.3 
2.8 6.2 7.0 6.3 3.7 4.6 3.7 5.0 2.2 
3.2 5.6 4.9 5.4 9.7 11.0 13.3 5.5 8.8 
4.0 30.9 29.9 26.9 68.4 73.9 75.5 16.7 45.0 
4.8 67.8 70.5 62.9 97.9 98.9 98.7 40.5 79.0 
5.6 88.3 91.4 88.3 99.7 99.9 100.0 67.3 89.5 
6.4 97.1 98.1 96.8 100.0 100.0 100.0 82.6 97.3 
7.2 98.7 98.8 99.3 100.0 100.0 100.0 91.5 98.8 

 
Alternative C1: Stable distribution 

       Equiprobable splits   Non-equiprobable splits     
N k=8 k=16 k=32 k=8 k=16 k=32 K-S J-B 

�=1.975�            
25 21.6 25.7 25.7 41.3 45.2 47.0 14.9 5.4 
50 43.9 48.4 46.0 70.2 69.9 68.3 25.8 9.2 
75 63.5 70.4 68.9 86.4 86.9 85.0 37.0 12.9 

100 79.0 84.5 82.1 93.9 93.5 93.2 50.9 16.5 
150 93.1 95.7 94.8 99.4 99.3 99.2 74.8 19.7 
250 99.9 99.7 100.0 100.0 100.0 100.0 96.5 29.6 
350 100.0 100.0 100.0 100.0 100.0 100.0 99.1 34.3 
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Figure 1a: Power of X2 test against variance departure, N =150, �>1 (equiprobable)
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Figure 1b: Power of X 2 test against variance departure, N =150, �<1 (equiprobable)

0

10

20

30

40

50

60

70

80

90

100

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
k

%

d=0.9
d=0.8
d=0.7
d=0.6



 26

 

 

Figure 2a: Power of X 2 test against variance departure, N =150 (non-equiprobable)
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Figure 2b: Power of the PCSc test against variance departure, N =150 (non-equiprobable)
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Figure 4:  Power of the X 2 test against skewness (B 1: Ramberg distribution) N =150 (equiprobable)
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Figure 3: Power of the X 2 test against variance departure, N =150
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Figure 5: Power of the X 2 test against skewness (B2: two-piece). Skew=0.5, (equiprobable)
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Figure 6:  Power of the X 2 test against skewness (B 3: Anderson) N =150 (equiprobable)
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Figure 7a: Power of the X 2 test against skewness (B1: Ramberg), N=150 (non-equiprobable)

0

10

20

30

40

50

60

70

80

90

100

0.15 0.175 0.2 0.225 0.25 0.275 0.3
F 2

%

skew=0.2
skew=0.4
skew=0.6
skew=0.8

Figure 7b: Power of the PCSk test against skewness (B 1: Ramberg), N =150 (non-equiprobable)
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Figure 8a: Power against skewness (B 1: Ramberg), N=150
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Figure 8b: Power against skewness (B 3: Anderson), N=150
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Figure 9: Power of the X 2 test agasinst kurtosis (C 1: Stable distribution), N=150
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Figure 10: Power of the X 2 test against kurtosis (C 2: Anderson), N=150 (equiprobable)
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Figure 11a: Power of the X 2 test against kurtosis (C 1: Stable, ��1.975), N=100
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Figure 11b: Power of the PCK component test against kurtosis (C 1: Stable, �=1.975), N=100
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Figure 12: Power against kurtosis (C 1: Stable), N=100
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Figure 13: Power against kurtosis (C 2: Anderson) N=150
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