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Important progress in research and application of Adaptive Control 
Systems has been achieved in the last ten.years. 
are currently used in applications will be reviewed. Theoretical aspects 
currently under iavestigation and which are related to the application of 
adaptive control techniques in various fields will be briefly discussed. 
Applications in various areas will be briefly reviewed. 
techniques for vibrations monitoring and active vibration control will 
be em:hasized. 

The techniques which 

The use of adaptive 

I. ZNTBODUCTION 

The use of adaptive control techniques is motivated by the need of 
automatically adjusting the parameters of the controller when plant para- 
meters and disturbances are unlrnavn or change with the, in order to achieve 
(or to maintain) a certain index of performance for the controlled system. 
While cdis problem can be reformulated as a nonlinear stochastic control 
problem (the unknown parameters are considered as auxiliary states) the 
resulting solutions are extremely coqlicated. Therefore, in order to obtain 
something useful, it .La necessary to Pake'approxiratioae. Adaptive control 
techniques can be viewed as approxlmatlons for nonlinear Stochastic .control 
problems. 
Regulators (STR) can be considered as two approximations among other possible 
approxhtlans. 
been fctr~nsively studied and they are well understood. 
have bt.n proven to be usable in practice and aa Important number of bucce8s- 
ful Lpplications have been reported. Hovcver, some important theoretical 
r tblems still need further investigation and w r e  experience utiliting 
these techniques in practice should be gained. 

Model Reference Adaptive Controllers (MMC) and Self-Tuning 

These two approaches to adaptive cotrroi probleur have 
Theee approaches 

As mentioned earlier the naAC and STR approachee can be considered 
as possible approximations for the solutions of some nonlinear stochastic 
control problems. However, when maklng approximations, some hypothesi8 
should ',e coaeidered which can justify these approxlmations. The basic 
hypc%hesis for MRAC and S?R I s  of an algebraic nature: for any possible 
vcr'kues of the plant (and disturbance) parameters, there exists a linear 

has the pre-specified characteristics. 
.ontroller with a fired complexity such that the plant plus the Controller 

The adaptive control loop 
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w i l l  only search f o r  the  values of the  tuned parameters of a cont ro l le r  
whose s t ruc tu re  has been f ixed using a standard control  design technique. 

The HRAC and S'J'R techniques have been i n i t i a l l y  developed independently. 
Subsequently, connections between these two techniques have been invesgigated 
and emphasized. 
(1983). For ce r t a in  c lasses  of probleme these two approaches are equivalent. 
It is Important t o  note tha t  the  development of these two adaptive control  
t e c a i q u e s  is la rge ly  based on the  deep understanding of ce r t a in  types of 
l i nea r  a lgebraic  control  design techniques and of an appropriate interpre- 
t a t ion  of the  cont ro l le r  design s t ra tegy.  

See Egardt (19801, Landau (1981), Landau (1982), Astrom 

A br ie f  review of the  underlying concepts and configurations used f o r  
HRAC and STR is given i n  Section 11. The l inear  tracking and regulat ion 
problem is reviewed la Section XI1 and t h i s  allows the  de f in i t i on  of the  
s t ruc tu re  of the  control ler .  The s t ruc tures  of various adaptive control  
schemes are presented i n  Section IV. 
are discussed in Section V. 
research trends R r e  indicated in Section VII. 

The parameter adaptation algorithms 
Applications..are l i s t e d  in Section V I .  Current 

11. MIDEL REFERENCE ADAPTIVE CONTBOUERS AND SELF-TUNING REGULATORS 
- BASIC PRINCIPLES. 
Figure 2.1 I l l u s t r a t e s  the  basic  philosophy f o r  designing a l i n e a r  

control ler .  
istics of a dynamic system which is a "realization" of the  desired input- 
output behavior of the  closed loop control  system. 
designed such that the closed loop control  system is characterized by the  
same parameters as those of the  "desired" dynamle system. 

The desired performance is specified i n  terms of the  character- 

The cont ro l le r  is 

Since desired performance correspon6s in f a c t  t o  the  output of the  
"desired" dynamic system which is pre-specif ied , the  design problem can 
be recast as in Fig. 2.2. 
such tha t  the e r ro r  between the  output of the  p lan t  and the  output of the  
reference model (the dynamic system which has the  desired charac te r i s t ics )  
i e  ident ica l ly  nu l l  f o r  i den t i ca l  i n i t i a l  conditione and such that an 
eventual i n i t i a l  e r ror  w i l l  vanish with a certain dynamics. 

The object ive is now t o  design a cont ro l le r  

These two In te rpre ta t loas  of the  l i nea r  control design i n  the case 

Figure 2.3 is aa extension of the  
The difference 

of a plant  with unknown or varying parameters lead t o  two adaptive control 
schemes, shown i n  Pigs. 2.3 and 2.4. 
scheme given i n  Pig. 2.2 and is cul led (expl ic i t )  W C .  
between the  output of the plant and the  output of the  reference model is 
a measure of the  difference between the  r e a l  performance and the  desired 
one. 
adaptation algorithm) t o  d i r ec t ly  adjust  the  parameters of the  controller. 
This is  a "direct" adaptive control scheme. 

This information is used through an "adaptation:rnechaniem" (parameter 

Figure 2.3 is an extension of the  scheme considered in Fig. 2.1 i n  
the sense tha t  a su i tab le  cont ro l le r  can be designed i f  a plant  model 
is estimated on-line based on the  current input-output data  available.  
This scheme is cal led STR and i t  is inspired by the  separation theorem 
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A. Minimum Phase Plants  

Consider the S.I.S.O. d i sc re t e  linear time invariant  plant  described 
by : 

a) determinis t ic  environment: 

b) s tochas t ic  environment: 

A(q-l)y(k+d) = B(q-l)u(k) + C(q")u(k+d) 

where: 

-n A(s') = 1 + a 1 q-l + ... + anq . .  

B(q-l) = bo+b1q-' + . . . + bmq-m bo # 0 

-1 -1 -n C(q 1- = 1 + clq + ... + c*q 

CR(q-') y(k+l) = 0 

where : 

(3.3) 

(3.4) 

is an asymptotically s t ab le  polynomial. 

In  order t o  design the cont ro l le r r  w e  w i l l  consider two s t r a t eg ie s ,  
one using an exp l i c i t  reference model as par t  of the  control  system and 
the other using a 1-seep ahead predictor of the  plant  output which together 
with the  control ler  w i l l  form an impl ic i t  reference model. 

Strategy 1: Explici t  Reference Model 

One considers an e x p l i c i t  reference model given by: 

M where y (k) is the  output of the  explicit  reference model. 
objective is: 

The design 
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is the  plant  model error. 
regulation object ive specif ied by Eq. (3.4) ( for  uM(k) f 0 ,  E(k) - y(k)). 
Equation (3.1) with d = 1 can be rewri t ten as: 

It is obvious that Eq. (3.7) Includes the  

where 

* -1 -1 
B (9 1 B(q 1 - bo 

and Eq. (3.7) becomes: 

(3.11) 

* '-1 
CR(q-')e(k+l) = R(q")y(k) + bou(k) + B (q )u(k) - %(q-')y,(k+l) = 0 (3.12) 

which y ie lds  the  desired control  

Introducing the notation: 

T O,(k) = [u(k-1) . . . u(k-m), y(k) . . . y(k-n+l)l 

eo = [bl ... bm , rl ... T 

Equation (3.15) can be writ ten: 

or  in an equivalent form: 

-1 M 
CR(q )y  (k+U = e T 4 W  

where : 

eT - [b  eT] 0 0  

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

The resu l t ing  control scheme is given i n  Fig. 3.1. 
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Strategy 2: Implici t  Reference Model. 

This s t ra tegy  is d i r ec t ly  inspired by the  separation theorem: one 
f i r s t  designs an appropriate predictor  f o r  the  plant  output,  and then a 
control  w i l l  be computed such that the  output of the  predictor  behaves as 
the  desired output i n  tracking. 

F i r s t  s tep:  
the  1-s tep  ahead predict ion e r ro r  E(k+l) is defined by: 

(predictor design). F e  predictor w i l l  be designed such tha t  

;(k+l) y(k+l) - $(k+l) (3.20) 

where $(k+l) is the  predictor output and w i l l  vanish according to:  

C,(q-') E(kt1) - 0 ; k - > 0 (3.21) 

Using Eq. (3.91, one obtains from Eq. (3.21) t ha t  the  1-s tep ahead predictor 
is characterized by: 

(3.22) -1 A * -1 T cR(q )y(k+l) - bou(k) + R(q-l)y(k) + b (q )u(k) - 6 O W  

* -1 where R(q"). B (q 
and (3.19) respectively.  

), 8, O(k) a re  given by Eqs. (3.101, (3.11), (3.181, 

Seconi step: 
tha t  y(k+l) - p ( k + l ) ;  where F ( k + l )  is the  desired output given by Ey. (3.6). 
One f i na l ly  obtains: 

(computation of the  control) .  The control is  computed such 

and the control is given by Eq. (3.17) as expected. 

Because of the  output of the predictor is equal t o  the output of the  
exp l i c i t  reference model, the predictor plus  the  control w i l l  form an 
"implicit  reference model." 

B. Tracking and Regulation i n  Stochastic Environment 

We w i l l  examine f i r s t  the behavior of the  cont ro l le r  designed in the  
previous sect ion when the  plant  is subject t o  a s tochast ic  disturbance of 
the  type contddered i n  Eq. (3.2). For d - 1 Eq. (3,2).becomes: 

A(q") y(k+l) - B(q-l) u(k) + C(q'l) w(k+l) (3.24) 

Using the  control given i n  Eq. (3.13) one obtains: 

CR(q-l)  y(k+l) - CR(q-') yM(k+l) + C(q-') w(k+l) (3.25) 
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Neglecting the effect of the deterministic disturbance (which vanisher 
with the dynamics defined by CR(q-1)) one can re-write Eq. (3,251 as: 

y(k+l) I yM(k+l) + cO w(k+l) 
c,(q-l) 

(3.26) 

Equation (3.26) shows the presence of two reference models: a 
deterministic one for tracking by D(q-l) whose input is the reference 

signal u (k) and a stochastic one for regulation defined by 

input is the white noise sequence o(k+l). 

CT(q-l) 
M 

In general the objective of the design in a stochastic environment is 
to obtain a minimrim variance tracking and regulation, 1.e.: 

From Eq. (3.26) it results straightforwardly that the Objective of 
Eq. (3.27) le achieved If one chooses: 

which leads to: 

For the case d > 1, the control can no longer be computed directly 
using the strategies given above since thio will lead to a non-caural 
controller (future values of the output and input are involved for the 
computation of the control at the instant k). 
by using a polynomial identify which allows us always to express the output 
y(k+d) in terms only of y(k); y(k-1) ... and u(k), u(k-1) ... 

This problem can be avoided 

. .  
Consider the following polynomial identity: 

C,(q-') - A(q-') S(q-') + q'dR(q'l) (3 .30 )  

-1 which has a unique solu' 'on for the polynomials S(q-') and R(q 
deg S(q'l) - d-1 where ) for 

108 



-1 -d+l S(q-3  = 1 + S1q ... sd,lq 

R(q-') = r1+r2q -1 ... rnq -u+l 

Using the ident i ty  of Eq. (3.30) i n  Eq. (3.9) f o r  d > 1 one obtains: 

Equation (3.7) fo r  d > 1 becomes: 

which yields  the  desired control  

(3.31) 

(3.32) 

(3.33) 

(3.34) 

(3.35) 

(3.36; 

The control has he same str c ture  as f o r  the  case d = 1 except that the  
polynomials R(q- E ) and B (q -Y ) are d i f fe ren t ,  as w e l l  as 8, and Oo(k): 

Note tha t  the s t ra tegy presented above achieves a poles- 
zeros placement. 

C. Non-minimum Phase Plants  
-1 In t h i s  case one can no longer aa8uriG tha t  B ( t  ) is asymptotically 

The basic control s t ra tegy (algebraic approach) is  
stable and therefore the zero8 of the  plant t ransfer  function can no 
longer be cancelled. 
the poles placement technique without zeros cancell lag.  
fo r  the  design of the cont ro l le r  is the  Bezout ident i ty:  

The balric r e l a t ion  
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and the  con t ro l l e r  has t h e  s t ruc tu re :  

1 if B(1) = 0 

B ( 1 )  elsewhere 

For a survey of t he  cont ro l  s t ra teg,?s  f o r  non-minimum phase p l an t s ,  see 
Landau, M'Saad, Ortega ( l r q 3 ) .  

IV. STRUCTURES OF ADAPTIVE CONTROL CYSTEMS 

I n  adapt ive con t ro l  scheues t h e  f ixed  con t ro l l e r  designed €or the  case 
of knobrr parameters is replaced by an ad jus tab le  con t ro l l e r  having the  same 

parameter vector  which f o r  t h e  case of t h e d e s i g n  considered f o r  minimm 
phPse p l a n t s  i s  given by: 

- ructure ,  i.e., t h e  f ixed  parameter vector  w i l l  be replaced by an adjustabl-e 

and the correspondiag cont ro l  l a w  w i l l  be given ( e i the r  in de te imin i s t i c  or 
s tochas t i c  environment) by: 

or  : 

' 4 . 3 )  

See Fig. 4.la. 

Note t h a t  i n  the  case of schemes using an im?licit (predict ion)  
reference model (STR) t he  p lan t  pred ic tor  w i l l  be replaced by an adapt ive 
predictor  gcverned by: 

and the  cont ro l  w i l l  be computed according t o  t h e  e t ra tegy  i n  the  l i n e a r  
case with known parametere which w i l l  lead t o  Eq. (4.3). See Fig. 4.lb. 

V. PARAIGTER ADAPTATION ALGORITHMS 

Various approaches have been considered f o r  the development of parameter 
adaptat ion algorithms (PAA). 
given by : 

A f a i r l y  general  s t r u c t u r e  f o r  t he  PA4 is 



Figure 4.la 

Y (k) 

Figure 4. I ’ 
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(5.2) 

Using the  matrix inversion le-: 

A 

where eik) is the  adjustable  parameter vector,  F(k) is the  matrix adaptation 
gain, +(k) is t he  measurement o r  the  observation vector and uo(ksl) ard 
v(k+l) a re  the  "a pr ior i"  and the  "a poster ior i"  adaptation e r r o r s  respsct-  
t ively.  The_"a pr ior i"  adaptation e r ro r  is a measurable quantity which 
depends on e ( i )  up t o  the  in s t an t  k, and the  "a poster ior i"  adaptation e r r o r  
which enter: i n  the  adaptation algorithm is not d i r ec t ly  measurable (it 
depends on e(k+l)) but can be expressed in  term of the  "a pr ior i"  adaptation 
e r ro r  as indicated in eq. (5.2). 

Different choices f o r  Al(k) and Xz(k) are possible leading t o  d i f f e ren t  
types of var ia t ions  of the  adaptation gains. 
adaptive control systems i n  various s i t ua t ions  depend upon the choices of 
these two parameters. 

The performances of the 

For d e t a i l s  see Landau, Lotano (1981) and Landau (1983). 

VI. APPLICA'i' iONS 

There are already a s igni f icant  number of appl icat ions of adaptive 
control systems as w e l l  as a few m r c i a l  products. 
A s t r b  (1983). Landau (1981), Landau, Tomhuka, Auelander (1983), Narendra, 
Mcnopoly (1980). Unbehauen (1980). 

For refereaces,  see 

The adaptive control schemes can be used in three modes of operation: 

1) Auto-tuning of a l i nea r  control ler  in the  case of p lan ts  with unknown 
but constant parameters. 

2) Building a gain schedule fo r  unknown plants  with dynamics depending 
on operating points. 

3) Adapting in real-time the  control ler  f o r  p lan ts  with unknown and time- 
varying parame t ers . 
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An important remark t o  be made is that adaptive control algorithms 
cannot be used in p actice without a priori analysis of the control problem 
corresponding to each tentative application. This analysis should give 
answers to two categories of questions regarding (a) the need of adaptive 
control and (b) specific design requirements. 

The main areas of applications are: 

- Grinding 
- Drying furnaces 
- Cement mills 
- Chemical reactors - Distillatim columns 
- Diesel and explosion engines - Keating and ventilation - Paper machines 
-. Power systems 
- Electrical drives - Autopilots for ships - Robotics 
- Heat exchangers 
- pH-control 
- Actlve vibration control 

A n  adaptive active vibrations control is described in Mote, Rahimi 
(1983). It uses tirst a recursive parameter estlmation technique for 
estimating in real-time the parametric model of the composite vibration 
signal for circular plates (the vibrations frequencies). Then the parameters 
of the transfer from control heat to vibration frequency are estimated on- 
line and used for computing in real time the controller parameters. 

VII. THEORY 

The most complete theory is available! today for the adaptive control 
of minimum phase plants achieving a poles-zeros placerer\t. For this type 
of plant, tracking and regulation vith independent objectives can be 
achieved both in deterministic and stochastic environments. Both MRAC 
and STR approaches lead in this case to "direct" adaptive control scheaes. 

The besic assumptions for the design of adaptive control systems far 
minimum-phase plants in deterministic and stochastic environments are 
m r i z e d  next. 

- Exact knowledge oi the plant delay (d). - Knowledge of an upper bound for the degree of A(q-') which is the 
denominator of the plant transfer function. - The zeros of the plant transfer function must lie within the unit circle. - A lower botnd of the magnitude of the l eading coefficient of the plant 
transfer function should be known. - The sign of the leading coefficient of the numerator plant transfer 
function is useful to be known (in order to avoid large adaptation 
transients). - The stochastic disturbances are modeled by ARMA processes. - Asymptotic type convergence is considered. 
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However, ir prac t ice  some  of these assumptions caanot be reasonably 
s a t i s f i e d ,  i n  par t icu lar ,  the  need for knowing an upp:r bound f o r  the  
denoainator degree (which in many cases simply does nc.t exist) and the  
requirement that the  disturbance is of AWA type. 

The use of reduced order models in adaptive control design is one of 
the main research topics  today, and in te res t ing  r e s u l t s  have been obrainec 
leading t o  improved design techniques. See Ioannou (1983), Ortega, Idnusu 
(1983), Kosut (1983). 

The case of disturbances which cannot be modeled by ARl4A ;--ocesses has 
a l so  been considered. 
(1982). 

See, f o r  example, Samson (1983). Peterson. Narendra 

Another aspect is the  extension of the  adaptive control  design for 
the  mul t i  inputs  - a u l t i  outputs systems. 
extension raises important parameterization problems f o r  liIwD plants .  
survey of the  various designs avai lable  can be found i n  Dion, Dugard (1983). 
More a p r i o r i  knowledge on the p lan t  s t ruc tu re  than ia the  SLSO case is 
required, and the  research is directed towards the  development of adaptive 
control schemes requiring less a p r i o r i  s t ruc tu ra l  information. 
form of HIM0 t ransfer  matrix plays a key r o l e  in understanding the  multi- 
var iable  case. 

Except f o r  tr ivial  cases, the  
A 

The Eerrite 

The case of adaptive control  of non-minlmum phase p l an t s  Is more 
complicated both from the  point  of view of the  c a p l e x f t y  of the  adaptive 
control schemes and of the  analysis. 
techniques f o r  t h i s  type of plant  is given In Landau, M'Saad. Ortega (1983). 
Xost of the  schemes are of *'indirect" type, and the  major question to  be 
answered i n  order to show the  convergence of the  system is whether the  
estinaeed plant  model converges t w a r d s  the  model with sa t i s f ac to ry  proper- 
ties (s tab i l izab le) .  Global convergence r e s u l t s  have been obtained, but 
v i t h  the requirement of using an addi t ional  pers i s ten t  exc i ta t ion  signal, 
see Goodwin. Teoh, Innis (1982). The robustness of the  adoptive control  
designs f o r  non-minimm phase p l a n t s  with respect to model reduction and 
ill-modeled disturbances has also been studied, see, f o r  example, 
Praly (1983). 

A survey of the  adaptive control 
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