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ABSTRACT: An encoder/decoder system is disclosed, designed to generate a binary code which is a function of the outputs of a plurality of bistable elements. The generated code is assumed to be transmitted to and received by a receiving unit, where a replica code is generated. To generate the replica code in phase with the received code, the outputs of each of a plurality of bistable elements are correlated during a different decision-making period with the received code. At the end of the period, based on the correlation results, a decision is reached which output of the element is to be used. After all the decision-making periods, the chosen outputs of all the elements, when supplied to a majority circuit, produce a replica code, in phase with the received code.


## ENCODER/DECODEA SYSTEM POR A RAPIDLY SyNCHRONIRARLE BINARY CODE

## ORIGINOPINVENTION

The invention described herein wat made in the performance of work under a NASA contract and is mubject to the provimions of Section 305 of the Natiomal Acronautics and Space Act of 1958, Public Law 85-568 (72 Stat. 435; 42 USC 2457).

## BACKGROUND OFTHEINVENTION

1. Field of the Invention

This invention generally relates to coding circuitry and, more particularly, to a system consisting of an encoder for generating a binary code of a type which is rapidly synchronizable with a replica code, generated by a decoder which forms part of the invention.
2. Description of the Prior Art

In interplanetary ranging, range is measured in terms of transmission delay time. For an unambiguous measurement, the length of a code, used to determine transmission delay time, must exceed the iransmission time. For interplanetary distances and high resolution, these ranging codes become exceedingly long, requining a large number of correlations to acquire sync

Briefly, in the prior ant, maximum lengh shift register codes, ofen referred to as PN codes, are commonly used as ranging codes either individually or in combination. The detection of the delay between a fransmitted and a received code requires that the code be received coherently. A local replica of the transmitter coder is synchronized with and phaselocked to the received code in a phase-lock loop. To acquire the received code, the locally generated code is correlated with the received code and the former is adjusted in phase untilit is in sync with the received code. The number of phase adjustments which is required is generally related to the phase increments or bits in the code cycle; i.e., the code length.

The duration of each correlation or phase adjustment is de. pendent on the time constant of the correlator, which, in turn, depends on the noise environment. Since in interplanetary ranging the codes are very long and with increased noise the duration of each correlation is also quite long, the total vime effort to acquire sync, representing the product of the number of correlations and the duration per correlation, is often longer than desirable or colerable. Thus, a need exists for a system with which synchronization of a relatively long code can be acquired in less time; i.e., with a smaller total effort than herebefore realizable.

## OBJECTS AND SUMMARY OF THE INVENTION

A primary object of the present invention is to provide a novel system for minimizing the total effort required to synchronize a maximal length code.

Another object of the invention is the provision of a system for generating a relatively long multibit binary code, and relatively simple means for producing a replica of the generated code in a minimum number of correlations.

A further object of the present invention is to provide a code generating and decoding system which is less complex than prior art systems and which is capable of providing sync with a smaller total effort.

Still a further object of the present invention is to provide a code generating and decoding system which is of simple design, employing state of the an circuits, but one which provides synchronization of long codes more efficiently and faster than any known prior art sysiem.

These and other objects of the invention are achieved by providing an encoder io generate a binary composite code of bit length $N$, which is the majority functum of the outputs of a string of $n$ intercomected bivable elemonts, such as fip-flops, where Nen $2^{n}$. The majonty function im produced by a majority circuit. In the string of hip-lhops, the output of each in a square wave of a period which if a multiple of two of the output square wave period of a succeeding flip-llop.

The N bit composite code is assumed to be tranmmited to and received ky a receiver which supplies fir wo decoder which forms a major part of the invention. The decoder includes n lip-flops, each associated with a swischmg network or device. Each flip-flop has a furs output and a complememta. ry second ouput. The decoder also includes a correlator unit and a ciming and control unit, the latier defining a decimonmaking periods, each of which is divided into first and second sampling intervals.

During each decision-making period the first and second outputs of a different mip-fiop are supplied during the first and second intervals, respectively to a corretator, so which the received composite code is also input. The cortelation resulss during the two intervals are compared, and at the end of the decision-making period a decision is made which one of the flip-flop's two outputs is to be used. The chosen output is used to drive a succeeding flip-flop and/or is supplied to a matority circuit. The later, combines the ouputs to produce areplica code.

After only $n$ decision-making periods, the outpurs of all the $n$ flip-flops are chosen and supplied so the majority circtit which produces a replica code of the received compostre code im phase, i.e., in sync thercwith. The total cffort when employ. ing the encoder/decoder system of the presexte invention is decidedly less than the effort when employime prior art devices or techniques, and cspecially so, for longer codes and noisier conditions.

The novel features of the invention are set forth whe particularity in the appended claims. The invention will best be understood from the following description when read in comjunction with the accompanying drawings.

## BRIEF DESCRIPTION OF THE DRAWINGS

FIG. I is a simple block and schematic diagram of an exemplary embodiment of an encoder for generating a composite binary code;

FIGS, 2 and 3 are a muluiline waveform diagram and a truth table, respectively, useful in explaining the embodimemt shown in FIG. 1;

FIG. 4 is a block and schematic diagram of a decoder embodiment;

FIO. 5 is a multiline waveform diagram, useful in explainmg the embodiment shown in Fig. 4; and

FIG. 6 is a more detailed diagram of the embodiment of FIG. 4.

## DESCRIPTION OT THE PREFERRED EMBODIMENTS

Attention is now directed to FIG. Whereim an encode? or code generator is shown including a string of fipp-flops. For a composite code of length N where $\mathrm{N}=2^{n}$, m fip flops are required. To simplify the following description, $n=3$ though im practice $n$ would be considerably greater than $3(4 \gg 3)$, in order to provide a code of sufficient length. In FiC. The thees flip-llops $F F 1, F F 2$ and $F F 3$ are also desigrated by wumerals 11, 12 and 13 , with the $Q$ output of one flip-flop serving as the input to the next or succeeding flip-flop. The input to fip-flop 11 (FFI) is connected to respond to signals from an oscilhator, such as a subcamier oscillator 15, which are frequeney divided by a divider 17.

Assuming that the period of each signal which is applied to Nip-flop 11 is bp, as shown in FIG. 2 the output of tip-flop In may be represented by the square wave in line $a$, where the upper level represents a 1 when the fip-flop is in a set state and the lower level represents a -1 when the flip-fiop is in a reset state. The outputs of flip-flops 12 and ! 3 are represented by the square waveforms shown in lines $b$ and $c$, respectively.

Recognizing that these waveforms are mutually orthogonal, they may be aummed vertically bit-by-bit to form a composite waveform or aignal. FIG. 3 represents a truth table with the resultan or um signal mown in line $d$. It is clear that acheha sum signal is no longer binary. It can however be made binary by replacing each bit-sum by its sign. The resultimg composite signal, hereafter referred to as the composite code, for the
particular example of three flip-flops, is shown in line $e$ of FIG 3. Its waveform in terms of 1 's and -1's is diagrammed in FlG. 2, line $d$.

Briefly, the composite code may be generated from the outputs of the flip-flops with a majority-type circuit, which produces a 1 output whenever a majority of the outputs of the flip-flops are 1's. On the other hand, a -1 output is provided by the majority-type circuit when a majority of the outputs of the flip-flops are -1 s. One example of the implementation of such a circuit is diagrammed in FIG. 1, and is designated by numeral 20.
In the particular example, circuit 20 includes, for each flip. nop, an amplifier 21 and a relay 22 , which consists of a coil 23 , a pair of contacts or terminals 24 and 25 and a movable contact or blade 26. The use of relays as switching devices in the following description should be regarded as exemplary only. The relays are intended to represent any switching devices, including solid state circuits, which are capable of performing the switching functions of the relays which will be described hereafter in detail.
Terminals 24 are connected to a line 28 which is shown connected to a positive or plus potential $+V$ with respect to a reference potential, such as ground, while a line 30 connects the terminals 25 to a negative potential -V . Each movable contact 26 is connected through a separate resistor 31 to a common line 32 , which serves as the input line to a one bit analog-to-digital (A/D) converter 34, or other similar polarity sensing device.
For explanatory purposes let it be assumed that a 1 output of a flip-flop is amplified by its amplifier 21 to energize or activate the relay 22 so that the movable blade 26 is in contact with terminal 24 (as shown in FIG. 1). Consequently, the resistor 31 is connected to the plus potential $+V$. On the other hand, when the output of a flip-flop is a -1 , the relay is not energized, i.e., in an OFF state and consequently the blade 26 is in contact with terminal 25 so that the resistor 31 is connected to the negative potential $-V$. Thus, the voltage at line 32 represents a voltage sum which is a function of the outputs of the flip-flops.

When at least two flip-flops have $\mathbb{1}$ output, the input to 34 is a positive voltage resulting in a 1 output therefrom. However, when the outputs of at least two of the flip-flops are -1 , a negative voltage is applied to the $D / A$ converter 34 to produce a -1 output. The output of the D/A converter 34 represents the composite code. For the particular phase relationships between the various flip-flops, diagrammed in lines $a, b$ and $c$ of FIG. 2, the composite code has a waveform or bit sequence as diagrammed in line $e$. This output, i.e., the composite code, is supplied to a transmitter 35 for transmission to a receiver 40 in a receiving unit, which is shown in FIG. 4 to which reference is made herein.

In the receiving unit, after the composite code is properly demodulated in receiver 40 , by techniques well known in the art, the received composite code, hereafter also referred to as the received code, is supplied to a correlator unit 42. Unit 42 together with substantially all the other units and elements shown in FIG. 4 form a decoder 45 , whose function is to produce a code which is a replica of the received code and in phase therewith. To produce such a replica code, the decoder 45 includes a string of three flip-flops FF1, FF2 and FF3, which are also designated by numerals 51,52 and 53 , respectively.
Each of the flip-flops has a single input and two outputs which are conventionally designated as Q and $\overline{\mathrm{Q}}$. Hereafter it will be assumed that Q output is at a $\mathbb{1}$ level or is a $\mathbb{1}$ and the complementary $\overline{\mathrm{Q}}$ output a -1 when the flip-flop is at a set state, while when being in the reset state, the Q and $\overline{\mathrm{Q}}$ outputs are -1 and 1 , respectively. The output waveforms of the three flip-flops in terms of binary levels 1 and -1 are diagrammed in lines a through fof FIG. 5.
As seen from FIG. 4, the input to flip-flop 51 is connected through a frequency divider 55 from the output of a voltage control oscillator (VCO) 57. The latter is assumed to form
part of a phase-lock loop which receives the subcarrier signals from the receiver to adjust the frequency and pluase of the signals from the VCO 57 to be identical with the frequency and phase of the subcarrier signals. Since phase-locking techniques are well known in the art, and simec neither she VCO 57 or the divider 55 contribute to the novelity of the invention, they will not be described in further detail, For the purposes of the present description it is sufficient to mexte that he signals which are supplied to the flip-hopa $\$ 1$ are of the same frequency and in phase with the subcarrier signals which are used in the encoder in the transmitting unit to form the received composite code, whose waveform is diagmamed in line $g$ of FIG. 5.
If the outputs of flip-flops 51 and 52 were fixedy connected to the inputs of flip-flops 52 and 53 , and the outputs of all three flip-flops were supplied to a majority circuin 60 , which is identical with the majority circuit in FIG. F, the output of circuit 60 would be a composite code, similar to the received code in length and bit period but probably mot in phase therewith. To produce a replica code which is in phase, or in sync with the received code, in accordance will the present invention, a switching device is associated with each of the flip-flops. As will be explained hereafter in detail, each of these devices is used during a different decision-making period to supply the $Q$ output of the flip-flop with which it is associated to the correlator unit 42 during one part of the decision-making period. During another part of the period the $\bar{Q}$ output is supplied to the correlator unit 42 . Then, at the end of period based on a decision reached in unit 42, a signal is supplied to the switching device to control which of the two outputs of the flip-flop is to be used to drive the mext hip-1top and/or as the input to the majority circuit 601

For explanatory purposes, the three switching devices associated with the three flip-flops 51, 52 and 53 are represented by relays 61,62 and 63 respectively. 10 should again be pointed out that electronic solid state switching devices may be preferred and, therefore, the relays should be regarded only as exemplary of required switching devices Each relay is of a conventional type incluoing a coil 65 , and movable blade or contact 66 which is in contact with either a terminal 1 or a terminal 2 , depending on whether or not power is applied to the relay coil. The terminals 3 and 2 are connected to the Q and Q outputs of the associated hip-Aop.
The movable contacts 66 of the three relays are commected to the majority circuit 60 , as well as to commutator and relay power unit 70. Contacts 66 of relays 61 and 62 are also connected to the inputs of flip-flops 52 and 53 , respectively. The coils 65 of the three relays are connected by separate lines to unit 70, which together with the correlator unit 48 are con. trolled by a timing and control unit 72. The function of umit $7 ?$ is to define three successive decision-making periods, or simply decision periods hereafter designated DL D2 amd D3, as shown in line $h$ of FIG. 5.
Each decision period such as D1 is divided into phest and second equal-duration sampling periods, such as $S 1$ and $S 2$. During SI of D1, units 70 and 42 are concrolled to supply the Q1 output of flip-flop 51 to unit 42 and to correlate it whth the received code. Then, during S2 of D1 the Q1 output of 5 部 correlated with the received code. At the end of 52 , based on the accumulated correlation results during the two sampling periods, a decision is made which one of the outputs on hipflop 51 should be used. Thereafter unit 72 controls the other two units to repeat the same decision-making process int suc. cession for flip-flops 52 and 53 .

For a complete explanation of the circuitry shown in $\mathrm{F} / \mathrm{C}$. 4 reference is now made to FIG. 6 wherein the units 42,70 and 72 are shown in sufficient detail to enable one rmminar with the art to practice the teachings disclosed herein. It should again be pointed out that the circuitry shown in $\bar{B} \mathbb{Q}$. ( is exemplary of an arrangement which may be employed to determine the connections between a string of fip-flops in order to generate a composite code in circuit 60 which in a replica of and in sync with a received code.

In FIG. 6, the correlator unit 42 is shown including an Ex-clusive-OR gate $42 a$ whose output is connected through a twoposition switch $42 b$ to either a counter $42 c$ or a counter $52 d$. The two counters are connected to a comparator $42 e$. The gate $42 a$ which serves as a correlator is supplied with the received code from receiver 40 as well as with one output from one of the fip-flops 51,52 or $\$ 3$ through a three-position switch 81 , which is assumed to be ganged with the two threeposition switches 82 and 83 . The three switches serve as a commutator which is assumed to be part of unit 70 (FIG. 4).

In unir 70, switch 82 is connected to a relay power source designated $+V_{n}$ through a gate 85 , while switch 83 nelectively connects the output of comparator 42 e to one of three identical circuits 91,92 and 93. Each of the latter-mentioned circuits consists of an AND gate 94, whose output is supplied to a flip-flop 95 which controis a gate 96 . When a gate 96 is open, which is assumed to occur when the fip-flop connected thereto is set by an enabling signal from the AND gate, relay power $\left(+V_{R}\right)$ is applied to the relay coil to which the gate is connected. Consequently, the movable relay contact 66 is connected to the $Q$ output of its associated flip-flop. On the other hand, in the absence of an enabling signal from an AND gate 94 , the connected control hip-flop 95 remains in its reset state. Consequently, the associated gate 96 remains closed and the connected relay is not energized, in which case the moveable blade 66 is in contact with the $Q$ output of the flipflop.

The position of switch $42 b$ and the condition of gate 85 are controlled by the output of a flip-flop $72 a$ which, together with a clock generator $72 b$ and a channel counter $72 c$, define the timing and control unit 72. The count in counter 72c, which for a string of three flip-flops is assumed to be a Mod 3 counter, controls switches 81,82 and 83 . The output waveform of flip-llop $72 a$ is a diagrammed in line $h$ of FIG. 5 . One complete cycle of the waveform represents a decision period. During the first half of the cycle, i.e., sample period S1, the flip-flop $72 a$ is set to provide a 1 output, and during the succeeding sample period $\$ 2$, the flip-flop is reset to provide a -1 output. The change in state of flip-flop $72 a$ is produced by the clock pulses from generator $72 b$.

All the decision periods (Dl, etc., are of equal time length and the number of periods or decisions equals the number of flip-flops whose outputs are combined to form the replica code. The duration of each decision period depends on the noise conditions, the noisier the environment the longer the decision duration. In the prior art for a code $\mathrm{N}=2^{n}$ bits, as many as $2^{n}$ correlations or decisions are performed, each possibly for a shorter time than required by the present invention. This number can be reduced from $2^{\pi}$ by combining shorter length $\mathbb{P N}$ codes. Nevertheless, the number of correlation is always considerably larger than $n$, the number needed here. In any event, in the decoder of the present invention, the total effort, defined as the product of the number of decisions and the time or period of each decision, is substantially shorter or smaller than the total effort required by any of the prior art methods. Consequently, faster synchronization is achieved with the present invention for equal length codes.

The operation of the circuitry of FIG. 6 may best be explained and summarized with a specific example represented by the waveforms in FIG. S. Let it be assumed that for a string of three flip-flops which produces a composite code of 8 bits in length, the noise environment is such that a decision duration, 8 bits long, is sufficient. Let it further be assumed that from a time $t_{0}$ the waveforms of the outputs Q1 and $\overline{Q 1}$ of flipflop 51 and the received code are as shown in lines $a, b$ and $g$ of FIG. 5. Prior to $t_{0}$ all the flip-flops except 51,52 and 53 , the gates and counters are in a reset state and the count in the counters is zero.

At $t_{0}$ a clock pulse from generator $72 b$ drives the flip-flop $72 a$ to a set state as represented by 101 in line $h$ of FIG. 5. This is the start of Dl . The change in the output of $72 a$ from $-\mathbb{1}$ to 1 advances the count in counter $72 c$ to one (1) so that the switches 81,82 and 83 are switched to their 1 positions. Also,
the 1 level of $72 a$ switches switch 83 to the 1 posision and enables gate 85 . Consequently, power $\left(+V_{R}\right)$ is applied to the coil 65 of relay 61 thereby supplying the $\mathbf{Q 1}$ ouppur to correlator 42a. From $t_{0}$ to a time $t_{1}$ the decoder is in sample period Sll of Di, during which the Q1 output (line a) and the received code (line g) are correlated, and the results accumblated in counter 42c. By comparing lines $a$ and $g$ between $i_{0}$ and $\varepsilon_{1}$, it is seen that three out of the four bit correlate, as indicated in line iby the letters C. Thus, at time $t_{1}$ the count in counter $52 e$ is 3 .

At time t, the flip-flop $72 a$ switches to its reser state in which its output is a -1 which defines the sample period $S 2$ of $D 1$ When the output of $72 a$ is -1 gate 85 is closed. Consequently, relay 61 is disabled, the $\overline{\mathrm{Q}}$ output is supplied to correlator $52 a$ and the correlation results are stored in counter $32 d$. From lines $b$ and $g$ of FIG. 5 it is apparent that during $\$ 2$ of D. only one bit in the two waveforms correlates. Thus, at the end of DI at time $t_{2}$, the counts in counters 42 c and $42 d$ are 3 and 1 respectively. Comparator $42 e$ is assumed to provide an enabling output signal only when the count in 420 is greater than the count in 42d.
At time $t_{2}$ the flip-flop $72 a$ is set for a second time to define the beginning of $S 1$ of $D 2$. The change from - 1 io 1 in the output of flip-flop 72a, represented in FIG. 5 by line 105 , increments the count in counter 720 to two which in turn turns switches 81,82 and 83 to positions 2 .

However, just before switch 83 is switched to position the change from -1 to 1 of the output of 72 enables gate 94 of 91 to respond to the output of comparator 42 . Since the latter circuit provides an enabling output (counter A2c> counter 42d) gate 94 sets flip-flop 95 of 9 which in turn enables gate 96 to supply relay power $+V_{\text {g }}$ to relay 61 . Thus, after $t_{2}$ which represents the end of decision period $D 1$, relay 61 remains energized so that thereafter only the Ol output of 5 直 is used.

The change in the output of $72 a$ at $t_{2}$ represents the beginning of the sample period S 1 of D , during which the output Q2 is correlated with the received code until time $t_{3}$ when S2 of D2 starts. The end of the decision period D2 occurs at $t_{4}$. Intervals $t_{5}-t_{4}$ and $t_{6}-i_{5}$ represent $\$ \mathbb{1}$ and $\$ 2$ respectively of D3.

From a comparison of the waveforms in lines $c$ and $g$, during S1 of D2 and in lines $d$ and $g$, during $\$ 2$ of $D 2$, it is apparent that at the end of D2 the counts in counters 42 c and $42 d$ are 3 and I respectively. Thus, the comparator enables gate 94 of circuit 92, to finally enable gate 96 of 92 . As a resuht, relay 62 is enabled so that, thereafter, only the Q2 ourput of flip-flop 52 is used.
However, by comparing the waveforms in lines $f, f$ and $g$ during D3 it should be apparent that at the end of D3 the counts in counters $42 c$ and $42 d$ are 1 and 3 , respectively. Thus, the comparator does not provide an entabling signal to gate 94 of circuit 93 . Consequently, gate 96 remains closed and relay 63 remains deenergized and, therefore, the moveable contact 66 of relay 63 remains in contact with the $\bar{Q} 3$ output of flip-flop 53, as indicated in FIG. 6 by dashed line 110.
The end of decision period D3 represents the end of the decision-making process. In the particular example, relays 61 and 62 remain in their energized state, thereby supplying outputs Q1 and Q2 to the majority circuit 60. Relay 65 remains in the deenergized or OFF state so that the OT output is supplied to circuit 60, which thereafter combines the three outputs so produce the replica code, diagrammed in FIG.5, Be p. That the replica code is in the phase, as diagrammed, becomes apparent by observing the phases of the waveforms in lines $c, c$ and $f$ which represent outputs Q1, Q2 and Q3. It is clear from FIG. 5, lines $g$ and $p$, that the replica code (line $p$ ) is in phase. i.e., in sync with the received code (line g).

Surnmarizing the foregoing description, the present inven. tion consists of an encoder which is used so produce bimary sequence or composite code of $\mathrm{N}=2^{n}$ bits by combining the outputs of a string of $n$ flip-flops, with the outpur of one flipflop being the input to the next. The period of each pulse on signal supplied to the first period is equal to the desired bit
period. Such an encoder with an exemplary majority circuit are shown in FIG. I and deacribed in conjunction with FIGS. 2 and 3 .

The invention further includen a decoder to which the composite code is supplied. The function of the decoder is to produce a replica code which is in sync with the composite code with a minimum number of decisions. The decoder includes a string of n flip-flops each with two outputs, one being the complement of the other, such as $O$ and $O$. Each flip-flop is associated with a switching device. The decoder also includes a correlator, a commutator and a timing and control unit. The function of the latter is to define a decision period for each flip-flop. During the first half of the decision period one output of the flip-flop, such as Q1, is correlated with the received composite code and during the second half, the complementary flip-flop ouipui, such as $\overline{Q 1}$, is correlated. Then, depending on which output exhibited a higher degree of correlation, a decision is reached which output is to be used as the input to a succeeding nip-flop and/or as the input to a majority circuis.

Thus, after only $n$ decisions the desired connections between the flip-flops and the majority circuit are determined, to result in the production of a replica code which is in sync with the received composite code.

As previously pointed out each decision period in the present invention may be longer than the decision periods required by prion art methods. However, because of the number of decisions, which in the decoder of the present invention is reduced to $n$, as compared to $2^{n}$ in the prior art, the total effort, as herebefore defined, is much smaller when the present invention is employed. It should again be pointed out that the various switching devices herebefore described are exemplary of the type of devices of which the encoder and decoder consist. Any of the mechanical or electromechanical devices, such as the relays and switches, may preferably be replaced by solid state electronically-operated devices, which are capable of performing equivalent functions. It should further be desired a separate correlator unit may be associated with each fip-llop of the decoder. With such an arrangement the desired outputs of the flip-flops may be chosen simultaneously in a single decision-making period. However, the reduction of the time required to obtain sync, must be weighted against the increased cost of providing a separate correlation unit for each element.

Although particular embodiments of the invention have been described and illustrated herein, it is recognized that modifications and variations may readily occur to those skilled in the art and consequemtly it is intended that the claims be interpreted to cover such modifications and equivalents.

We claim:

1. A decoder in which a binary composite code of $N$ increments is received for providing a replica code which is in phase with the received composite code, said decoder comprising:
$n$ binary elements arranged in a serial sequence, each element having a single input and first and second outputs, $n$ being equal to $\log _{2} N$;
a separate output selecting means comnected to each for selectively connecting one of the element's output to the input of a succeeding element in said sequence;
time-defining means for defining a separate decision-making period for each element, each period having a first part and a succeeding second part;
correlation means responsive to periods defined by said time-defining means for correlating during the firs pant of each period the firm outpui of the element associated with that period with maid received compomite code and for correlating during the second part of each period the second output of the element associated with that period with said received composite code;
control means coupled to said correlation means and responsive to the correlations performed therein for activating at the end of each period the output selecting
means connected to the elements msociated with thas period, to select one of the elemens's ourpute a a function of the correlations performed by aid correlation means during naid period; and
code-generating means coupled so waid gutput selecting means for providing an output at function of the selected outputs of said $n$ elements.
2. The decoder as recited in claim wherein said code. generating means is a majority circuir providing a binary output as a function of the binary outputes of a majority of said ma elements.
3. The decoder as recited in clam 2 wherein suid means for selecting include a first counter for storing the corvelation results of the first output of an element with said composite code and a second counter for storing the cortelation results of the second output of an element with said composite code and comparing means responsive to the contemts in said frest and second counters for selecting the output of said element at the end of the decision-making period as a hunction of the relative contents of said first and second counters.
4. A decoder for producing a replica code in phase with a received binary composite code of $\mathbb{N}$ bits, where $\mathbb{N}=2^{n}$ the outputs of a string of $n$, serially connected, bistable ciements. the decoder comprising:
$n$ bistable elements arranged in a serial sequence, cach hav. ing a first outpur and a complementary second outpur;
timing means for defining a sequence of $m$ decision-making periods;
first means connected and responsive 10 said timing means and including means for correlating during different portions of the $i^{\text {th }}$ decision-making period each of the outputs of the $i^{t h}$ bistable element in said sequence to select the output to be used, $i$ varying from 1 to $n$;
second means responsive to said first means for connecting the selected output of each element to a succeeding clement in said sequence; and
code-generating means coupled to the selected outputs of said $n$ elements for providing a replica code which is in phase with said received binary code.
5. The decoder as recited in claim of werein said second means includes a first counter for storing the resuls of the correlations between said received composite code and the first output of said $i^{\text {th }}$ element; and
a second counter for storing the results of the correlations between said received composite code and the second output of said $i^{\text {th }}$ element, and companing means for comparing the correlation results, stored in said first and second counters to provide a signal to said first and second counters to provide a signal co said second means to select the output of said $i^{\text {th }}$ element which exhibits the higher degree of correlation with said received composite code.
6. The decoder as recited in claim 5 wherein sad furt means includes a commutator for selectively connecting during each decision-making period the outputs of a different clement to said means for correlating, and a switching device switchable between first and second positions associated whth each ele. ment.
7. An encoder/decoder system for providing a binary composite code of $N$ increments and for generating a replica code in phase with said composite code, the system comprisimg:
an encoder including $n$ serially connected bistable elements, $n$ being equal to $\log _{2} \mathrm{~N}$, with the output of one clememt connected to the inpur of a succeeding elomemt in the serica of clements, and a majority circuit regponsive to the outputa of said $n$ clements to provide a bimary composite code as a function of the outpurs of a majority of said n elements; and
a decoder including a group of n bistable elements each having a first output and a complementary second output, timing means defining $n$ decision-makimg periods, first means responsive to the periods defined by said ciming
means for successively correlating during each period the outputs of a different element with said composite code, second means responsive to the correlations of said first means for selecting either the first output or the second output of the element as a function of the correlation results, and code-generating means connected to the selected outputs of said elements and responsive thereto for generating said replica code in phase with said composite code.
8. The systern as recited in claim 7 wherein the output of 10 each bistable element in said encoder is a square wave of a period which is a multiple of two of the period of the output of a succeeding element, each output being at either a first binary level or a second binary level, and the composite code is at said first and second levels when the outputs of a majority of said elements are at said first and second levels, respectively.
9. The system as recited in claim 7 wherein said means for
