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ORIGIN AND EVOLUTION OF ATMOSPHERES AND
OCEANS*

A. G. W. CAMERON, P. J. BRANCAZIO, AND N. W. PANAGAKOS

In recent years it has become evident that the
atmosphere aund oceans have been produced by the
outgassing of volatile materials from the earth’s
interior, principally from volcances. In 1950 W.
W. Rubey presented geological evidence indicat-
ing that sea water has progressively accumulated
in this way. At about the same time, Harrison
Brown pointed out that the very low abundances
of the noble gases in the earth’s atmosphere con-
stituted compelling evidence that at least the
atmospheric oxygen and nitrogen were almost
entirely of secondary origin, having been out-
gassed, possibly in different chemical form.

The main purpose of the 1963 conference was
to consider new evidence for mechanisms which
might add to or subtract from the contents of the
atmosphere and oceans, and to consider mecha-
nisms which could contribute to the origin of at-
mospheres of other planets. H. H. Hess opened
the discussion with a consideration of the prob-
lems of convection currents in planetary mantles.
The important factor is th2 time between nucleo-
synthesis and the formation of the solid planet.
The protoplanet will contain radioactive materials
which generate heat, and the rate at which it is
gencrated will decrease as the activity of the radio-
isotopes decreases. A planet may or may not
have convection, depending on whether enough
radioactive materials remain in the mantle to
cause vigorous heating at the base.

K. K. Turekian of Yale University discussed
some models for the degassing of argon from the
earth. He showed that at least eighty percent of
the argen now in the atmosphere must have come
from the mantle, He proposed that the most use-
ful degassing model appeared to be one with con-
tinuous degassing of the earth as a whole. Ture-
kian pointed out, however, that one should be

*published in Physics Today, :19-22, February 1964,
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careful in applying the results thus obtained to
the escape of the other rare gases from the earth.

L. V. Berkner of the Southwest Center for Ad-
vanced Studies, Dallas, Texas, discussed the origin
of oxygen in tne earth’s atmosphere. According
to Berkner, the existence of an appreciable atmo-
sphere of oxygen implies the presence of life. He
pointed out that the production of oxygen in the
primitive atmosphere from the photochemical dis-
sociation of water would in turn lead to a layer
of ozone in the atmosphere. The ozone layer is a
buffer against the destruction of terrestrial life as
we know it by the ultraviolet rays of the sun. If
the amount of oxygen in the atmosphere were
very small, the ozone layer would occur at ground
level, and the sun’s ultraviolet radiaticn would
penetrate to the surface. In such a harmful en-
vironment, life would be unable to emerge frcm
the seas onto land.

Tracing the history of the earth’s atmosphere,
Berkner pointed out that a sufficiently long period
of time had to elapse for marine life to produce
sufficient oxygen to change the composition of the
atmosphere and produce high-lying ozone layers.
When this took place, lifc was able to emerge—
first in plant form, then in animal form in perhaps
a few million yesrs.

The helium problem was examined by G. J. F.
MacDonald of the University of California at Los
Angeles. He pointed out that if it is assumed that
the escape of gases from the earth’s atmosphere is
due only to temperate effects, ther the rate of
influx of helium by outgassing is larger than the
rate of escape. The helium in the earth’s atmo-
sphere should be building up a¢ a rapid rate, but
this is not the case. MacDonald noted that
analyses of satellite drag data by I. Harris and
W. Priester showed that an additiunal heat source
derived from the solar wind is necessary to account
for the time variations in the temperature of the
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SkercH 1.—Ultraviolet absorption by various atmospheric constituents, as presented by L. V. Berkner of the Southwest
Center for Advanced Studies. The absorption beyond 2000 angstroms is almost entirely due to ozone.

upper atmosphere. He also noted that if the
earth’s magnetic field was at one time significantly
stronger, as indicated by measurements of ancient
baked clay, the interaction between the field and
solar plasma could increase the heating of the
upper atmosphere. This could account for a
greater rate of escape of helium, averaged over a
long time scale.

K. O. Pepin discussed some of the recent work
done by J. R. Reynolds and his group at the Uni-
versity of California, Berkeley, in the field of
“xenology”’—the study of the isotopic abundances
of the xenon isotopes. These studies are provid-
ing considerable information about the early his-
tory of the solar system ; for example, the anomal-
ously high abundance of **Xe resulting from the
decay of primordial 29T allows us to obtain the
formation nges of meteorites. He pointed out
that the relative abundances of the xenon isotopes
differ for diferent types of meteorites and, in
particular, the isotopic abundances of the xenon
isotopes in the earth’s atmosphere differ from the
abundances found in meteorites. The problem is
to account for all these anomalies.
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SkeTcH 2.—Comparison between the general anomalies in
xenon from the Richardton stone meteorite (an ordinary
chrondrite) and in xenon from carbonaceous chondrites.

In this respect, Pepin cited the work of V. B.
Clarke, who conducted heating experiments on
irradiated uranium oxide samples. Clarke found

.that the xenon evolved at low temperatures was

isotopically different from that evolved at high
temperatures. The inference is that the isotopic
anomalies may be due to temperature fractiona-
tion effects on a fissionogenic component of the
Xenon gas.
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Among the studies done by the Berkeley group
was an analysis of some deep-seated terrestrial
rocks. They found that the xenon evolved from
these rocks contained a fission component result-
ing from uranium spontaneous fission. This sug-
gests the feasibility of a U-Xe¢ dating method, to
be used in conjunction with other established
dating techniques.

Peter Signer of the University of Minnesota
showed that the abundances of primordial gases
in meteorites are generally similar to those in the
atmosphere or in the sun only when there is a
great amount of this gas in the meteorites. If the
amount of gas is small, then a very large degree of
fractionation can occur among the elements.

In order to understand the composition of the
earth’s atmosphere, one must be able to explain
the differences between the isotopic abundances
of xenon isotopes in meteorites and in the earth.
A. G. W. Cameron of the Goddard Institute for
Space Studies interpreted the differences in abun-
dances of the light ‘“‘shielded” xenon isotopes as
resulting from neutron capture in the sun during
the deuterium-burning stage of early solar history.
However, this interpretation requires that the
bulk of the xenon in the earth’s atmosphere should
have once been in the sun, and that it has since
been captured by the earth from the solar wind.

The cumposition of Mercury’s atmosphere
raised considerable discussion among participants
at the conference. Mercury is the smallest planet,
and, because of its small size, has been generally
believed to have no atmosphere, or a very tenuous
one at best. George Field of Princeton University
discussed measurements of the differential polar-
ization of scattered light from Mercury made by
Audouin Dollfus of the Observatoire de Paris,
Meudon, France, who had interpreted them as
showing the presence of a small atmosphere.

Field suggested that the atmosphere of Mercury
may be composed of a considerable amount of
radiogenic argon which escaped from the interior
of the planet. The observed atmosphere would
require that Mercury had outgassed to about the
anme extent as the earth. However, if the atmo-
spheric constitution is to be nearly pure argon, the
temperature ol the upper atmosphere should not
exceed 1400 degrees. Ainve this temperature,
evaporative escape would tak~ rlace. A problem
arises in that theoretical estimates place the tem-

SKETCH 3.—Seated in the cabin of his balloon observatory,
Audouin Dollfus of the Observatoire de Paris prepares
for a flight in which he attempted to detect extrater-
restrial water.

perature of an upper atmosphere of pure argon
at well above 1400 degrees, since argon is a very
inefficient radiator of electromagnetic energy. It
was agreed that much more study is needed for an
understanding of the manner in which an argon
atmosphere—if it exists—could be maintained on
Mercury.

Important new data concerning the presence of
water vapor on Mars and Venus was presented
by Audouin Dollfus. Reporting on observations
made with a specially designed telescope which
he carried aloft in a balloon, and on observations
made from an elevated mountain observatory,
Dollfus said he measured 0.01 gm/cm? of water
vapor for Venus above the cloud-top level.

For Mars, Dollfus found 0.02 gm/cm? of water
vapor, enough to cover that planet to a depth of
a fifth of a millimeter. This is five times as much
as had been generally estimated. The disagree-
ment between Dollfus’ observations and those of
several other scientists who give lower values for
the water-vapor content of the Martian atmo-
sphere raised sharp debate at the conference.
Participants concluded that various experiments
may have been subject to unforeseen sources of
error, and that it is extremely important to make
new measurements.

H. D. Holland of Princeton University sug-
gested that pools of molten sulphur, rather than
oceans of water, will be found on the surface of
Venus. When that planet was formed, much less
water was accreted than when the earth was
formed, he suggested. The main substance
ejected from Venusian volcances probably is
sulphur dioxide, which would react with carbon
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monoxide to form liquid sulphur on the surface.

Thomas Gold of Cornell University suggested
that some of the depressions on the moon’s surface
may be regions of collapse caused by underground
rivers which result from an “outgassing” process
taking place in the moon.

He reasoned that if there is water in the interior
of the moon, radioactivity should produce enough
heat to vaporize it. The water vapor would then
seek to rise from the interior to the surface, but it
would be trapped by a permafrost or ice layer
which must exist below the surface at a depth of
150 fect. However, large meteorites striking the
lunar surface could form craters extending below
the ice layer; the water in the area of the explosion
would then flow underground towaids the crater.
The extensive area that is drained might then
collapse, forming the rills that are a common fea-
ture in moon photographs. Gold pointed out that
these rills or depressions, converging on craters in
flat ground from many angles, could hardly be
caused by stresses from the craters themselves.
Unlike the stress pattern, the rills do not converge
in a straight line, but zigzag-—sometimes for
hundreds of miles,

Gold also suggested that Venus may possibly be
covered by water which has escaped from the in-
terior of the planet. The consensus among scien-
tists has been that if there is water on Venus, it is
in the planet’s atmosphere and does not exist in
appreciable amounts. However, Gold cautioned
against ruling out the possibility of water on the
surface. His contention was that it is too difficult
to explain what happened to the water that must
have been present on Venus at some time in its
past if this were not the case.

Venus resembles the earth closely in many of
its propeities. Hence, Gold reasoned that water
should have been outgassed from Venusian vol-
canoes to the same extent that this outgassing had
occurred on earth. If Venus’ surface temperature
is somewhat less than that measured by instru-
ments on Mariner II (perhaps a little less than
600° K), then water would be in equilibrium with
steam. Hence, Venus should possess a very mas-
sive lower atmosphere composed primarily of
steam,

Discussing the atmosphere of Venus,.  Sagan
of Harvard University reviewed many of t.  ~at
uncertainties in the measured parameters ¢ .e

planet. He also discussed some of the chemical
equilibria that could influence the composition of
gas in the Venusian atmosphere.

Sagan noted that the planet must be extremely
hot at the surface, a temperature of perhaps 650°
K on the dark side and about 750° K on the bright
side. The pressure at the base of the Venusian
atmosphere appears to be at least 30 atmospheres,
which would indicate that there may be an appre-
ciable amount of water vapor. Nevertheless, be-
cause of the high temperatures, the amount of
water in the Venusian atmosphere would be enor-
mously less than that in the earth’s oceans.
Hence, Sagan disagreed with Gold’s suggestion
that an approximation of the Venusian atmo-
sphere could be obtained by heating the surface of
the earth.

Despite the relatively large amount of observa-
tional data on Mars, there is still a considerable
degree of uncertainty about the abundances of the
planet’s atmospheric constituents, according to
Richard M. Goody of Harvard University. The
amount of carbon dioxide could be reliably deter-
mined if the atmospheric pressure at ground level
were known, but this is uncertain by at least a
factor of two. The amount of oxygen is probably
very small. One clue to the abundance of oxygen
in the Martian atmosphere might be obtained by
detecting that element’s allotrope, ozone. This
raises a problem, however. If there is oxygen on
Mars, ozone should be present even at the ground
level. Berkner pointed out that ozone formed
near the ground may react with anything that can
be oxidized, unless the entire surface of Mars is
sufficiently covered by an oxide layer that further
oxidation is impossible. It is possible that the
continual weathering by wind on Mars would
expose fresh rock surfaces and that the subsequent
loss of ozone would eventually result in a very
small amount of oxygen in the atmosphere.

P. J. E. Peebles of Princeton University pre-
sented new calculations showing tha. Jupiter and
Saturn have approximately the same composition,
predominantly hydarogen and helium, and that the
ratio of hydrogen to helium is similar to that of
the sun. Using a variety of reasonable values for
different mixtures of hydrogen and helium—and
with a core of heavier elements near the center of
the planet—Peebles found that a helium-hydrogen
ratio by number of 0.075 to 0.08 for Jupiter, and
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perhaps twice this amount for Saturn, was re-
quired in order to reproduce the mechanical prop-
erties of these planets. The amount of heavier
elements has not been well determined, but it is
only a few percent by mass.

Rupert Wildt of Yale University Observatory
summarized the results obtained by H. Spinrad of
the Jet Propulsion Laboratory, who showed that

atmosphere of Jupiter which have velocities as
high as four kilometers per second relative to the
underlying atmosphere. This has become known
as the “Spinrad effect.” Spinrad has also deter-
mined some preliminary values for the composi-
tion of the Jovian atmosphere. His work indi-
cates that the ratio of carbon to hydrogen on
Jupiter is greater than that in the sun, and that it
is higher still in the atmosphere of Saturn.
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RED LINE OF ATOMIC OXYGEN IN THE DAY

AIRGLOW*

A. DALGARNOt AND JAMES C. G. WALKER

It is argued from the observations of the red line that the rate coefficient for deactivation of
the excited oxygen atoms in collisions with molecular oxygen cannot be much less than 10-10
cm? sec~! and that the solar flux in the region of 14504 cannot be as large as the reported measured
values. It is further argued that photodissociation of molecular orvgen and recombination of
molecular ions are inadequate to explain the observaticns and that an additional mechanism is
operative at high altitudes. The mechanisms of fluorescent excitation and of non-thermal excita-
tion by photoelectrons are briefly examined and it is concluded that although the latter may be a
significant source of excited atoms, neither mechanisin explains the observed variability. It is
suggested that the variability in red line int<..sities is associated with the presence of hot thermal
electrons and sample calculations are prer . .t:d of the altitude profiles that may result from this

source.

1. INTRODUCTION

From a theoretical survey, Bates and Dalgarno
(1954) concluded that the red line of atomic oxy-
gen at 6300 A is onc of the strongest features of
the dayglow spectrum, and a more quantitative
study of the red line by Brandt (1958) yielded an
intensity of 50 kilorayleighs (KR, about half aris-
ing from photodissociation of molecular oxygen in
the Schumann-Runge continuum

0.+h—0(P)+0('D) 1)

and about half arising from dissociative recom-
bination of the molecular ions O,*

0;t+e—0('D) +0'. (2)

The ground-based m: “asurements of the red line
in the dayglow by Noxon and Goody (1962) and
by Jarrett and Hoey (1963) yielded intensities
comparable with those predicted by Brandt, but
other ground-based measurements by Noxon
(1963) and rocket-based measurements by Zipf
and TIastie (1963) and by Wallace and Nidey
(1964) have shown that the intensity of the red
line is often much less than the predicted value.
This variation in intensity is significant for it sug-
gests that the mechanisms leading to the emission

*Published in Journal of the Aimospheric Sciences, 21(6):463-474,
September 1064,
tQueens niveisity, Belfast, Northern Ireland.

ot the r~q line have not been correctly identified
and ¢’ -ibed,

2. MODEL ATMOSPHERES

To deseribe the structure of the neutral com-
ponent of the upper atmosphere, we have em-
ployed the analytic representation of Bates (1959)
which is specified by vhe temperature, tempera-
ture gradient and composition at a reference alti-
tude, 2z, and by the exospheric temperature, T
(). For the atmospheric parameters, we adopted
the values

20=120 km, ‘;—ZT = 20K /km, T(z)=350K

and for the number densities of atomic oxygen,
molecular oxygen, and molecular nitrogen at 120
km the alternative sets (i)n(0)=5X10* cm™3,
n(03) =1X 10" em™3, n(N32) =5X 10! cm™3, which
we shall describe as the high O, atmosphere, and
(ii) n(0)=5X10"1 ecm™3, n(0;)=2X10"° cm™3,
n(N3) =5X10'" em™3, which we shall describe as
the low O. atmosphere. The models appear to
span the possible atmospheres (Nicolet, 1961;
Harris and Priester, 1962; Pokhunkov, 1963;
Jursa, Nakamura and Tanaka, 1963; Schaefer,
1963; Hall, Schweizer, and Hinteregger, 1963;
Nier, Hoffman, Johnson, and Hoimes, 1964).
The mass density distribution corresponding to
the low O, atmosphere with T'(»)="750K and to
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high O; atmospheres with T(»)=750K and
1000K are compared in Fig. 1 with the density
distributions derived from sateilite drag data
(King-Hele, 1963; Jacchia and Slowey, 1964;
Bryant, 1964). The red line observations that
we shall discuss were carried out in 1962 and 1963
and except when otherwise noted our results refer
to the low O, atmosphere with T'(«)="750K, an
atmosphere in harmony with the drag data and an
atmosphere more easily reconciled with observa-
tions of the red line than are the high O, atmo-
spheres. The number density, temperature, and
mass density distributions corresponding to the
low O, atmosphere with T(«)=750K are pre-
sented in Table 1.

At altitudes below 120 km we used an atmo-
sphere similar to the model of Jastrow and Kyle
(1961).

3. PHOTODISSOCIATION IN THE SCHUMANN-
RUNGE CONTINUUM

At wavelengths between i..J A and 1750 A,
ultraviolet radiation is strongly absorbed in the
Schumaan-Runge continuum of molecular oxygen

0:(X32,7) +hv—0,(B*Z,7)-->0(P)+0('D), (3)

the process providing a substantial source of O('D)

913
0" . : Y -+ ——
S x Sotelliite drag g
3 \ —e T80° lOW 0. E
----- 750° high Oy
A\ ——— |OO0® high Oy
10"
" L
€
L]
E o
=
‘*
S
[ 3
o -
o
D-,' i i 1 A 1 " AN
200 300 400
Altitude, km

Ficure 1.—Comparisonof the model atmospheres with mid-
year daytime maximum satellite drag densities (King-
Hele, 1963; Jacchia and Slowey, 1964; Bryant, 1964).

TaBLE 1.—760° low O, model atmosphere.

Temper- Concentration, cm—3 Eniission prob-

Altitude | ature Density ability, p, for

km °K gm cm™3? B=10"1 ¢m? gec™t

0 01 Nz [

1200 ... 350 2.96(—11)* 2.00(11) 2.00{10) 5.00(11) 1.25(5) 3.43(-3)
130___.. 507 1.04(—11) 9.05(19) 5.94 (9) 1.65(11) 1.43(5) | 1.14(-2)
140... . 602 5.26(—12) 5.51(10) 2.61 (9) 7.87(10) 1.70(5) 2.55(—2)
150 __.. 660 3.11(-12) 3.78(10) 1.35 (9) 4,37(10) 2.05(5) 4.79(-2)
160.____ 695 1.98(—12) 2, 76(10) 7.55 (8) 2,61(10) 2, 53(5) 8.15(—2)
170 .. "7 1 33(—-12) 2.08(10) 4,41 (8) 1.62(10, 3.13(5) 1.30(-1)
180.__.. 730 18(—-13) 1. 59(10) 2.64 (8) 1.04(10) 3. 80(5) 1.94(-1)
190..._. (o 6.43(—13) 1.24(10) 1.61 (8) 6.70 (9) 4.38(5) 2.74(-1)
200..._. 742 4.65(--13) 9.66 (9) 9.00 (7) 4.37 (9) 5.30(5) 3.63(~1)
225..... 748 2.14(-13) 5.30 (9) 3.01 (7) 1.54 (9) 7.65(5) 5.71(~1)
260..._. 749 1.04(-13) 2,95 (9) 9.30 (6) 5.52 (8) 1,01(6) 6.87(-1)
275 ... 750 5.32(—14) 1.65 (9) 2.91 (6) 2,00 (8) 1. 25(6) 7.32(~1)
300...__ 750 2.81(—14) 9.27 (8) 9.21 (5) 7.30 (7) 1.37(6) 7.50(—1)
350..._. 750 8.36(—15) 2.97 (8) 9.46 (4) 9,95 (6) 1.09(6) 7.55(~1)
400..._.. 750 2.64(—15) 9.68 (7) 1.00 (4) 1.40 (6) 7.00(5) 7.58(—-1)
450____. 750 8.61(~16) 3.21 (1) 1,10 (3) 2,02 (5) 4, 50(5) 7.58(—1}
500.._._. 750 2,88(—16) 1.08 (7) 1.25 (2) 3.01 (4) 3.00(5) 7.58(-1)
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atoms in the upper atmosphere (Bates, 1948).
The rate of production of O('D) atoms at an
altitude, z, and for a solar zenith angle, 6, is given
by

Qe =n(03]2) | Fo)o) expl-uOIN (&)

where F_()\) is the incident flux, ¢(A) is the ab-
sorption cross section and p is the attenuation
factor,

«©

A) =a()\
#() 7 ) (R+2) cos 0

n(Q:] {y*+(R +2)" sin’8}*)dy, (5)

R being the radius of the earth. For the calcula-
tion of @, we have used the measurements of o()
by Metzger and Cook (1964) and we have sup-

10 T T T 1 T

Production of O('D),cm™3 sec™

o
7]
L

100 150
Altitude, km
Fioure 2—Dependence on altitude of the rate of produc-
tion of O(*D) atoms by photodissociation of O, for the

750° low Os model atmosphere with T,=4500K. Re-
sults are shown for several values of solar zenith angle, 6.

posed the solar ultraviolet flux to be that of a
black body at a temperature, 7,. The limited
data (Purcell, Facker and Tousey, 1960; Detwiler,
Garrett, Purcell, and Tousey, 1961; Tousey, 1963)
are consistent with a value of 4750K for T,. The
results shown in Figs. 2 to 5 are actually appropri-
ate to a sular temperature of 4500K, but they may
all be scaled to a temperature of 4750K by multi-
p.ying by a factor of 2.9, the loss of accuracy being
negligible.

Values of the production rates of O(*D) atoms
are shown in Fig. 2 for several values of 8. Since
the intensity of the red line at 6300 A ir the night
airglow is much less than that of the green line at
5577 A (cf. Chamberlain, 1961a) and since the red
line is emitted at a much greater altitude than is
the green line (Packer, 1961 ; Tarasova, 1963), it is
clear that scvere deactivation of the O(*D) atoms
must occur at the lower altitudes (Bates and

3
10 T T T T T T -
L 8=0 ———— 750 low 0, 4
m---- 750°MgNO, |
----- — 1000° high O,
0" _
@ - 4
-
=
‘-
SO pgei0"em® ~
£
o L
hd 810" cm? soc I Obsarved
[} -l === .s | ——
- e
w0 L A 1 4 1
0 20 40 60 80 100 120 140

6. degrees

Fiaure 3.—Dependence on solar zenith angle of the in-
tensity which results from the photodissociation of O,
with 7, =4500K. Results are shown for several atmos-
pheric models and several values of the deactivation
coefficient, 8. The upper limit imposed by Noxon's
(1963) observation is indicated.
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Ficure 4.—Dependence on altitude of the emission of
26300 which results from the photodissociation of O,.
The results are for the 750° low Oz model atmosphers
with 7', =4500K and g=10"1° ¢m,? sec™1,

Dalgarno, 1953; Seaton, 1954). Deactivation by
electron impact is negligible (cf. Bates, 1960), and
Bates and Dalgarno (1953) and Seaton (1958)
have argued that the deactivation probably occurs
in cellisions with molecular oxygen. With this
assumption, Wallace and Chamberlain (1959)
have derived from an analysis of auroral observa-
tions of the O, atmospheric band system a rate
coefficient, B8, such that

4X107!2 cm? sec™! <5< 107 cm?® sec™!.

Despite the fact that the mechanism does not
conszrve spin, it has been suggested that deactiva-
tion of O('D) by molecular nitrogen is comparable
in efficiency (DeMore and Raper, 1964) and, al-
though the arguments are not convincing, the
possibility cannot be excluded. Because the N,
density profile closely parallels the O, density pro-
file, the inclusion of N, deactivation would in-
volve no important modification of our subsequent
arguments and we shall largely ignore it.

" ey wEn

F1Gure 5.—Dependence on altitude of the zenith intensity
which results frem the photodissociation of O, The
results are for the 750° low O; model atmosphere with
T,=4500K and 8=10-1° ¢m? sec~?,

During the day, deactivation by electron impact
is still negligible but there occurs the pousibility
that O('D) atoms may be removed by resonance
absorption of solar radiation.

There appears to be only one allowed transi-
tion, the wavelength of which coincides with a
strong solar line, and that is the transition to the
0(2p*3s'D) state at 1152 A, the solar flux of A1152
being about 10° photons cm~? sec™! (Hinteregger,
1961; Hinteregger and Watanabe, 1962). Despite
the substantial flux and the wavelength coinci-
dence, the mechanism can be discounted because
the only allowed transition from the upper state
returns the atom to the original 'D state.

The probability that an O(D) atom at altitude,
z, will emit a 6300 A photon is given by

A Bn(0,)2)) ™
P(z)={l+ﬁ+——l—‘4“’m }
= (1.324+1.45X10’82(0s|2)} ", (6)

where A, is the radiative transition probability for
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the line of wavelength A (cf. Chamberlain, 1961b).
Values of p(z) are given in Table 1 for g=10"1
cm? sec™ .

The intensities of red line emission for a solar
temperature of 4500K and various values of the
deactivation coefficient, 8, are shown in Fig. 3 as
a function of solar zenith angle. The intensity
for an overhead sun varies from 433 kR in the ab-
sence of deactivation to 1.2 kR if 8 has a value of
10~ cm? sec™!, which is close to the maximum
possible for a thermal collision. Fig. 3 includes
also the intensities corresponding to two other
model atmospheres to show the lack of sencitivity
to the details of the number density distribution.

To determine 8 we note that Noxon (1963) has
reported that the intensity of the dayglow red line
at noon at Fort Churchill was less than 2 kR on
15 December, 1962, a result in harmony with an
observation of Wallace and Nidey (1964). .
Noxon was observing with the sun at a zer -
angle of about 80° it follows from Fig. 3 that, for
the low O; atmosphere with T(«)=750K,
B>1.7X1071 cm?® sec! if T,=4.50K and that
£>3.7X1071 ecm? sec™! if T,=4500K. If deac-
tivation in collisions with N; were si_nificant, the
implied upper limit on T, would be increased.

Bates and Dalgarno (1954) pointed out that
photodissociation in the Hartley continuum of
ozone is an intense source of O(*D) atoms below
100 km, and Cadle (1964) has predicted an in-
tensity of 2 kR for the resulting red line emission,
his calculations following Brandt (1958) in using a
value of 1072 em?® sec™! for 8. With either of the
two limits derived from Noxon’s observations, the
actual red line emission below 100 km must be
negligible.

Adopting a value of 107! cm? sec™! for 8, we
show in Figs. 4 and 5, respectively, the emission
rate and zenith intensity as functions of altitude
for a number of solar zenith angles.

4. IONIC RECOMBINATION

There is usually a good correlation between the
nocturnal intensity of the rud line and the critical
frequency of the F region (Barbicr, 1957; Barbier
and Glaume, 1962; Barbier, Roach, and Steiger,
1962; Carman and Kilfoyle, 1963; Barbier, 1964),
supporting the belief that the main excitation
mechanism is dissociative recombination, Origi-
nally the molecuiar ion involved was identified as

O3t but it is apparently now believed that NO+
is the major participant (cf. Wallace and Nidey,
1964). The proposed reaction

NOH+HX1Z+)4e—N(*8)+0('D) (7)

fails to conserve spin. We therefore concentrate
on O,* recombination as a source of O(*D) atoms.
The ionospheric and airglow data presented b
Barbier (1964) indicate that the rate of electron
removal in the nocturnal ionosphere exceeds th
rate of emission of 6300 A photons by a factor of
about 8, consistent with our suggestion that (7) is
not an important mechanism for O(*D) excitation.

The nocturnal intensity of the red line is be-
tween 50R and 100R (c.. Chamberlain, 1961a) anc
considerable daytime enhancement is to be ex-
pected. The calculations by Brandt (1958} wer-
bascd upon a simple sequence of ion-removal reac-
tions and his results were sensitive to the adopted
reaction rates. It is now clear that the actual
reaction paths in the iono: phere are much mor
complicated (Nicolet and Swider, 1963; Dalgarno,
1964a). Serious uncertainties remain, the conse-
quences of which can be largely avoided by assum-
ing that local equilibrium prevails between ion
production and removal rates, an assumption
which is valid below 300 km throughout most of
the day but fails at greater altitudes because of
the increasing haportance of diffusion.

The ion production rates, ¢(0+), ¢(N,*), anc
g(0,%) em~2 sec™! have been calculated for a wide
range of model atmospheres and solar zenith
angles by Dalgarno and McElroy (1964a) and
some of their results are reproduced in Fig. 6.

In order to estimate what fractions of the ions,
0", Nyt and 0., lead to (O'D) atoms, it is neces-
sary first to determine what fractions of the ions
O+*and N,* are converted to O;* ions or possibly
to NO+ ions. The fractions depend upon the
electron density distribution and we have adopted
the distribution measured by Brace, Spencer, and
Carignan (1963) in a quiet ionosphere and in-
cluded in Table 1. The intensity of the red line is
insensitive to the details of the adopted electron
density profile.

The reactions which remove N,* ions have been
discussed by Nicolet and Swider (1963). They ar

N:t+e—N'4+N” (8)
Nia+*+0,—N;:+0,* (9



P

RO

PLANETARY ATMOSPHERES 017

lon Production Rate, cm™® sec™'

- vy S oy
—-5‘\‘-§

=,
=
-

100 200 300
Altitude, km

¥16ure 6.—Dependence on altitude of the ion production
rates for the 750° low O 1nodel atmosphere.

N;+*+0-N,+0* (10)
N;*+0-NO*++N. (11)

The rate coefficient of (8) has been measured as
2X10°7 cm? sec™! (cf. Biondi, 1964) and of (9) as
2X1071 cm? sec™! (Fite, Rutherford, Snow, and
van Lint, 1962). Rate coefficients of 2X10~"
em? sec™! for (10) and (11) have been derived by
Norton, Van Zandt, and Denison (1963) and by
Whitten and Poppoff (1964) from ionospheric
daia. The analyses of ionospheric data iupose
arbitrary temperature variations on the rates of
the possible processes and the derived coefficients
have little quantitative significance. H. wever,
the measured concentrations of Nj* apparently
require that one or both of (10) and (11) be rapid
so we assume that each of them has a rate coeffi-
cient of 1X10™" cm?® sec™!, Since, in the atmo-
sphere, (10) is usually followed by

0+4-N;-»NO++N (12)
the distinction between (10) and (11) is unim-
portant for our purposes.

The Ot ions are removed by the ion-atom
interchange reactions, (12) ard

074+0,-0.7+0 (13)

(Bates, 1935). For our calculations we have
adopted a rawe coefficient of 1 X107 em?® sec™! for
both (12) ~nd (13) (Sayer: and Smith, 1964) but
the red line intensity depends only upon the ratio
of the rates ~f the two -eactions.
The ion, G.*, disappears by dissociative recom-
bination
02t +e—0'4+0" (14)

throughout the altitude region in which (14) migh?
provide a significant source of emission of the red
line. Thus, if f is the probability that (14) pro-
duces an O(*D) atom, the rate of production is

given by
amn(O)
1 apn(N,)
ain(Qq)
X [asn(e) +asn(02) + (a0 +an)n(O)] ™

+4(0%) 1+‘;"’;((§’;]— } (15)

Q: -f{q(Oz+)+q(N,+)[a-"(Oz)+

The reaction is energetically capable of producing
two O('D) atoms so that f may be as large as 2.
In Fig. 7 Q:(2) is shown £s a function of altitude
for several solar zenith angles with f taken equal
to 2. The results provide an upper limit te the
possible excitation rates consistent with the
adopted ultraviolet flux and reaction rates.
Because n(N,) is much greater than n(0,) in the
altitude region where q(O*) and ¢(O,*) ave com-
parable, the las. term of (13) is important cnly at
high altitudes where the production rates are
small. Thus the intensity of the red linc is insen-
sitive to the magnitudes of a;; and a;;. In con-
trast is the sensitivity to the relative values of as
and ay. Reaction (9) is an important source of
O,* ions at the lower aliitudes where the produc-
tion rates are large, whereas the sequence o1 (10)
followed by (13) is important oniy at hi,h salti-
tudes where the production of O('D) is sr:all.
Accordingly, we illustrate in Fiz. 7 only the sensi-
tivity to the ratio as/ay, the dashed curves of Fig. 7
arising when the vaiue of 2X107' cm? sec™! for
ay is replaced by zero so that most of the Ny* ions
disappear by dissociative recombination.
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Fioure 7.—Dependence or altitude of the rate of produc-
tion of O(1D) atoms by the dissociative recombination
of O,* for the 750° low O, model atmosphere.
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The possible additional source of O(*D) atorns
p:ovided * v the dissociative recombination of
O+ ({7)is .uown in Fig. 8 on the assumption that
every NO+ recorrbination yields an O('D) atom.
Theactual yieldis presumably much lessthanunity.

The rate of emission of 6300 A photons pro-
duced by dissociative recombination of O,* with
a;/a9= 103, aa/'am——-ag/au'--2>( 104, au/alg = 1, B=
10-Yem®sec™), and f=2isshown in Fig. 9. The
corresponding zenithintensities areshownin Fig. 10.

Fig. 11 shows the sensitivity of the predicted
intensities to the atmospheric model.

‘5. PHOTODISSOCIATION AND :ONIC
' RECOMBINATION

A ocomparison of Figs. 3 and 1Z, and 5 and 10
shows that the contributions of photodissociation
and of ionic recombination to the zenith intensity
of the red line may be comparable, depending
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upon the values of T, and f, but there are signifi-
cant differences in the variations with solar zenith
angle and with altitude. The zenith intensity has
been measured as a function of altitude by Zipf
and Fastie (1963) at Wallops Island on 7 May
1964 with the sun at a zenith angle of 60°. We
have attempted to reproduce the observational
data of Zipf and Fastie by combining the contribu-
tions of photodissociation, shown in Fig. 5, and of
ionic recombination, shown in Fig. 10, and regard-
ing the solar temperature, T,, and the excitation
probability, f, as disposable pacameters subject to
f<e.

Fig. 12 shows the best fits we have been able to
obtain by this procedure for three model atmo-
spheres. The results for the 1000° high O, at-
mosphere with T,=4660K and f=2 agree closely
with the observations, the total zenith intensity
being 4.8 kR of which 3.1 kR is due to photodisso-
ciation aud 1.7 kR to ionic recombination. The
corresponding intensities appropriate to a zenith
angle of 80° are, respectively, 2.7 kR and 1.0 kR,

4
10 T T v T ~T T

§=o0°

Production of O('D),cm3 sec”

| N (| n 1 s 1
100 200 300 400
Altitude, km

Fioure 8.—Dependence on altitude of the rate of produc-
tion of O(1D) atoms by the dissociative recombination of
NO* for the 750° low Og mode! atmcsphere,
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Freure 9.—Dependence on altitude of the emission of
A6300 which results from the dissociative recombination
of Os* for the 750° low O; model atmosphere.

the sum of which exceeds the upper limit of 2 kR
observed by Noxon (1963) at Fort Churchill at
noon on 15 December 1962. In order to be con-
sistent with an upper limit of 2 kR at 80° it is
necessary with the 1000° high O; model atmo-
sphere to adopt a solar temperature not greater
than 4580K, even with f=0. The results for the
other modzls shown in Fig. 12 lead to even greater
conflict with Noxon’s upper limit.

Temporal variations in the solar ultraviolet flux
in the neighborhood of 1216 A are small (Lindsay,
1963), and there is no evidence to suggest that
large variations occur in the flux at the longer
wavelengths of the Schumann-Runge continuum.
Ignoring the possibility of temporal change inT,,
we have determined the values of T, which give
the largest intensities at 60° consistent with the
upper limit of 2 kR at 80°. The intensities as a
function of altitude for the three mode! atmo-
spheres are shown in Fig. 13.  All of these models

Altitude, km

Ficure 10.—Dependence on altitude of the zenith in-
tensity which results from the dissociative recombination
of O,* for the 750° low O, model atmosphere.

lead to intensities which are markedly lower than
the Zipf and Fastie results. The situation cannot
be improved by using lower values of f and higher
values of T, because, with a deactivation coeffi-
cient, 8, of 107 cm? sec™?, the photodissociation
contribution is nearly independent of 0 as 6 varies
from 60° to 80°, as shown in Fig. 3.

There are also discrepancies in the detailed de-
pendence of emission on altitude, Zipf and Fastie
(1963) finding that the emission rate is 2.6 X10°
cm™3 sec ' from 120 km to 190 km, increasing
abruptly to 5.0%X10? cm™ sec™! from 190 km to
220 km. The dependence of emission on altitude
would be modified if the deactivation cu~fiicient,
8, were to change rapidly with increasing tempera-
ture. As Bates (1960) has pointed out, O(*D)
atoms produced by dissociative recombination ini-
tially possess considerable kinetié¢ energy so that
the effective temperature controlling 8 may be
higher than the ambient temverature. The effect
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Ficure 11.—Dependence on solar zenith angle of the
intensity which results from the dissociative recombina-
tion of O,* for several model atmosnheres with 8 =10-1°-
cm?sect and f=2.

is probably small since molecular oxygen is a
minor constituent at the altitudes of interest and
thermalizing collisions with the major constitu-
ents, O and N, occur more frequently than
deactivating collisions with Q.. A rapid change
of B with increasing altitude will not, in any case,
remove the discrepancy between the predicted
intensities of Fig. 13 and the observed intensities.
The discrepancy can more plausibly be attributed
to an additional exeitation mechanism.

6. FLUORESCENT EXCITATION

Bates (1948) and Chamberlain (1958) have
shown that resonance scattering of sunlight

O(*P)+16300—0('D) (16)
does not contribute significantly to the twilight-
glow in the red line and it follows from their calcu-
lations, but including deactivation, that the yield

in the dayglow does not exceed 20R.
Fluorescence through the sequences

O(CP)+A1304—0(%) (17,

0(8)—0('D)+2A1641, (18)
or

0(8)—0('S) 412325 (19)
followed by

0('S)—0(*D)+A5577, (20)

may be a more abundant source of dayglow red
line emission and incidentally of dayglow green
line emission also, for the atmosphere is optically
very thick in the triplet centered at A1304.

The intensity of 21304 has been measured by
Donahue and Fastie (1964) and by Fastie, Cross-
white and Heath (1964). If we assume a Doppler
width corresponding to a temperature in the re-
gion of 2000K for the line and a value of 4.010~¢
(Garstang, 1961) for the ratio of tiie transiiion
probabilities for the emission of A1641 and 21304
radiation, the measured intensities of A13C4 lead
to an estimate of the order of 100R for the red
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Ficure 12.—Comparison of the data of Zipf and Fastie
(1963) with the theoretical intensities at 6 =60° which
result from photodissociation and ionic recombination.
All three models use f=2 and =10~ ¢m? sec™?,
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Ficure 13.—Comparison of the data of Zipf and Fastie
(1963) with theoretical intensities at 6=60° due to
photodissociation and ionic recombination for models
which lead to an intensity of 2kRE at 6=80°. The
calculations assume f=2 and 8=10"1° ¢cm? sec™L.

line, an estimate which is consistent with the fact
that A1641 radiation has not been detected in the
airglow. The contribution of (19) and (20) is
much smaller because the ratio of the transition
probabilities for the emission of A2325 and A1304
is 1.6 X 1078 (Garstang, 1961).

None of the mechanisms discussed so far ex-
plains the great variability of the red line in-
tensity, discovered by Noxon (1964). The elec-
tron temperature is markedly higher than the
neutral particle temperature in the F region and
may well be very variable (Spencer, Brace and
Carignan, 1962; Brace, Sp.ncer and Carignan,
1963; Nagy, Brace, Carignan and Kanal, 1963)
and the energy source responsible may also be a
source of excitation of the red line.

7. ELECTRON IMPACT EXCITATION
7.} Thermal Excitation

It has been pointed out (Dalgarno, 1964b) that
a rise in the temperatinre of the ambient electron

gas will be accompanied by an enhancement of the
red line. 962)
and Brace, Spencer and Carignan (1963) have
presented the results of measurements of electron
densities and electron temperatures from several
rocket flights. If we assume that there is no
depletion of the high energy tail of the velocity
distribution, the associated red line emission rates
may be easily computed using rate coefficients
derived from Seaton (1956). The emission rates
and intensities as functions of altitude are shown
in Figs. 14 and 15 for a deactivation coeflicient
B=10"" ¢m3 sec™!.

In calculating the zenith intensities, it is neces-
sary to estimate the emission at altitudes above
those for which electron temperature and density
data are available. We have assumed chat the
electron gas is isothermal and in diffusive equi-
librium at these altitudes. The contribution of
the high altitudes to the overhead intensity is

'o‘ v 1 ] L | 1 ] v | ]

Emission of A6300,cm™ sec’
S

Altitude, km

F1Gure 14.—Dependence on altitude of the emission of
26300 which results from excitation by thermal electrons
for four measured profiles of electron temperature and
density (Spencer, Brace, and Carignar, 1962; Brace,
Spencer, and Carigna.., 1963. The results are for the
750° iow GOz model atmosp..ere with 8=10-1° ¢cm? sec™!.
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FiGure 15.—Dependence on altitude of the zenith in-
tensity which results from excitation by thermal elec-
trons for four measured protiles of electron temperature
and density (Spencer, Brace, and Carignan, 1962; Brace,
Spencer, and Carignan, 1963). The results are for the
750° low O, model atmosphere with 8=10-1° ¢cm?* sec™1.

about 30 percent for flight 6.02, 20 percent for
flight 6.01, 5 percent for flight 6.03, and 0.1 percent
for flight 6.04.

Flight 6.01 was fired from Fort Churchill on 16
March 1960, during spread F conditions and flight
6.04 was fired from Wallops Island on 3 March
1961, during quiet ionospheric conditions. The
red line intensities predicted for thermal excita-
tion are 4.1 kR and 0.79 kR, respectively. The
altitude profiles are markedly different, the emis-
sion rate for flight 6.04 peaking at 220 km and
decrecasing rapidly and that for flight 6.01 varying
little from 220 km up to at least 320 km.

Flight 6.04 provides an interesting contrast to
flight 6.02 which was fired from Fort Charchill on
15 June 1960, also during nuiet ionospheric condi-
tions. Flight 6.02 is actually very similar to the
spread F flight 6.01 with a predicted intensity of
4.9 kR and an emission rate varying little from
225 km up to at least 280 km.

Flight 6.03 was fired from Wallops Island on 3
August 1960, following a period of magnetic dis-
turbance. Below 250 km the results are similar
to those for the quiet ionosphere Wallops Island
flight 6.04. However, the 6.03 emission rate is
enhanced at greater altitudes, with a second maxi-
mum at 310 km and a relatively slow decrease
abeve this altitude. The predicted intensity for
flight 6.03 is 1.2 kR.

The daytime electron temperature is very sensi-
tive to small disturbances and it appears that the
intensity and the altitude dependence of the red
line may be still more sensitive. Thus an increase
of 10 percent in the electron temperatures meas-
ured on flight 6.04 would raise the predicted red
line intensity from 0.79 kR to 2.1 kR. The com-
bined profile due to such arbitrary thermal excita-
tion, to Schumann-Runge photodissociation with
T,=4610K and to ionic recombination with f=2
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Ficure 16.—Comparison of the data of Zipf and Fastie
(1963) with the theoretical intensity which results from
the combination of photodissociation with 7', =4610K,
ionic recombination with f=2, and electron excitation
given by the profile calculated for flight 6.04 enhanced by
a factor of 2.7. The theoretical results are for the 750°
low O; model atmopshere with g8==10-1° cm? sec™t,
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is in harmony with that observed by Zipf and
Fastie (1963), as Fig. 16 demonstrates. This
model reconciles the observation of Zipf and
Fastie with Noxon’s (1963) upper limit on the
intensity at Fort Churchil! if we assume that elec-
tron impact excitation was negligible at the time
of Noxon’s measurement.

The very high intensities of the order of 40 kR
ol.served by Noxon and Goody (1962) and by
Jarrett and Hoey (1963) can be ascribed to ther-
mal excitation by electrons with a temperature in
the region of 4000K. Such high temperatures
have been detected, but only occasionally, on
Explorer XVII (Brace and Spencer, 1964) and it
is significant that very intense red line emission is
also a rare phenomenon (Noxon, 1964).

The Explorer XVII data show an early morn-
ing maximum in the electron temperature (Brace
and Spencer, 1964), related presumably to the
dawn effect (Dalgarnc and McElroy, 1964b), and
an early morning enhancement of the red line may
be a regular feature of its diurnal variation.

Satellite observatiuns (Willmore, Henderson,
Boyd, and Bowen, 1964 ; Brace and Spencer, 1954)
show that the electron temperature remains higher
than the neutral particle temperature during the
night. The temperatures are usually too low to
give rise to significant thermal excitation and the
intensity associated with the nocturnal rocket
flight 6.05 of Brace, Spencer and Carignan (1963)
was a fraction of a rayleigh. However, the energy
source associated with the heating of the electrons
may contrihute directly to excitation of the red
line and it 1s interesting to note that Barbier
(1964) has suggested that about 20R of red line
emission is not directly correlated with the normal
ionospheric parameters.

A similar effect may occur during the day.

7.2 Non-Thermal Excitation

A major source of heat during daylight exists
in the fast photoelectrons produced by photo-
ionization by solar ultraviolet radiation. The
photoelectrons lose energy through a complicated
sequence of collision processes, one of which is
electron impact excitation of atomic oxygen to the
O('D) state (Hanson and Johnson, 1961; Hanson,
1963; Dalgarno, McElroy and Moffett, 1963;
Dalgarno, 1964b). The resulting altitude profile

will be similar to that derived for thermal excita-
tion and the intensity may be of the order of a
kilorayleigh in which case the importance of ther-
mal excitatiol. in the interpretation (Fig. 16) of
the observed profile (Zipf and Fastie, 1963) must
be correspendingly diminished.

8. CONCLUSIONS

Noxon’s observation that the intensity of the
red line at a zenith angle of 80° is less than 2 kR
places severe restrictions upon the contributions
from photodissociation of molecular oxygen and
from recombination of molecularicns. It appears
necessary that the deactivation coefficient for col-
lisions of O('D) atoms with O, be as large as 10~
cm? see”™!, and that the solar flux in the region of
1450 A be less than the reported values. Then
the contributions of photodissociation and of ionic
recombination vary from at most 3.4 kR for an
overhead sun to at most 1.2 kR for a zenith angle
of 90°.

It is difficult to reconcile the limit placed by
Noxon with the altitude profile measured by Zipf
and Fastie without postulating an additional ex-
citation mechanism effective at high altitude.
The additional mechanism may be impact excita-
tion by photoelectrons or it may be thermal ex-
citation by hot electrons. The latter source can
tentatively be identified as that responsible for
the observed variability of the dayglow intensities.
The dayglow red line may therefore provide a
means of monitoring the electron temperature and
thereby of gaining information about temporal
variations in upner atmosphere energy sources.
A search for correlations between simultaneous
measurements of the red line and the electron
temperature would be instructive.
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A LATITUDE SURVEY OF THE NIGHT AIRGLOW*

T. N. DAVISt AND L. L. SMITH}

A four-color turret photometer has been used for shipboard observations of the night airglow
and the aurora. Zenith observations have been obtained during 1962 close to the 70°W meridian
from the northern auroral zone to the Antarctic pack ice. Most of the observations were taken
during the Southern Winter.

Maximums in the [OI] 5577A intensity were found near 30-40°N and 40°S, with the Southern '
Hemisphere level being generally lower than that in the Northern Hemisphere. The {01} 6300A
latitudinal variation was similar to tha. of [OI] 5577A except that maximums in the latitudinal
distribution were found near 13° geomagnetic north and south latitudes. In contrast with the
[OT] einissions, the sodium group (NaD doublet and OH bands near 5893A) generally increased to
the south with maximums near 20-30°N and 40-50°S geographic latitude. The total 5340A back-
ground increased from north to south. When the integrated starlight and zodiacal light com-
ponents were subtracted from the total background, the resultant terrestrial component showed a
pronounced minimum at low latitudes and apparent symmetry about the geomagnetic equator.

I. INTRODUCTION

Phot~metric observations of the aurora and the
night airglow made aboard the U.S.N.S. Eltanin
during the period March/November, 1962. The
Eltanin departed from New York in late March
and moved northward into the Laborador Sea
where photometric observations of aurora were
made on four nights After returning to New
York, the Eltanin departed on May 24 on a trip
southward and arrived in Valparaiso, Chile on
June 27. Clear skies existed throughcut most of
this cruise and useful airglow observations were
obtained on 17 nights. In the period Julyy
November 1962, the Eltanin made several cruises
southward from Valparaiso and useful observa-
tions (during clear, moonless dark hours) were
obtained on 36 nights. See Figure 1 for the posi-
tions of the Eltanin when the observations were
made.

Observations wer2 made in four narrow wave-
length bands centered near 5577, 6300, 5893 and

*Publivhed in the Journal of Geophysical Research, T0(5):1127-1138,
Mareh 1, 1965.

tGoddard Sp.ace Flight Center and University of Alaska, College,
Alaska

{Frits Peak Observatory, National bureau of Standards, Boulder,
Colorado.
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5340A with a turret photometer built by the
Fritz Pegk Observatory following a design by
Purdy, Megill and Roach (1961). This instru-
ment has a 5° diameter circular field of view and
was mounted on a free swinging gimbal to assure
observation of the zenith. The gimbal mount
was effective in reducing the effect of the ship’s
motion to the extent that the photometer axis
pointed to within 5° of the zenith throughout most
of the observations. Observations at a given
wavelength were obtained at 5 minute intervals.

The two-color method (Roach and Meinel,
1955) was applied to the 5577, 6300 and 5893A
observations in an attempt to remove the con-
tributions due to airglow continuum, zodiacal
light, and integrated starlight; the method in-
volves subtraction of these contributions as
determined by observation through the 5340A
filter. Details of the data reduction and calibra-
tion procedures together with tabulations of the
results are given in a limited circulation report
(Davis and Smith, 1964).

A complication to the deterinination of the
intensities of the [OI] 5577, [OI] 630G and NaD
5893 A emissions arises due to contamination from
nearby OH band emissions. Figur 2 shows the
filter transmission characteristics and wavelengths
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Fiaure 1.—Location of the Eltanin on nights when useful
nighttime observations were made.

of the [OI] and NaD (doublet) emissions. A
correction to the [OT] 55377 A intensity is requircd
due to the presence of the OH [7/1] band emis-
sions with the band head at 3562A. Using es-
timates of the mean zenith intensities of the OH
5562A and [OI] 5577A line emissions given by
Roach (1956), 15R and 250R, respectively, or
measurements by Krassovsky, Shefov, and Yarin
(1962) together with the known transmission
characteristics of the 5577A filter, it is estimated
that on the average approximately 90 percent of
the intensity remaining after correct’on for con-
tinuum sources is due to the [OI] 5577A emission.
Although the 6300A filter is quite narrow, con-
taminatic from the OH (9/3) band with band
head 1.car 6256A is sigrificant. Based on data
given by Chamberlain (1961, pp. 555/557) the OH

contribution through the 6300A filter is estimated
to be in the neighborhood of 10 to 20 Rayleighs.
At low levels of [OI] 6300A emission encountered
during some of the measurements described below,
the OH contamination is especially severe. Seri-
ous contarnination also oce-'rs through the 5893A
filter as a result of the OH (8/2) band near 5386A.
The NaD and OH emissions can covary (see
Chamberlain, 1961 p. 517) and it is estimated that
approximately 70 percent of the line and band
emission measured through the 5893 A filter is due
to the NaD doublet at 5890/5896A. Since the
observations reported here are obtained over a
wide 1unge of latitude, it must be recognized that
there is much uncertainty about the OH con-
tributions. Hence, no attempt has been made to
correct the results presented below for OH
contamination.

Il. RESULTS

Several types oi variation occur in the night
airglow; these types include latitudinal variation,
seasonal variation, diurnal variation, nightly vai-
ation and possibly also effects produced by high-
altitude explosions. Considering the nature of
the data taken so far aboard the Eltarin/ it is
impossible to completely separate the different
types of variation. An additional complication
arises from inhomogenieties of the data, since on
some nights complete cbservations are obtained,
while on others, as little as only an hour of
observation may be available.

i, A. Variation of [Ol] 5577A
A. 1 Night-to-night and Diurnal Variations

The observations show two categories of diurnal
variation in 35577A. One type, illustrated in
Figure 3A, is one in which little variation in the
3577A intensity occurs during the middlc of the
night. In the second category are those nights in
which an enhancement occurs during some part of
the night ; see Figures 3B and 3C. Evidently the
time at which the enhancement occurs is random,
since averaging ove" a number of nights (Figure
4A) yields a nearly constant level of 5377A
emission throughout the night. The data do not
indicate any lat..ude dependence of the character
of the diurnal variation, although the quantity of
data is not sufficient to rule out such a dependence.



R

928 PUBLICATIONS OF GSFC, 1964: 1. SPACE SCIENCES
80
g 6300A 1
5562 -5093A
80 A m .
*
% 8 58064 .
g 40r -S577A -
[ L 340A -
&
¢
20F .
i A L J. 1 o T— |
052 054 056 058 060 062 064

WAVELENGTH IN M:CRONS
* Fioure 2.—Transmission churacteristics of the interference filters and locations of line emissions near the filter peaks.

A. 2 Latitude and Seasonal Variations

Figure 5A shows a plot of the nightly average
and nightly range of hourly averages of 5577A
intensity versus date. The variations here are of
several types: latitude, nightly, and seasonal.
The same data are plotted in Figure 5B against
latitude and those taken durirg a limited period,
May 24/September 1, 1962, sre plot! “d similarly
in Figure 5C. An attempt to climinate part of
the nightly variation is shown in Figure 5D,
which is compiled by taking the averages of all
data in 10 latitude-degree groups. Figures 5C and
5D provide the best indication of both the seasonal
and latitude variation in 5577A intensity. The
northern hemisphere data are obtained over a
chort period of time (May 24/Junc 2) and there-
yore include only diurnal, nightly and latitudina’
variations. These types of variation cannot be
separated comp'etely, however Figures 5C and
3L indicate the possibility of a latitudinal maxi-
mum near 30/40° geographical latitude and de-
creasing intensity as the eqator is approached.
Moviug southward from the equator, there is
soms increase in the average intensities (Figures
5C and 5D) with a weak maximum occurring near
geographic latitude 40°. There appears to be a

definite decrease in the 5377 A airglow level 1o the
south as far as 65° geographic latitude where the
observations end. The data are consistent with
a seasonzl variation in which there is a maximum
summer and minimum in winter.

Il. B. Variation of [Ol] 6300A
B. 1 Night-to-night and Divrnal Variations

Unlike the [OI] 5577A, the {OI] 6300A emis-
sion shows a definite variation through the night.
The well-known post-twilight decay and the lesser
predawn increase are evident in the data taken at
all latitudes; see Figure 4B. A nightly variation
occurs in [OI]) 630CA ; for the most part it appears
¢s an over-all change in the level of the emission
ti rough the night.

The only exception occurred v.hen the Ellanin
was near the equator. On the two nights shown
in Figure 6, and possibly cn a third, an enhance-
ment in {OI) 6300A developed in the huurs near
midnight. These monochromatic enhancements
may be related to the intertropical red arcs
described by Barbier, Weill, and Glaume (1961);
howevei, the enhauc~nent is relatively small and
apparently restricted mn time to the hours near
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Fioure 3.—A) Example of a night of relative quiet in the
airglow variationa (plot of hourly averages); B) an. C)
ere examples of active variations in 5577A.

local midnight. Although the midnight cuhance-
ments observed on June 2 and 6, 1962 may not be
related to the intertropical red arcs, the zones
where the intertropical red arcs appear coincide
with the positions of the two maxima on the curve
of Figure 7C. ‘There is much similarity between
the observed latitudinal distribution of 6300A in
the region within 30°N and 30°S magnetic latitude
and the F region elictron content per vertical
column by Duncan (1960). In this calculation,
he assumed an initially uniform electron distribu-
tion to be modifieu by electrodynamic lift and
subsequent settling down the j;eomagnetic field
lines, Since it has been fouad that the intewnsity
of the 6300A emission is approximately propr-
tional to the maximum electron density in the F2
region (Huruhata et al., 1959), it appears possible
that the processes described by Duncan may

contribute to the observed 6300A uistribution in
the tropic regions.

B. 2 Seuconal and Latitudinal Variation

The diagrams showing all data versus latitude
(Figure 7A), Southern Hemisphere Winter versus
latitude (Figure 7B) and 10-lati..1de-degree aver-
ages (Figure 77) show generally Ligher intensities
in the Northern Hemisphere and thus may in-
dicate a seasonal variation oi {OI]) 6300A similar
to that of [OI] 5577A; namelr. a maximum in
summer and minimum in wintes. Maximums in
the latitudinal distribution of intensity appear
near the equator at approximately 15°N and 15°S
geomagnetic latitude.
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Fiaure 5.—Nightly average and range of hourly average
of 5577A: A) versus date, B) all data versus latitude,
and C) for data taken May 24 to September 1, 1862,
D) ten-degree latitude averages versus latitude, all data.

Another representation ~f the [C1] 6300A data
is shown in Figure 8, where the obser s.ons are
plotted against latitude and local time ar ~ ‘hen
used to compile isophotes 2f zenith intensity.
This diagram is suggested by a simila. one by
Barbier (19¢1) and should be comparea with it.

The intensity ratio 6300A/5577A obtained
from individual airglow observation.. is highly
variable; ratios averaged over a night s observa-
tions range between 0.09 and 0.67. The average
ratio of the observations in the region 30/60°S
is 0.25.

1. C. Voriation of the NaD group

As mentioned previously, the 5893 A filte1 passes
both the NaD doublet centered near 5893A and
OH emissions including the OH (8/2) emission at
5886A. These emissions will be referred to here
as the sodium group. The sodium group intensity
remains relatively constant on a given night and
the average diurnal variation curves, Figure 4C,
indicate little or no regular variation through the
night.

Plots of the sodium group variat :ns versus
latitude (Figure 9), show a trend toward higher
intensities goin~ from north to south. Superim-
posed on this trend are irregularitiez  maximum
appeers near 20/30°N, and there . a minimum
centered near 0/10°N. Another m‘. ‘mum may
ex.st near 10/20°S, and relatively high irtensities
are observed over the latitude range 30/77°3.
The inten-ities observed between 58 and 65°S are
relotively low. Ovecrall, the variation with lati-
ode of the sodium group intensity is somet.? at
less than that of the [OI] 5577A aid 6300A
emissions. The observed sodium group .nten-
sities are consistent with a seasunal variation in
which there is a maximum in winter and minimum
in summer.

il. D. Variation of the Background near 5340A

Except for som.e evening twilight contamination
or post-twilight enhancement, the background
near 5340A averaged over all data remained
relatively constant through ti.e night; see Figare
4D. The total background near 5340A, shows a
general increase from noith to south. This total
background includes components from integrated
starlight, zodiacal light and airglow continuum.
Using integrated starlight intensities given by

- RN VNS
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Fieure 6.—Nights on which enhancements in 6300A occurred.

Roach and Megill (1961) and zodiacal light in-
tensities from Roach and Smith (manuscript in
preparation) the contribution of these components
to the total background is determined and dis-
played in Figure 10. The background component
due to airglow continuum is obtained by subtrac-
tion and is also shown in Figure 10. The airglow
continuum determined by this method shows a
pronounced minimum at low latitudes and ap-
pears to be fairly symmetrical about the goemag-
netic equator. For comparison, one-year average
values of the airglow continuum obtained by
Roach and 8mith for two airglow observatories,
Fritz Peak, Colorado and Haleakala, Hawalii, are
indicated on Figure 10 by the numbers 1 and 2,
respectively.

II. E. Auroral Zone Observations

Limited observations of auroras were made
during March and April 1962 at the northern
auroral zone, however high seas and partial cloudi-
ness during the period of these observations de-
tract from their value. Bright auroral forms
were observed in the zenith during part of the
observations; 5577A intensities ranged up to
92kR, those of 6300A ranged up to 1.8kR.
Although the results may not be meaningful,
intensities of the sodium group were not much
greater than that observed in the airglow (see
Figure 7).

One interesting aspect of the auroral observa-
tions is the behavior of the average [OI] 6300/5577
ratio. Individual values of the ratio varied be-



v

el
Ge

<,

EIRC R

IV AR St s L ey L

932 PUBLICATIONS OF GSFC, 1964: 1. SPACE SCIENCES

A6300 NIGHTLY AVERAGES
ALL DATA

AL T

A

| S U N | S S W

AG300 NIGHTLY AVERAC<S
SOUTHERN WIN'ER 1962
(MAR. 24 - SEP.J

0 % &
Qeowamemc 20 30 @ 99 &
LATITUDE

Fiaure 7.—Nightly average and range of hourly averages
of 6300A: A) for all data and B) for data taken May 24
to September 1, 1962. C) ten-degree Iatitud%_verages

-

versus latitude for all data. 3

tween 0.007 and 0.5, with the ratio decreasing
with increasing 5577A and 6300A intensity: see
Figure 11. The higher values of the ratio tend to
occur in the hours before midnight, and the lower
values after midnight. The tendency for the
6300A/557TA ratio to decrease with increasing
5577A intensity may be due to electron deactiva-
tion of the oxygen 'D level in the. brighter
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Figure 8.—Isophote map giving zenith intensity of 6300A
in rayleighs as derived from the Eltanin observations
during Southern Winter 1962. The dashed lines A-A’
indicate possible arc-like zones of enhanced radiation.
(Compare with Barbier, 1961)

auroras (Chamberlain 1961, p. 315). Also, molec-
ular deactivation of the 1D level by collisions with
O. may be responsible for the results shown in
Figure 12 if the brightening of 5577 A is associated
with increasing auroral exitation at low altitude in
the post-midnight hours.

Il SUMMARY AND DISCUSSION OF RESULTS

While it is not possible to separate completely
the types of variations which influence the results
obtained here, these results are compatible with
the diurnal, seasonal, and latitudinal variations
shown in Table I in summary form. As indicated
in the right-hand column of Table I, the observa-
tions may bz interpreted as suggesting either a
rather general seasonal variation or a pronounced
hemispherical effect. One aspect of the observa-
tions which is evident in the various diagrams but
which is not indicated in Table I is the sizable .
nightly variation observed in each of the airglow
components. A comparison of these nightly vari-
ations with the global magnetic activity index Kp
did not reveal any connection. However, it is
interesting that the results of this study do suggest
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Ficure 9.—Nightly average and range of hourly averages
of the sodium group (NaD 5893A and OH): A) for all
data and B) for observations taken May 24 to Septem-
ber 1, 1962. C) ten-degree latitude averages versus
latitude, all data.

that the latitucinal distribution of intensity of
some airglow ~missions may be influenced by the
configuration of the geoniagnetic {eld.

The diurnal and rightly variation of 5577A
observed on the Eltanin in 1962 is somewhat less
that thai observed in previous years on the Soya
(Nakamura, 1957 and 1959). Assuming t .at the
calibrations are correct for each set of data, the
Eltanin observati.ns show lower absolute 5577A
intensities as well. Two differences exist in the
conditions under which these sets of data were
obtained: the observation aboard the Soya were
made during southern summer and during a
period of high solar activity whereas the Eltanin
observations were made near a minimum in the
solar cycle and during southern winter.

Several factors affect the accuraey of the results
reported here. One is the uncertainty in the
absolute calibration of the comparison source.
Another is the problem of OH contamination,
which is discussed above. Since the observed
5577A intensities in the southern hemisphere are
low, somewhat more than 10 percent of the 5577A
intensities reported here may be due to OH. If
it is assumed that the NaD and OH emissions
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Fiaure 10.—Ten-degree latitude averages of the 5340A background: A) total background, B) the component due to
integrated starlight and sodiacal light as computed by Roach and Smith (private communication), and C) the airglow
continuum component determined by subtracting curve B from curve A. The point labeled (a) represents the one-year
average airglow continuum obtained by Roach and Smith for the Fritz Peak Observation (geographic latitude 40°,
geomagnetic latitude 50°) and the points labeled (2) are the same for the Haleakala Observatory (geographic latitude

20°, geomagnetic latitude 10°),
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Ficure 11.—The zenith intensity ratio 6300A/5577A
plotted against the zenith intensity of 5577A in the
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auroral zone aurora.

co-vary, then, at all times, approximately 70
percent of the sodium group intensity observed

through the 5893A filter is due to NaD 5893A.
It has been found during these observations that
these observations that the 2-color method is not
a completely satisfactory means of eliminating the
astronomical and airglow continuum components
from the observations. In using that method it
has been assumed that a single proportionality
constant relating the contaminants to the 5340A
intensity is applicable at all observed light in-
tensities. Observations made during periods of
relative stability in the level of the various airglow
emissions and in which the astronomical com-
ponent varied (for example, passage of the Milky
Way over the photometer) indicate that the
proportionality constant for each wavelength was
too low to correct for the astronomical component.
On the other hand, if one adopts proportionality
constants of sufficient size to give a complete
correction when the astronomical components are
large, an obvious over-correction occurs at other

TABLE I.—Summary of Eltanin Airglow Observations

Fmission

Diurnal Variation

Latitudinal Variation

Seasonal Variation
{or Hemispherical Difference)

{01
A5577

No regular diurnal variation
irregular activity (sometimes
monochromatic) on some
nights.

Apparent maximum near 30-
40°N, decreasing to minimum
near equator, then gradual
increase to maximum near
40°8. Decreasing intensity
southward as far as 65°S.

[01]
6300

Common post-twilight and pre-
dawn variations persist at all
latitudes. Monochromatic
enhancement observed at
local midnight near equator.

Apparent maxima near 15°
geomagnetic north and south.

Compatible with maximum in
summer and minimum in
~inter, (Or if no such general
seasonal variation, the inten-
sities are greater in the north-
ern hemisphere than in the
southern hemisphere).

NaD+
OH near
25893

No diurnal variation evident.

Apparent maximum near 20-
30°N. Shallow minimum
near 0-10°N. Irregular in-
crease southward to maximum
near 40-50°S and decreasing
from 55°S to 65° south.

Compatible with minimum in
summer and maximum in
winter. (or, as above, higher
relative intensity in the
sout!.ern hemisphere).

Background
near
A5340

Possible post-twilight enhance-
ment, otherwise no regular
diurnal variation.

Relatively steady increase of total background from 40°N to 65°S.
Astronomical components maximize in equatorial region; airglow
co.atinuum lowest in equatorial region with apparent
symmetry about geomagnetic equator.
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times (the line emission intensities become nega-
tive). Consequently, the 2-color method, as used
here, must be considered as a very crude means of
correction for the atmospheric continuum and
astronomical backgrounds. Despite the various
uncertainties which influence the absolute values
of the emissions reported here, the trends sum-
marized in Table I appear to be real in that they
appear in the data prior to and after the applica-
tion of any corrections.
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THE UPPER ATMOSPHERE OF JUPITER*

S. H. GRO~"t AND S. I. RASOOL}

The properties of the upper atmosphere of Jupiter have been theoretically investigated. The
vertical temperature profile in the atmosphere above the clouds and the structure of the ionosphere
have been computed for two different model atmospheres: Model I corresponds to a H/He mixing
ratio of 20 : 1 by volume (Urey, 1959), and Model II has a H/He ratio as low as 0.03 : 1 (Opik,
1962). Assuming that the atmosphere of Jupiter above the clouds is in radiative equilibrium, the
temperature distribution in the upper atmosphere of Jupiter has been computed. With a cloudtop
temperature of 153° K and the total optical thickness of the atmosphere in the far infrared of
0.66, the radiation emitted by the planet is 3.1 X104 ergs cm™2 sec™!. This value of radiz‘ion flux
is about four times higher than the solar flux received by Jupiter. The equilibrium distribution
of electron denpsities in the ionosphere of Jupiter has also been calculated. The maximum electron
densities of ~10¢ electrons/cc are found to occur at the altitudes of 220 km and 110 km above the

cloudtop for the two model atmospheres.

INTRODUCTION

Revived interest in planetary astronomy has
provided us with a considerable amount of new
data on the temperature, pressure, and composi-
tion of the upper atmosphere of Jupiter. These
data may now be used to derive coherent and
satisfactory models of the structure of the Jovian
atmosphere.

In this paper we first derive the two extreme
model atmospheres for Jupiter which are consis-
tent with the available data on the relative abun-
dances of gases on the planet. We then derive
the thermal structure of the vpper atmosphere of
Jupiter for these two extreme cases, and study the
formation of an ionosphere due to the photo-
ionization effect of the solar ultraviolet radiation.

MODELS OF THE JOVIAN ATMOSPHERE

Based on the recent observational evidence, the
following assumptions have been made regarding
the composition, temperature, and pressure in
the Jovian atmosphere.

Composition and Pressure

The atmosphere of Jupiter, above the clouds,
contains 150 m-atm of CH, and 7 m-atm of NH;

*Published in Jcarus, 3(4):311-322, November 1064,
tAirborne Instruments Laboratory, Long Island, New York.
$Goddard Space Flight Center, and New York University, New York.
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(Kuiper, 1952). Recently Spinrad and Trafton
(1963) estimated the pressure at the cloudtops to
be ~3 atm. This pressure value indicates that
the amounts of CH, and NH; quoted above would
account for less than 1 percent of the total atmos-
phere of Jupiter, indicating that more than 99
percent of the atmosphere may be coriposed of
hydrogen and helium with, perhaps, sc me traces
of neon (Gallet, 1962).

The exact abundances of hydrogen «-\d helium
in the atmosphere of Jupiter are, at tne present
time, a subject of considerable controversy
(Kuiper, 1952; Urey, 1959; Opik, 1962; Spinrad
and Trafton, 1963; Foltz and Rank, 1963). The
controversy lies in the quantitative interpretation
of the quadrupole lines of molecular hydrogen
observed in the high dispersion spectra of Jupiter
(Kiess, Corliss, and Kiess, 1960; and Spinrad and
Trafton, 1963). The estimates of the amount of
H; present in the atmosphere of Jupiter above the
clouds vary from 5.5 km atm (Zabriskie, 1960) to
~200 km atm (Foltz and Rank, 1963).

For the calculations of the structure of the
upper atmosphere of Jupiter, therefore, two ex-
treme models for the composition have been con-
sidered. In the first, the hydrogen/helium ratio
by volume is 20:1 (Urey, 1959), while in the
second, it is as low as 0.03:1 (Opik, 1962). The
mean molecular weight of the atmosphere of
Jupiter above the clouds in these two models
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would be 2.2 and 3.95. respectively. The pressure
at the cloudtop, for both cases, has been assumed
to be ? atm.

Temperature

Murray and Wildey (1963) have recently re-
ported a temperature of 128° K measured in the
8-12 4 atmospheric “window,” confirming the
older measurements (Menzel ef al., 1926) which
gave a value of 130° K.

Estimates of the temperature at the Jovian
cloudtop have also been made by measuring the
radiation emitted by the planet in the microwave
regions. Thornton and Welch (1963), from their
measurements made at A=8.35 mm, estimate a
cloudtop temperature of 144+23° K. Radio-
brightness temperatures at cm wavelength regions
are contaminated with nonthermal radiation from
the planet and therefore cannot be used for a
reliable estimate of the cloudtop temperatures.

Because of the presence of 700 cm-atm of NH,
in the atmosphere of Jupiter (Kuiper, 1952), the
levels in the atmosphere to which the infrared
and the microwave measurements refer are not
reliably known. NH, has a strong absorption
band in the 8-12 u interval and therefore the
temperatures obs: « ¢! in the infrared may corre-
spond to a level high up in the atmosphere. At
A=8.35 mm the absorption due to NH, is much
less, and therefore the level to which the tempera-
ture measured at this wavelength would refer
may be deep in the atmosphere and near the cloud
level.

Several authors (Opik, 1962; Kuiper, 1952;
Gallet, private communication) have given esti-
mates of the cloudtop temperature: on the as-
sumption that the clouds are composed of NH;
crystals and therefore they are in phase equilib-
rium with the amount of NH, vapor above. On
this basis, Opik has suggested a temperature of
156° K at the cloudtop.

VERTICAL DISTRIBUTION OF EMPERATURE

In order to calculate the vertical distribution
of temperature above the clouds, it is assumed
that the atmosphere is in radiative equilibrium.
With the Eddington’s approximation and assum-
ing a frequency-independent absorption (gray
atmosphere), the equation of radiative transfer
gives the following expression for the distribution

of temperature with “ltitude:
TA=TA3+ir). (1)

Here T, is the temperature at any level 2z, T, is
the effective blackbody temperature of the planet,
and 7, is the average infrared optical thickness of
the atmosphere above the level z.

In the case of Jupiter, it is assumed that z=0
at the cloudtop where 7,=7,=the total optical
thickness of the atmosphere above the clouds.

The absorption in the infrared is due tn NH;
and CH, In Fig. 1 is shown the absorption
spectrum of NHj, for the wavelengths hetween 7
and 60 u, based on the band intensities for the
vibration-rotation bands of », and », and the line
intensities of the rotation lines recently tabulated
by Gille (1964). The absorption has been com-
puted for a mean pressure of 1.5 atm and a mean
temperature of 150° K for the total amount of
NH; of 7 m-atm (Kuiper, 1952). The only
absorption band of CH, which is significant in this
spectral interval is the 7.7-u vibration-rotation
band, and for the measured amount of 150 m-atm,
the atmosphere of Jupiter is completely opaque:
in this spectral interve.l.

The absorption for the total amounts of NH,
and CH, in the atmosphere has been folded into
the 150° K blackbody energy curve and the net
energy emitted is shown as the dashed line curve
in Fig. 1. The mean transmittance of the Jovian
atmosphere over the entire spectral region is 52
percent, giving the total optical thickness of the
atmosphere 7,=0.66.
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Fioure 1.—Transmission of infrared radiation through
the Jovian atmosphere, composed of 150 m-atm of CH,
and Tm-atm of NH, at 150°K.
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Above the cloud level, the opacity (r,) will, at
any level z, be giver by

T:=Te ""Hr (2)

where H is the atmospheric scale height in km,
and z is the height in km above the clouds.

We now assume that the 128° K temperature
measured by Murray and Wildey (1963) refers to
a level high up in the atmosphere where the
optical thickness of NH; in the 8-12 u spectral
interval has decreased to a value of unity. At
this level the total optical thickness of the atmos-
phere above will be <0.1. We therefore solve
Eq. (1) for T, putting T,=128° K and 7,=0.
The effective temperature of the planet thus calcu-
lated is 153° K. Equations (1) and (2) are now
combined to obtain the temperature profile of the
atmosphere above the clouds.

For the total optical thickness of 0.66, the
cloudtop temperature is also found to be 153° K.
For the vertical distribution of the temperature,
calculations have been made for the two model
atmospheres and the results are shown on the
left-hand side of Fig. 2.

From this figure it may be noted that the 128°
K temperature measured by Murray and Wildey
corresponds to the level of 35 or 70 km, depending
on which model is being considered. Thi, is
consistent with the fact that Murray and Wildey
observed a very slight limb darkening, which de-
notes the existence of a very small temperature
gradient at these levels.
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Fiauxe 2.—The vertical distribution of temperature in the
atmosphere of Jupiter above the clouds for the two
model atmospheres,

Also to be noted is the probability that the
effective temperature of the planet Jupiter may
be about 153° K and not 102° K. The latter
should be the effective temperature if the planet
were in radiative equilibrium with the incoming
solar radiation. The total flux radiated from
Jupiter, for an effective temperature of 153° K,
is 3.1 X10% ergs cm~% sec™’. The incoming radia-
tion flux from the Sun .or a Jovian albedo of 0.47
is, however, cnty 0.8 X 10* ergs cm~? sec™!, The
difference of 2.3X10* crgs cm~2 sec™! is probably
the radiation being emitted from the interior of
the planet.

A rongh estimate of the gravitational potential
energy released by Jupiter (3M?*G/5R, where M
and R are the mass and radius of the planet)
indicates that if this energy were uniformly dis-
tributed over a period of 10! years, the present
flux from the interior of the planet could be as
high as 3.2 10% ergs cm~2sec™!. The rate of the
release of energy due to the gravitational con-
traction of the planet has certainly not remained
uniform over this length of time, and the lumi-
nosity of the planct is probably much less now
than in the earlier period of the planetary history.
Our calculations indicate that if the present rate
of radiation from the interior of the planet were
only 1/12 of its average value, the relatively
higher temperatures observed in the atniosphere
of Jupiter could be explained by the release of
energy due to the gravitational contraction.

In the higher atmosphere of Jupiter, the tem-
perature profile is modified by the deposition of
the solar untraviolet energy. We shall therefore
assume that the isothermal region extends only
up to a level defined &s the “mesopause.” Above
this level the absorption of solar ultraviolet radia-
tion by hydrogen and helium is very significant
and part of the energy deposited at that level will
heat the atmosphere above the isothermal value
of 128° K. This increase in temperature in the
“‘exosphere” gives rise to a positive temperature
gradient and permits the energy deposited in the
upper atmosphere to be conducted downwards.
The “mesopause” is defined as the altitude at
which all the energy conducted downwards from
the higher atmosphere is radiated away. In the
case of Jupiter CH, and NH, are the radiating
molecules.
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Following the method described by Bates (1951)
and Chamberlain (1962), we find that the meso-
pause is at a level where the total number density
is ~3X10" em~3 These calculations are made
on the assumption that “vibrational relaxation”
exists at this altitude, i.e., collisions are rare
during the radiative lifetime of the molecules.

The levels at which the number density equals
3X10'" em™? correspond to 104 and 187 km
above the clouds for the two model atmospheres
a., shown in Fig. 2.

Below the level of the mesopause, the atmos-
phere is thorcughly mixed and the mean molec-
ular weight does not vary with the altitude.
Above the level of the mesopause, the atmosphere
is assumed to be in diffusive separation and the
vertical distribution of each constituent is calcu-
lated for its own molecular weight. This assump-
tion is based on the analogy with the Earth, and
is supported by the suggestion of Spinrad and
Trafton (1963) that strong circulation currents
leading to thorough mixing may exist in the
atmosphere above the clouds.

The rise in temperature in the atmosphere
above the mesopause level is calculated by asum-
ing that 50 percent of the ultravivie. radiation
absorbed in the upper atmosphere (A <9123)
goes into heating. The method used for these
calculations is that described by Nicolet (1959),
and for the two model atmospheres, exospheric
temperatures of 140° and 135° K, respectively,
are obtained (Fig. 2).

This considerably smaller increase in tempera-
ture on Jupiter, as compared with the exospheric
temperature of the Earth, which is of the order
of 1500° K, results because (1) the intensity of
so! ' radiation at Jupiter is 27 times less than at
the distance of the Earth; (2) the conductivity for
the gaseous mixture on Jupiter is higher than for
the Oy-N: mixture for the Earth; and (3) the
density scale heights in the upper atmosphere arc
~-5 times less than in the upper atmosphere of
the Earth.

JIONOSPHERE

Using the temperature distribution in the upper
atmosphere of Jupiter shown in Fig. 2, we can
now proceed to investigate the properties of an
ionospheric layer which may be formed by the
photoionisation of the atmospheric constituents
by the soiar ultraviolet radiation.

In an atmosphere mainly composed of hydrogen
and helium, the equilibrium electron density in
the ionusphere will be determined by a number of
jonizing, recombination, and charge exchange
processes. The most important of these reactions
are shown in Table 1 and have been considered
in the present study.

From Table 1 it is readily seen that though
only the ions of He and H. will be formed by
direction photoionization of these gases, Hyt, H*,
and HeH* can also be expected to be produced
by charge transfer mechanisms. The reaction
(6) to form Hj* is very rapid, so that, in equilib-
rium, little Ho* can be expected. HeHt is also
formed fairly rapidly [reactions (5) and (8)], fur-
ther decreasing the concrrnitration of Hy* and also
of He* ions. Hydrogen atoms are generated by
these reactions at a fairly fast rate and H* ions
can be produced by direct photoionization. Be-
cause of the slow recombination rate of H* [reac-
tion (13)], it becomes an important constituent of
the ionosphere. We therefore first calculate the
distribution of H aroms in the upper atmosphere
of Jupiter and then proceed to the computation
of equilibrium electron densities in the * mosphere
of Jupiter.

Distribution of Hydrogen

Hydrogen atoms generated at higher altitudes
are assumed to diffuse downward and recombine
by three-body recombination processes [reaction
(14)] at lower altitudes, the third body being
either H; or He depending on the atmospheric
model being considered. Since the recombination
time is long compared with the time to diffuse
through the atmosphere, H atoms may be con-
sidered in diffusive equilibrium, distributed expo-
nentially at high altitudes but with the density
decreasing rapidly at lower levels where recom-
bination is significant. In equilibrium, the total
hydrngen atoms generated each second must equal
the total lost due to recombination,

From reactions (3), (6), (8), 10, and (12) of
Table 1, it is seen that cvery ionized H; molecule
will form two H atoms, and also every ionized
He atom will result in two H atoms. The total
rate of formation of atomic hydrogen, J(H), can
be obtained by integrating the ionization rater of
H; and He over a vertical column.
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TasLE 1.—Hydrogen and Helium Reactions

Cross section
Process Reaction or rate symbol Reference Remarks
and value
Photoionization (1) Hathv—Hy*+e o(H,) at A<804 X
(2) H+hv—H*+e o(H) ¢ A <912 &
(3) He+hv—He*+e o(He) d A<504 A
Charge transfer and ion— 4) Het+H,—He+H,* a=10"1 I Estimated
molecule reactions (5) Het*+H,—HeH*--H as=10712 e Upper limit
(6) H,*+H.—»H,*+H as=5X10"10 L
(7 H,*+H-H*4-H, a1=10710 f,0 Not measured, unimpor-
tant relative to (6)
8) Hy*+He—-HeH*+H as=10710 € e eas
Recombination 9) Hyt+e—-H'+H” ar=10"% ¢f-n Upper limit
(10) HeHr+e—He+H ao=10"8 I Estimated
(11) He*+4e—He a1 = 10712 c Theoretical, He,* negligible
at low pressures
(12) Hyt+e—-H,+H a12=10"8 f Estimated
(13) H¥+e—H ar3=10"12 [ Theoretical
(14) H+H+X->H,+X ana=10"% Sk X may be H; or He
(15) H4+e—-H~Lh, a15= 10716 q Rate to small too be
significant.

o Po Lee and G. L. Weissler, Astrophys. J. 115, 570 (1952).

® N. Wainfan, W, C. Walker, and G. L. Weissler, Phyz. Rev. 99, 542
(1955).

¢D. R. Bates, ““Atomic and Molccular Processes.” Academic Press,
New York, 1362,

4 Po Lee and G. L. Weissler, Phys. Rev. 99, 540 (1955).

*C. F. Giesr and W. B, Maier II, J. Chem. Phys. 39, 739 (1963).

7 A. Dalgarno, private communication, 1963.

¢ E. Bauer and T. Wu, Can. J. Phya. 34, 1436 (1956).

MF. R. Zabriskie, Dissertation, Princeton University, Princeton,
New Jersey, 1960.

Assuming that the solar flux of wavelengths
<8043 is completely absorbed above the meso-
pause in the ionization of H; and He, then J(H)
=2X the total numbe1 of photons incident on a
square centimeter column. At the distance of
Jupiter, the solur flux of A <8044 can be obtained
by reducing by a factor of 27 the observed values
of the solar fiux at the distance of the Earth
recently pnblished by Hinterreger (1961). This
gives J(II) =2X10® atoms em™? sec™1,

Having obtuined the total rate of production
of atomic hydrogen, we can now determine the
vertical distribution of this gas following the
method described by Zabriskie (1960). This

i M. A. Biondi and S. C. Brown, Phys. Rev. 76, 1697 (1949).

i J. M. Richardson and R. B. Nolt, Phys. Rev. 81, 1531 (1951).
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mN. A. Popov and E. A, Afaneseva, Soviet Phys.—Tech. Phys.
(English Tranal.) 4, 764 (1960).

» L. B. Loeb, “Handbuch der Physik,” Vol. 21, p. 471. Springer-
Verlag, Berlin, 1955-60Q.

o C. F. Giese, private cc.nmunication.

» E. Rabinowitch, Trans. Faraday Soc. 33, 283 (1937).

¢ A, Dalgarno and A, E, Kingston, The Observatory 88, 39 (1963).

method consists of solving the diffusion equation
given by Chapman and Cowling (1939) with the
following boundary conditions: (1) At higher alti-
tudes the diffusion current equails the rate of
formation cf H. This is a reasonable assumption
since recombination will cccur mainly at lower
altitudess: (2) At some lower altitude both the
diffusion current and the density of atomic hydro-
gen must go to zero. Thisis probably also reason-
able since recombination will simultaneously
reduce both of these quantities.

Using these boundary conditions, Zabriskie
derives a simple expression to compute the
vertical distribution of atcmic hydrogen. His
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formulation has been applied to the two model
atmospheres that have been studied, nd the
resulting distributions are shown in Fig. 3.

It is noted in Fig. 3 that the maximum density
of atomic hydrogen is of the order of 5X10° cm™3
and occurs at a level 10-20 km above the meso-
pause. It is also noted that the density of atomic
hydrogen increases rapidly above the mesopause
and then decreases exponentially with a scale
height of approximately 44 km for the two cases.

00— 1 - T T T T T T T T T
Distribution of H with Altitude
AN Above the Cloud Level
( \\
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t
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Altitude (2 )}km

Fioure 3.—Distribution of hydrogen atoms with height in
the upper atmosphere of Jupiter.

Although the two model atmospheres are two
extreme cases in which the H/He ratio varies by
a factor of 600, it is interesting to note that the
equilibrium number density of atomic hydrogen
for the two cases is approximately the same. The
amount of atomic hydrogen however, even at the
level of its peak density, is some 10* times less
than the total number of particles.

Since it has been assumed that diffusive separa-
tion applies above the mesopause, the densities
of molecular hydrogen and of helium at these
altitudes are readily found from the temperature
distribution and they will decrease more rapidly
than the density of atomic hydrogen. Conse-
quently, at an altitude of roughly 400 km above
the mesopause for Model I, and at 240 km above
the mesopause for Model II, atomic hydrogen is
the dominant constituent.

Having obtained the distributions of He, H,,
and H with aititude, it is now possible to compute
the equilibrium ion density distribution as a
function of height.

The ionization equations for the reactions
iisted in Table 1 are as follows:

n,= Qe(HZ) +Q0(He) +Qe(H) —agh ’L(H{")
- alon,n(HeH+) - aunen(Hef
—annn(Hgt) —agn.n(HY)  (3)

n(Het) =Q.(He) — ann,n(Het)
—ayn(Het)n(d,)
—asn(Het)n(Hy) (1)

n(Hy*) = Q. (Hy) — agn,n(Hyt) — agn(He)n(H,+)
—agn(H)n(He*) — amm(H)n(Hyt)
+amn(Hy)n(Het) (5)

A(HeH ) = asn(Hy)n(Het) + agn(He) n(H,+)
—aon,n(HeHt)  (6)

n(H;t) = agn(Ha)n(Hy*) — agn n(Hst) (7)
n(H+) =Q.(H) +am(H;H)n(H) — assn.n(H*) (8)

and the total ion density
n,=n(He*)+n(H,t) +n(HeH)
+n(H;H)+n(HY). (9)

In these equations n(X) is the density of con-
sticuent X at any altitude 2, a,’s are the corre-
sponding values of reaction rates given in Table 1,
Q.(X) is the photoionization rate, and n, is the
electron density in em™3,

The rate of formation of H™ from reaction (15)
is so slow that it has been neglected in the above
equations. He,* is also neglected since it is too
unstable to contribute significantly. In addition,
it is found that there is little He* to produce He,*+
by the three-body reaction.

Since n(Het) and n(Hz*) will be small in com-
parison with n(H;*) or n(HeH*) and n, with
respect to n(H,) or n(He), we can neglect certain
terms in these equations. In Eq. (4) one can
neglect the term involving ay; and in Eq. (5), the
term with op. Also reaction (4) is unimportant
compared to reaction (6). Thisis because n(He*)
will not be sufficiently larger than n(H,*) to make
up for the difference in rate coefficients.

From these equations we find that the contri-
bution of n(Het) and n(H,*) to the total electron
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density is relatively small and therefore we can
safely neglect these terms in Eq. (9). The total
equilibrium electron density is therefore

n,=n(H*)+n(H:*)+n(HeH™). (10)

On solving the resulting set of simultaneous equa-
tions and inserting the values of the reaction
rates from Table 1, we tind

{5n(Hy) +n(He) }Q,(Hz)]
5n(Hz)+n(H)+n(He)

12 1o nH)Q.(H,) -
+ooant sl an

n,= {IOB[Qg(He) +

.

In order to evaluate the concentration of elec-
tron density as a function of altitude, we first
determine the rates of production of H+, H,*,
and Het.

The rate of production of ions is

A2
Q.(X) =1 [n,(X)ar(X)F.(\d, (12)
A

where 7,(X) is the number density of the ionizing
constituent X at the level 2, 2 (X) is the ionization
cross section for the constituent at the wavelength
A, and §.(A) is the solar radiation flux at wave-
length A reaching the level 2, after having been
attenuated by all the ionizing constituents above.
The factor 1/4 is due to the fast rotation of
Jupiter, so the evaluation of @, gives a mean value
of the ion production rate over the whole globe.
Equation (12) is evaluated by approximating the
ionization cross section over the spectral interval
and also by taking an average value of ths solar
radiation § over the relevant spectral regions.
The values used a1 shown in the Table 2.

The ionization sections and the corresponding
wavelengths for He, H,, and H are given in Table
2. Although there is a significant overlapping in

TaBLE 2.—Mean Cross Sections and Fluxes

#(H,) (A <504) 1.7X10™18 cm?

F(H,) (804 > x> 504) 6.1X10"1® ¢cm?

#(He) (A <504) 3.3X10™18 ecm?

#(H) (912>2>804) 5.0X 10~ cm?

F(H (804 > 1> 504) 3.0X107'% ¢cm?

a(H) (A <504) 6.0 10" cm?
© (A <504) 6.7 % 10¢ ph/cm?/sec?®
© (804 > 2> 504) 4,010* ph/cm?/sec®

* Hinterreger, 1861,

the relevant spectral regions for the ionization of
the individual gases, it may, however, be noted
that H, is the principal absorber of the far ultra-
violet radiation, even when He is the principal
constituent, due to the following reasons: (a)
The density scale height is large compared to He
by a factor of 2, and (b) at altitudes of ~180 km
and above, H, is the principal constituent. (At
much higher altitudes where H is the major con-
stituent, it is optically too thin to be the principal
absorber.)

In Table 2 the values of # have been calculated
for the relevant spectral interval for the various
overlapping bands. §, the total incident solar
flux in a wavelength band, is calculated for the
distance of Jupiter from the values obtained
recently by Hinterreger (1961) at the distance of
the Earth.

The ionization cross sections of atomic hydrogen
are theoretical and have been obtained from Bates
(1962). References for ¢(H) and o(He) are given
in Table 1. From the numerical values listed in
Table 2, we calculate the production rates of the
H, He, and H; ions from Eq. (12), using a mean
approximation over the band, and the results
are shown in Figs. 4 and 5.

It may be noted that the rate of production of
H+ is 10 times less than the rate of production of
H,* in both our model atmospheres. As the
recombination rate of H* is much slower than that

10 T T T T T T T T T T

Qe (H}vs Aftitude Above the Cioud Level
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Figure 4.—Rate of production of H* in the upper
atmosphere of Jupiter
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of Hy*+ [which is via H;* or HeH, or dissociatively
via reaction (9), Table 1], it is expected that the
atomic hydrogen will be a significant contributor
to the total electron density. In the case where
He makes up 97 percent of the total atmosphere,
Fig. 4 shows that even then the rate of production
of He ions is less than H,*, though the amount of
hydrogen in the atmosphere has been assumed to
be only 3 percent. This circumstance is due to
the screening of the radiation less than 504 K by
the H; above.

Using these computed values of Q,(H.), Q.(He),
and Q,(H), we can now calculate the total electron
densities as a function of altitude from Eq. (11).
The results are shown in Fig. 6, which is a plot
of n, vs altitude for both models.

When H/He=20, the peak electron density is
7% 10% em™® and occurs at ~200 km above the
cloud level, with a secondary maximum of about
3X10°% at ~350 km altitude. In the Model 1I
atmosphere, the maximum electron density occurs
at 110 km with a peak value of about 10® cm™2.
The extent of the ionosphere in the two cases is
of the order of ~ 500 km,

The major constituent of the ionosphere for
both models is H+, contributing more than 99
percent of the ions. The maximum concentra-
tion of Hy* and HeH*, for the two cases, is ~10?
to 10* em~3, H;* and He* ions have a peak
concentration even less, ~10% cm™?,

(o} 100 200 300 400 500 600 70D 800
Altitude (2)km

Ficure 6.—Distribution of total equilibrium electron
density as a function of altitude in the upper atmosphere
of Jupiter.

RESULTS

The following are some of the important results
of the preceding calculations regarding the
atmosphere of Jupiter:

(1) If the cloudtop temperature of Jupiter is
153° K and the amounts of NH; and CH, above
the clouds are 700 and 15 000 cm-atm, then the
total average optical thickness of the atmosphere
in the infrared is 0.66.

(2) Assuming the atmosphere to be in radiative
equilibrium, the approximate temperature profile
calculated by a simplified version of the equation
of radiative transfer for a gray atmosphere indi-
cates that the temperature near the cloudtop
decreases with altitude slowly to reach an asymp-
totic value of 128° K at approximately 35 km for
Model 1T and at approximately 70 km for Model I
(Fig. 2). These temperature profiles are consist-
ent with the recently measured temperatures of
the planets in the far infrared and in the mm
region of the planetary spectrum.

(3) The temperature of the upper atmosphere
of Jupiter has been calculated, assuming that 50
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percent of the ultraviolet energy deposited in the
thermosphere is converted to heat and the energy
is conducted downwards to the mesopause to be
radiated away by CH,and NH;. The mesopause
levels for Model 1 and II are at 187 km and
106 km, respectively. and the corresponding exo-
spheric temperatures are found to be 140° and
135° K. The results are summarized in Fig. 2.

(4) Calculations of the equilibrium electron
density for Model I (H/He=20) result in an
ionospheric layer with a maximum density of
~7X 108 electrons cm™2 at an altitude of 200 km
above the cloud level. A slightly higher electron
density (1.0X 10% cm™?) is achieved in the second
case when H/He =0.03, the peak being at 120 km
above the clouds.

(5) The major constituent of the ionosphere
in both cases in H+.

DISCUSSION

Results on the electron density distribution in
the upper atmosphere of Jupiter may be compared
with the earlier studies of the Jovian ionosphere.

The most comprehensive study to date of the
possible structure of the ionosphere of Jupiter
has been made by Zabriskie (1960). His main
conclusion is that a Jovian ionosphere of peak
electron density greater than 10® em™? is highly
unlikely. The disagreement of our results with
those of Zabriskie is probably due to the follow-
ing differences in our basic assumptions and ap-
proach to the problem:

(1) The exospheric temperatures assumed arbi-
trarily by Zabriskie were, for his two cases, 600°
K and an isothermal atmosphere at 100° K.

(2) Only hydrogen was assumed to be the
ionizable constituent of the Jovian atmosphere.

(3) Zabriskie underestimates the ionization of
atomic hydrogen by neglecting the ionizing radia-
tion band of 804-912 A, for which he assumes an
ionization cross section of 10~% cm?. According
to Bates (1962), however, it may be~5.0X10-1
cm?,  This enhances the contribution of H+ to
the total electron density.

(4) The solar flux values for the far ultra-violet
adopted by Zabriskie are a factor of 2 less than
those recently given by Hinterreger (1961) and
used in this study.

(5) Zabriskie neglected the reaction Hy+t+Hs

—H;+*+H which contributes significantly in the
formation of H.

Rishbeth (1959) has made a very rough study
of the ionosphere of Jupiter with the main result
that an ionosphere mainly composed of H* is
formed with a maximum density of 10% electrons
em™3,  This result is very similar to ours, but it
is based on the erroneous assumption that the
major fraction of H, is directly photodissociated
into atomic hydrogen which then ionizes to H.
From the results of Rishbeth, it is not clear at
precisely what altitude this maximum occurs.

The photodissociation of H; is a very inefficient
process (Bates and Nicolet, 1950) and although
we are in agreement with Rishbeth for the maxi-
mum electron density, our process of formation
of atomic hydrogen is through the dissociative
recombination of H;+ and H,*.

Zhelezniakov (1958) has also briefly discussed
the formstion of a Jovian ionosphere and quotes
a maximum electron density value of 107 cm™3,
This estimate is based on the assumption that the
“effective recombination coefficient in the hydro-
gen layer” is 4X107!'* cm~* sec™!, which is
incompatible with the values given in Table 1.

It may be mentioned that in our calculations
we have neglected the possible dissociation and
ionization of methane and ammonia, which may
be quite important at the level of the mesopause
and may give rise to a secondary ionization peak
at that altitude.

The results of this study may have an important
bearing on the validity of those hypotheses which
invoke the ionosphere of Jupiter as a direct
participant in the generation of the decameter
radiation. For example, a mechanism has re-
cently been proposed which required electron
densities of the order of 10® cm~? in the Jovian
ionosphere (Chang, 1963).
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1. SCOPE

The purpose of this report is

to show how significant information on the
atmosphere and surface of Mars can be
extracted from the thermal-emission spec-
trum of the planet

to describe the design of an infrared inter-
ferometer capable of measuring the thermal-
emission spectrum

to document requirements and constraints of
the infrared interferometer experiment on a
plaeiary fly-by spacecraft

2. SCIENTIFIC OBJECTIVES

The objective of the infrared interferometer
spectrometer (IRIS)} experiment is to obtain
information on the composition and structure of
the atmosphere and surface of the planet Mars.
This information will be extracted from the ther-
mal-emission spectrum within the interval of
2000 cm™! (5 microns) to 500 cm™! (20 microns)
and possibly to 300 ecm™! (33 microns) with a

*Published as Goddard Space Flight Center Document X—650-64-204,
Tuly 1964.

1University of Michigan.

$IRIS is the Greek word for rainbow.
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spectral resolution of 5 em™. The IRIS experi-
ment is deliberately aimed at a wide spectral
range to permit clear identification of many
preu..table spectral features and, even more im-
portant, to allow a search for unexpected phenom-
ena. For a nominal fly-by distance of 5000 km,
the resolved area will be a circle of 250-km
diameter, approximately equivalent to the resolu-
tion now obtained by photographic techniques
with ground-based telescupes.

The wide spectral range of the instrument,
combined with the relatively high spectral resolu-
tion, makes a variety of scientific studies possible;
these can bLe grouped into investigations concern-
ing the atmosphere, and those concerning the
planetary surface. In addition, many cther in-
ferences can be made from the results of the
measurements. The following discussions indicate
the wide scope of scientific investigations made
possible by this experiment.

2.1 The Thermal-Emission Spectrum

The thermal-emission spectrum of a planetary
atmosphere depends on many parameters, of
which the most important are the temperature
profile, the surface temperature and emissivity,
the concentration of atmospheric constitvents,
and the surface pressure. Under the condi*ion of
radiative equilibrium, the temperature profile is
completely defined by the parameters mentioned
above as well as the solar zenith angle. In
theory, if a greater number of measurements of
the specific intensity are obtained than the un-
known parameters which exist, then all parameters
influencing the thermal-emission spectrum can be
determined; however, the measurements must be
made in independent spectral regions or at differ-
ent zenith angles. In practice, the extraction of
individual parameters is more difficult, and within
the limited accuracy of the instruments, different
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parameters can be determined only within certain
limits.

To study the influences of the various param-
eters on the thermal-emission spectrum and to see
how these parameters can be determined from the
measurements, some preliminary calculations have
been made (Figure 1, Table 1).

The radiative equilibrium temperature distri-
bution for a simulated Martian atmosphere has
been calculated, using technique described in
Reference 1. Some cases are shown in which the
temperature distributions require modification
due to convective energy transport. Five indi-
vidual cases were studied:

Case 1 corresponds to the estimated maxi-
mum conditions which could possibly occur
near the subsolar point. The surface tem-
perature was assumed to be 320°K, slightly
above the maximum measured from the earth
in the atmospheric window. The calculated
temperature profile is shown in Figure 1.

Case 2 corresponds to the expected nominal
condition in the late afternoon local Martian
time and +45° latitude.

Cases 3 and 4 have been calculated for higher
surface pressures.

Case 5 is representative of the coldest condi-
tions expected during the Martian night.

All calculations were carried out for an N,~CO,
atmosphere with trace amounts of H0. Other
gaseous constituents that may be detected (by
techniques described later) may influence the
equilibrium temperatures, and will have to be

047
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Ficure 1.—Radiative equilibrium temperatures in a
simulated N,~CO, atmosphere with trace amounts of
water,

considered in addition to the CO. and the small
amount of water vapor. Furthermore, these cal-
culations assume only pressure broadening of the
spectral lines. In the low-pressure conditions to
be expected on Mars, Doppler broadening will be
an important factor and must be considered in a
more refined treatment.

TABLE 1.—Summary of Assumptions Made in the Calculations of Temperatures for the Five
Cases Shown in Figure 1.

Case 1 2 3 4 5

Solar zenith angle. ... __.._._ 0° 60° 60° 60° night
Surface temperature (degrees Kelvin)..| 320° 270° 270° 270° 200°
Surface pressurc (atmospheres)....... .01 .01 .03 .03 .01
CO, concentration. ... ........ +25 «25 .10 .25 .25
H,0 concentration. . _....._..._..... «4:107¢ | ,4.10"% | ,4-107% | ,4-10"° | ,4.10"¢
Surface emissivity ... ... ......... 1 1 1 1 1
Surface reflection for near-infrared....| .25 .25 .25 .25 .25
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Ficure 2.—I.ow-resolution thermal spectra calculated for
temperature profiles shown in Figure 1.

Figure 2 shows the corresponding thermal spec-
tra. The spectral resolution of the diagram is
very low, varying between approximately 50 and
100 wavenumbers in the most interesting portions.
The abscissa is proportional to the fraction of the
energy available from a blackbody at 270°K.
The wavenumber and the wavelength scales are
nonlinear. The strong 15-micron CO; band domi-
nates the central part in all spectra. Although
the temperature profiles of Cases 3 and 4 are
almost the same, the higher abundance of CO, in
Crnse 4 causes lower temperatures in the 15-
micron band. A comparision between Cases 2
and 4 clearly show tho strong influence of the sur-
face pressure, evidence that the surface pressure
may be extracted from the emission spectrum.

2.2 Atmospheric Composition

Identification of gases known to be present in
the Martian atmosphere (CO;, HyO) and esti-
mates of their abundances are among the objec-
tives of the IRIS experiment. But an even more
important objective is the possible detection; as
well as the establishment of better upper limits, of
yet unidentified but. suspected constituents (N,O,
NO, NO,, CH,, C.H,, C.Hs, NHj3, O3).

The identification of gases is based on the
characteristic absorption spectrum of each gas.
Gases in the atmosphere absorb thermal radiation
from the surface and, according to Kirchhoff’s
law, re-emit blackbody radiation as determined by
their own temperature. As most atmospheric
temperatures will be somewhat lower than surface
temperatures, the atmospheric spectra will appear
as absorption spectra. However, this is not neces-
sarily true under all conditions; for example,
under the condition of a strong temperature in-
version in the atmospberz, or in spectral regions
where the surface emissivity is low, a reversal may
take place and the spectrum of a gas may appear
in emission. These complications do not exist in
the interpretation of spectra in the visible or
near-infrared (say below 2 microns) where thermal
emission is negligible compared to reflected solar
radiation.

The long-wave infrared spectra may be more
difficult to interpret, and the theory of radiative
transfer must be used extensively in a proper
treatmcnt of the long-wave spectra; but the ther-
mal-emission spectra yield additional information,
such as the temperature profile, which will be
discussed later. Furthermore, many atmospheric
constituents which might be of biological interest,
such as CH,, are relatively complex molecules
which show strong vibrational and rotational
bands in the middle and far infrared but very
little detectable absorption phenomena in the
visible part of the spectrum. For these reasons,
the analysis of atmospheric contituents in the far
infrared is extremely interesting in spite of the
difficulties associated with their interpretation.

Figure 3 shows the spectra of constituents
which may be expected in ilhe atmosphere of
Mars. The spectra are drawn schematically only,
without the many details which can be recognized
with a resolution of 5 wavenumbers. The abun-
dance of the gases was taken according to the
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F1aurE 3.—Infrared spectra of possible constituents of the Martian atmosphere.

upper limits presently accepted (Kuiper, 1952;
Sinton, 1961)*. The optical depth is shown on a
relative scale.

The broad wings of the bands shown in Figure 3
correspond to the absorption continuum arising
from the sum of the wings of all individual lines in
the band. The situation for the Lorentz line
shape is shown. This must be considered an
upper limit for a number of reasons: First, as
Benedict has shown, the Lorentz shape does not
strictly apply far away from the line centers;
second, and more important, Doppler broadening
will be an important factor which causes a much

*References 2 and 3.

faster decay of the line shape away from the line
center and consequently gives rise to a much
weaker continuum than that indicated. The 15-
micron CO; band and the N;O band near 8
microns, using the above upper limits and mcas-
ured band intensities, are strong enough to be
totally opaque. Methaae (CH,) and other hydro-
carbons (C;H,) may also be detected. Water
vapor, ozone, and others are more difficult to
extract from the spectra But, because water
vapor is extremely important both from an atmos-
pheric-physics and from a biological viewpoint, a
technique for the possible identification of this as
well as other less abundant constituents will be
described here.
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Water vapor has strong vibration-rotation bands
near 6.3 uucrons and the rotational band beyond
20 microns. If the spectral response of the instru-
ment is restricted to 20 microus, then only the
first bands are available for analysis. Figure 4
shows the transmission of a synihetic atmosphere
consisting of the expected amount of CO; and
water vapor, in the full detail to which the spectra
can be generated by the interferometer. In
addition, the figure shows spectral transmission
of CH, and N:0, both present in a quantity
corresponding ot the presently accepted upper
limit, and under the expected average atmos-
pheric ccnditions. As can be seen, the atmos-
phere is nearly opaque between 600 and 750
wavenumbers (15-micron CO, band) and near
1300 (N,O). Water vapor shows absorption
phenomena between about 1300 and 2000 wave-
numbers. Even in the strongest parts, the maxi-
mum abscrption does not exceed ¢ few percent.
Consequently, it will be difficult to recognizs it.e
presence of water vapor in this band, and even
more difficult to determine the abundance quanti-
tatively. Fortunately, however, the water-vapor
band spreads over almost 700 wavenumbers apd
shows considerable structure. This feature allows
the use of statistical methods t:; obtain informa-
tion about water vapor frora -~ almost 140
individual spectral data points ucrived from a
single interferogram. The cross-coicelation func-
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tion of the received spectrum and the known
spectrum of water vapor is obtained by

Cin= _/ LW 4 zdv.

Even under conditions of severe noise, the cross-
correlation function shows a maximum for z=0.
The correlation technique is a powerful tool for
recognizing and estimating the amount of parti-
cular constituents in a complicated and possibly
nuisy spectrum. Figure 5 shows a sample of a
cross-correlation function of the water-vapor spec-
trum with a combination of random noise and
water vapor (signal-to-noise ratio equal "o one.
The same technique may also be employed to
assess the amounts or upper limits for other
atmospkeric constituents.

2.3 Atmospheric Structure

Use of satellite-measured radiation values to
Z:termine the atmospheric temperature distribu-
tion of the earth’s atmospheve has been discussed
by Kaplan (1960), Wark (1961), Yamamoto
(1961), King (1963}, and Fleming, et al. (1964).*

Temperature distr:tbation in the atmosphere is
related to the absorption characteristics and the
npward radiance th:s:gh the radiative transfer
equation expressed, {:v example, in terms of the
pressure. In the sjx:iral region of strongest

*References 4, 8, 6, 7, an <
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Fiaure 4.—Transmiseion of « synthetic atmosphere of the expected amount of COy (55m atm) and water vapor (14
prec:pitable microns) and the upper limits of N3O and Cil,.
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F1GURE 5. —Crons-correlation funetion of the spectrum of
water vapor and a combination of water vapor plus
random noise with a signzl-to-noise ratio of unity.

absorption, the atmospheric emission arises from
the upper portion of the atmosphere. Radiation
in spectral regions of weaker absorption originates
from lower layers in the atmosphere. Similar
considerations can be applied to the extraction of
the temperature distribution of the Martian
atmosphere.

To illustrate, Figure 6 shows the transmission
in -elected spectral intervals within the 15 carbon
dioxide band. The transmissicn data were pro-
vided by Wark and Yamamoto. The transmis-
sion curves are based upon unpublished laboratory
measurements (Yamamoto, Sasamori, Wark and
Moore abstract in Publication IAMAP No. 13 on
the X11Ith General .\-sembly of the 1lUGG, 1963)
which assumed that the total amount of CO, wa’s
5500 cm atmospheres, and the surface pressure
10 mb (Kuiper, 1964)* which corresponds approxi-
mately to the expected conditions on Mars.

Temperature corrections were made in the same
manner as in the Meteorological Satellite Lab-
oratory (USWB) reports #10 and #21, using a
Mars model atmosphere to caleulate effective
temperatures T, (surface temperature 270°K,
adiabatic lapse rate to 6.5 mb, radiative equili-
brium to 1 mb, extrapolation above.)

Figure 7 shows the atmospheric zones contrib-
uting to the outgoing rsdiance which can be

*Roference 9.

PRESSURE (mb)

o 0.2 0.4 v 0.8 1.0
TRANSMITTANCE

F1Gure 6.—Transmission function of CO, in selected
spectral intervals in the 154 band.

detected by the probe. Lorent.: broadening only
was taken into account; this approach is inac-
curate, especially at the lower atmospheric pres-
sures. In general, a somewhat greater absorption
will be found than that shown, but the differences
will be very small in all but the intervals of
greatest absorption. Figure 7 demonstrates that
the radiance values recovered by the i.:terferom-
eter allow a determination of the temperature
profile. 4s the interferometer resolution is 5
cm™! over the whole band, redundunt measure-
ments are available whick increase the accuracy
of the temperature determunation.

2.4 Surfoce Studies

After the atmosrheric constituents are identi-
fied, the effect of atmospheric absorption can be
removed from the spectrum in those spectral
ranges where ‘he atiaosphere is not opaque. The
specific intens..y cimitted by the surface in the
non-opaque regions is then obtained,

I(surface) = ¢,B.(Tyurtace)-
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Fi6ure 7. —Weighting functions indicating the pressure
range from which thermal emission originatcs.

In the far infrared, most natural surfaces known
on earth (rocks, gravel, plants, snow, etc.) have a
high emissivity over large spectral ranges. How-
ever, the crystalline structure of minerals and the
structure of complex molecules create stretching
and bending resonances. For example, quartz
exhibits strong stretching bands between 800 and
1100 cm™! caused by the Si-O bond; other stretch-
ing groups (Si-Si) appear between 600 and 800
em™!. The same mineral has a bending mode
(Si-O-Si) at 430 to 460 cm™. These resonances
give a pronounced rise in the infrared reflectivity
which can best be observed on polished samples.
The increase in reflectivity is necessarily associated
with a reduction in emissivity over the same
spectral range.

The sharp rise in reflectivity has been well
known since the early days of infrared studies.
Rubens used the selective reflectivity of quartz
plates to ioslate narrow spectral bands in the faz
infrared. The reststrablen phenomenon dependz

somewhat on the temperature of the sample and
to a much higher degree on the surface rrughness.
Lyon (1963)* has studied the emission and reflec-
tion spectra of many minerals in great detail.
The emissivity of several rocks in solid but
unpolished form can be judged from Figure 8.
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Ficure 8. —Emissivity in the infrared of rock samples,

Polished samples show an even stronger rest-
strahlen effect. Grooves on a rough surface act
as small cavities and increase the emissivity
considerably. Similar phenomena can be recog-
nized in the sandy or powdered form, as shown in
Figure 9. Fine dust of a particle size below 1
micron loses the reststrahlen effect almost com-
pletely, and the surface emits almost with the
characteristics of a graybody or possibly even a
blackbody. Scattering effects also become im-
portant for these particle sizes. For a grain the
size of fine sand, approximately 25 to 50 microns,
the reststrahlen phenomenon is weak, but the
identification of the material may still be possible,
as has been demonstratad also by Bell and Eisner
(1956).1 Identification of the mineralogical com-

*Reference 10,
{Reference 11.
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Fi6uRe 9. —Emissivity in the infrared of quartz and
quartz sand of different grain size.

position of the Martian surface by the thermal-
emission spectrum is, therefore, very promising,
except for areas where fine dust may cover a
large portion of the surface. Such areas may
exist on Mars, but other areas may expose more
solid rocks or gravel or coarse sand. Winds may
sweep highlands clear of the finer particles and
dust may accumulate in the valleys. The ap-
pearance of a pronounced reststrahlen effect would
not only allow identification of a particular min-
eral, but would also be indicative of a coarse
surface structure.

The surface emission spectrum may also yield
important information on the existence of other
chemical substances of inorganic, or possibly even
organic, nature if they occur in a sufficiently high
concentration. The Sinton bands near 3.5, al-

though outside the spectral range of this experi-
ment, are a typical example of unexpected (and sc
far unexplained) spectral features. The search
for reflection or absorption phenomena is especially
interesting if the spatial resolution allows mezasure-
ments in predominantly bright and predominantly
dark areas.

A broad program of laboratory and field meas-
nrements on earth is an indispensable requirement
for proper interpretation of planetary emission
spectra. The engineering model of the inter-
ferometer under construction will be used for
experimental studies in this area.

2.5 Additional Investigations

In addition to the generally well defined tasks
already mentioned, a number of inferences may
be derived directly or indirectly from the spectra:

Chemistry of the Atmosphere and Surface

Chemical equilibrium between identified gases
and others can be used to estimate the abundance
of unidentified but suspected constituents; the
photochemical equilibrium between CO., CO, O,
and Ojs is one example. Furthermore, the atmos-
pheric gases must be in chemical equilibrium with
the surface materials.

Ultraviolet Radiation

Knowledge of the composition of the atmos-
phere, especially the CO, content and upper limits
for O;, allows calculations of the upper limits of
the solar ultraviolet spectrum at the surface of the
planet. The ultraviolet radiation at the surface
is of biological significance.

Relative Humidity in the Atmosphere

The relative humidity near the surface is again
of great biological interest. Low temperatures
near the morning terminator may allow water
vapor to condense in the form of dew or frost;
condensation of this nature may be the only
source of water available to vegetation if it is
present. High temperatures near the subsolar
point would cause the water to boil there. At 10
mb, water boils at +7°C. The relative humidity
in the atmospherc also governs the condensation
of clouds. Atmospheric regions where water or
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ice clouds are possible, or likely, can therefore be
determined. All these considerations will
be greatly aided by theoretical studies of radiative
and convective equilibrium conditions in the
Martian atmosphere.

Meteorology

The temperature distribution in the atmosphere
and the mode of energy transport are intimately
connected. The measured temperature profile
will give an indication of atmospheric stability.
Lapse rates close to the adiabatic one may indicate
a convective layer in the atmosphere (tropo-
sphere). Theories on the general circulation, or
more concisely the Martian meteorology, are
intimately related to the temperature profile.

The temperature-versus-pressure data will also
be imporiant in investigating the existence and
occasional sudden disappearance of the blue haze.
If this phenomenon is associated with condensing
or sublimating material, the phase diagram of
suggested materials must be consistent with the
temperature structure derived by the experiment.

The planning of missions designed to land
probes on the surface of Mars will benefit also
from a better knowledge of the temperature profile,
the atmospheric composition, and the surface
pressrre.

Spectral Emissivity and Surface Temperature

Determination of the spectral emissivity allows
a more accurate determination of the true surface
temperature. Most materials which show resid-
ual ray phenomena in certain parts of the spec-
trum radiate as nearly blackbodies elsewhere.
Therefore, the maximum equivalent blackbody
temperature determined over a wide spectral
range will be closer to the true temperature of the
surface than measurements obtained by radiom-
eters covering a wide or narrow spectral interval.
A better interpretation will be possible of radio-
metric data obtained in the atmospheric window
from the earth, or of radiometric measurements
performed from fly-by spacecraft. However, spe-
cial care must be taken in interpreting surface
temperatures if the surface is covered with very
fine powdery material; this situation will require
application of the scattering theory of small
particles densely packed, which is quite compli-
cated and not well understood today.

Thermal Inertia of Surface Material

The surface temperature as a function of solar
zenith angle, especially near the morning ter-
minator, provides data about the thermal inertia
of the surface materiai. Calculations similar to
those performed for the lunar surface can be
applied. The great difference in thermal inertias
of loose sand and solid rock provides a tool for
distinguishing among various surface conditions.

3. THE INTERFEROMETER SPECTROMETER

The instrument, basically a Twyman-Green
modification of the Michelson interferometer
(Figure 10), departs from the classical laboratory
designs in several areas:

The drive mirror is suspended by a parallel
leaf-spring system.

The mirror assembly is driven by a moving coil
in a strong magnetic field ; nearly critical damping
is provided by electronic means.

The mirror motion is monitored by an auxiliary
interferometer to assure proper sampling times
and uniformity in the mirror speed by closed-loop
feedback control.

The compensating plate is moved to a position
adjacent to the beam-splitter.

The particular configuration of the interferom-
eter (Iigure 11) was chosen because of its inherent
compactness, large light-gathering power, and
design simplicity.

Radiation arriving within the field of view is
divided by the beam-splitter into two components
which recombinz and interfere after reflections on
the fixed and moving mirrors respectively. The
recombined beam, focused on the detector, is
modulated by the motion of the scan mirror
proportional to the speed of the mirror and the
wavenumber of the incident radiation. The out-
put signal from the detector, called the interfero-
gram, is the Fourier transformation of the spectrum
of the incident radiation. The signal is amplified,
digitized, and transmitted over the spacecraft
telemetering system. On the ground, the spec-
trum is reconstructed by applying the inverse
transformation. The original pectrum can be
precisely reconstructed only within certain limits
of accuracy of spectral range and of spectral
resolution.
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F1cure 10.—Schematic operation of Michelson interferometer.
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F1GuRe 11.—Schematic diagram of interferometer cube, mirror drive system, and detector assembly.

3.7 Theory of Fournier Spectroscopy

Interference spectroscopy, first suggested by
Michelson after the development of his origina!
interferometer, was not pursued because of ex-
treme computational difficulties, and further de-
velopment was forced to wait upon the advent of
electronics and high-speed digital computers. In
the last decade, interference spectroscopy has

made great advances; work has been reported by
Fellgett (1958), Gebbie (1959), Mertz 1956),
Connes (1961), Strong and Vanesse (1958-59),
Loewenstein (1963),* and many others. Excel-
lent summaries may be found in articles by
Jacquinot (1960) and by Connes (1961).f

*References 12, 13, 14, 15, 16, 17, and 18.
1Reforences 19 and 20,
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The interferometer is shown schematically in
Figure 10; the source of radiation will be an
extended source which completely fills the field-of-
view with radiation passing through the instru-
ment without collimation. The output fringe
pattern of the interferometer is focused on the
detector, which is masked to eliminate all but the
central fringe. The output of the detector is
amplified and recorded as a function of path
difference, d, between the fixed and movable
mirror.

The relationship between the effective path
difference, the order of interference, and the
radiation wavelength is

mA=2d cos 8
where

d is the path difference between the two inter-
ferometer paths (cm)

m is the order of interference
\ is the wavelength (cm)

6 is the angle of an oblique ray through the
interferometer.

This expression shows that, for a given mono-
chromatic signal of wavelength A, the circular
fringe corresponding to a given order m expands
away from the center of the pattern as the sepa-
ration of the mirrors is increased. The detector
is mounted behind the mask so that only the
central fringe is detected ; each spectral element is
thereby modulated sinusoidally at a rate inversely
proportional to its wavelength. As the source
has an appreciable range of spectral elements, the
signal detected will be the superposition of many
modulated intensities multiplied by a parameter
which is the “responsivity” of the system; i.e.,

¢,=%/K.N,du+%/K,N, cos 2wy Xdy
0

0

where N, is the spectral radiance of the source
(assumed to be the same at all parts of
the field-of-view)

v is the wavenumber, cm™! (y:%)
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z is the instantaneous value of the effec-
tive path difference of the two beams of
the interferometer (cm)

K, is a parameter which expresses the
effective spectral responsivity of the
interferometer, including the charac-
teristics of the optics, the detector, and
the electronic amplifiers

The interferogram is then taken to be
1
I,=2 ‘I)z—éq)(o)]
=/K,,N. cos 2xv Xdv,
¢

which is the Fourier cosine transform of K,-N,.
The product K, N, can be obtained uniquely from
the measured interferogram, taking the inverse
transform by digital computation. The re-
lationship between N, and the product K,-N,
will be established by laboratory calibrations; the
validity of the laboratory calibrations is estab-
lished by in-flight calibrations.

The true spectral distribution K,-N, is found
only when the interferogram is recorded for an
infinite range of x. For a finite range of z, each
spectral component is spread out into a shape
known as the instrumental profile. This profile
also depends on the obliquity of rays through the
interferometer, and thus on the solid angle of the
field-of-view. The instrument profile may be
modified as desired during computation of the
transform; this process, called apodization, usually
is done to remove secondary maxima at the
expense of resolution. Including all these effects,
the expression for the interferogram becomes

I.= [Nv-s(y, 2)+cos [2nvz+ (v, 2)]dv,
0

where
S(», x)=s(v, x) exp [i¢(v, z)]

is the Fourier transform of the instrument profile
(including the parameter K, mentioned
previously).

The spectral distribution is again obtained by
computing the Fourier transform of 7). Recon-
struction of the spectral distribution of the source
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N, is obviously an approximation of the actual
spectral distributior. This approximate solution
(i.e., the transform of the interferogram) is the
convolution of the actual spectral distribution
with the instrument profile; therefore, it is man-
datory to determine the form of the instrument
profile. This can be done experimentally, be-
cause the instrument profile is the apparent
spectral distribution given by a monochromatic
source. This determination of the instrument
profiie is an important part of the laboratory
calibrations.

Two factors which influence the instrument
profile and reduce the quality of the data are the
limitation arising from the finite path of the
movable mirror, and the effect of oblique rays
through the interferometer. The resolution limit
imposed by the finite-path limitation is

R=»L or A =%,
(assuming linear apodization to remove secondary
maxima in the instrument function). The resolu-
tion limit imposed by oblique-ray effects is

vQ
RQ=2r, or Av-—g.

In the above, R is the resolution v/Aw, L is the
maximum path difference on either side of zero
path difference, and Q is the solid-angle field-of-
view of the interferometer.

Advantages of the Interferometer

An analysis by Jacquinot indicates that, where
a source whose spectrum is defined by a radiance
N,, having M spectral elements of interest, is to
be analyzed with a resolution R in a time 7' with
an optical system which is detector-noise-limited
(as presently in the infrared), then the signal-to-
noise ratio is increased by maximizing the time ¢
of observation of each spectral element, the
admissible solid angle ©, and the transmission
factor ¢ (the optical efficiency).

An interferometer fulfills these requirements to
a high degree. The time of observation is ¢t=
T(m/M}, where m is the number of spectral ele-
ments studied simultaneously. For an inter-
ferometer, m equais M, and m/M has the maximum
value 1. The luminous energy received by the
detector is N,-A:Q. The quantities A and Q

can both be made large for an interferometer, as
long as the resolution limitation #Q=2xr is not
exceeded (for comparison, the same resolution
limit for a grating spectrometer is EQ<0.1).
The transmission factor e is the only area where
the superiority of the interferometer, may be
questioned for a given application. The reflec-
tivity and transmissivity of the beam-splitter is
of primary importance and it may be difficult to
obtain high efficiency from mechanically suitable
materials in certain portions of the infrared
spectrum.

3.2 Mechanical and Electromechanical Design

The instrument for the IRIS experiment con-
sists of:

¢ interferometer (cube, detector, mirror drive
system, preamplifiers)

¢ two auxiliary detectors, one for reflected solar
radiation, the other for total thermal radiation

* telescope with calibration target (blackbody)

¢ electronics compartment, containing all elec-
tronic circuits except for the preamplifiers
in the cube

e mechanical structure to receive the inter-
ferometer, the auxiliary detectors, the tele-
scope, and the calibration target, and to
provide mechanical strength and thermal
protection

The electronics compartment, located sepa-
rately, is connected to the interferometer and to
the auxiliary detectors by a cable.

The mechanical design of the interferometer is
modular. The drive unit, the fixed mirror assem-
bly, the detector assembly, and the monochro-
matic reference source-detector combination are
integral components attached to the optical cube,
which houses the beam-splitter and provides
mechanical strength and thermal conduction to
all components.

The scan mirror is one of the most critical items
in the design because it must be moved through a
distance of 2 mm with a total angular rotation of
less than 2 seconds of are.

The use of parallel leaf springs to support the
mirror was chosen in preference to slides on
ways, or pivot-point mounts, siuce it avoids
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frictional surfaces undesirable in space applica-
tions. The driving force is generated by an
electrical current in a moving coil in a strong
magnetic field. As Figure 11 shows, the magnetic
gap is inside the dual-magnet design, thus mini-
mizing residual magnetic fields on the outside.

Lack of uniformity in drive-mirror speed nor-
mally produces catastrophic effects on the wave-
number calibration of interferometers. A resolv-
ing power of 400 would require a drive-speed
constancy of better than 1 part in 400. Two
methods used to eliminate virtually all errors and
uncertainties in the mirror motion, and in the
subsequent wavelength calibration, are both based
on the use of an auxiliary interferometer:

e A monochromatic source (0.5852 micron)
feeds the interferometer and generates a sine
wave at an auxiliary detector. The fre-
quency of the sine wave is directly propor-
tional to the speed of the mirror. An error
signal, derived by a digital comparison of this
frequency to a reference frequency generated
by a eclock, provides fine adjustment of the
mirror-drive system. The speed of the drive
mirror is therefore feedback-controlled.

¢ Sampling times of the interferogram are also
derived from the reference frequency.

Actually, either of the aforementioned methods
would suffice.

3.3 Optical Design

The optical. design of the interferometer is
conventional. The flat mirrors and the detector
determine the limiting apertures. The condition
of optimum solid angle RQ=2r is fulfilled at the
highest wavenumber to be analyzed (2600 cm™!,
54). The optimum angle is then 8 degrees (4
degrees) for a resolving power of 400 (5 cm™!
at 2000 cm™),

The fixed mirror and the scan mirror are made
of gold-coated quartz polished to a flatness better
than 0.1x. Gold was selecled because of its
stability and its high reflectivity in the infrared.
The two-axis mirror mount is machined from a
single piece of metal. A differential screw which
produces the fine adjustment required also anchors
each adjustment plane at three points.

The condensing optic consists of a KRS-5
lens, combined with a gold-coated reflective cone

which increases the effective detector area. Di-
mensions are chosen to provide the 8-degree
optimum acceptable angle. This particular optic
has sepsitivity to almost 40u, which will be im-
portant for the future development of the instru-
ment in extending the long wavelength limit.
The f-number of this system will approach the
ideal limit of 9.5.

The bolometer in this design is essentially an
integral part of the condensing optic. The de-
tector is a 3.5-mm square masked to a circle of
3.5-mm diamcter, having a time constant of 1
millisecond.

The beam-splitter is the most critical item in the
optical train. All the rays make two passes
through the beam-splitter; hence, all the losses
arising in this unit are doubled. Although metal-
lic beam-splitters are preferable from the stand-
point of uniformity with wavelength, they have
the serious disadvantage that an absorption loss
from 25 to 35 percent occurs, depending on the
metal used. Dielectric beam-splitters cannot be
made uniform with wavelength, but over the
wavelength span of interest the efficiency will be
at least equal to that of a metallic splitter. The
dielectric material selected is germanium, which
has the additional advantage of being highly
reflective for wavelengths shorter than 2u so that
most of the reflected visihle radiation will not be
collected.

The substrate material selected for the beam-
splitter and the compensating plate is IRTRAN-
4, basically a glass, which can be optically worked
in the same fashion as any optical glass. Thisisa
great advantage, because the beam-splitter must
be flat to 1/10 wavelength of the shortest wave-
length of interest. The principal disadvantage of
IRTRAN-4 is its long wavelength cutoff at 20.

Other materials investigated for their suitability
as beam-splitters (including KBr, KRS-5, Csl,
and plastic pellicles) have higher transmission to
long wavelengths, but are less suitable in other
respects. Further investigations are in process.

The radiation source for the monochromatic
reference signal will he the 0.5852u neon line,
which is quite strong; in conjunction with a suit-
able interference filter, the signal is suitably
monochromatic. Neon was selected because
lamps are available in small sizes and very little
power is required. The focusing and condensing
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optics are all glass of conventional and straight-
forward design. A silicon photovoltaic cell serves
as a detector.

The telescope is designed to accept a beam of
parallel radiation with an angular aperture of 2.8
degrees and to fill completely the 8-degree field-of-
view of the interferometer. The primary and
secondary mirror are electroformed for lightweight
construction and then gold-coated.

3.4 Electronic Design

The electronic circuitry for the interferometer
package is designed to operate as independently
of the spacecraft as possible. The spacecraft
supplies the power and command signals neces-
sary to operate the experiment; the electronics
subsystem of the experiment processes the inter-
ferometer data and presents them to the space-

craft in a digital format. The spacecraft supplies
a single command at the beginning of each
interferometer frame, but the necessary sequence
of events to complete the data frame is generated
by means of the interferometer system.

Functions of the interferometer electronics
(Figure 12) are:

e To convert the 2400-cps 100v p-p spacecraft
power intc the voltages required to operate
the interferometer instrument

¢ To provide the necessary power and control
to drive the mirror

* To amplify the thermistor bolometer output
signal

¢ To sample the bolometer signal, and to
present it in digital form to the spacecraft
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OUTPUT VOLTAGES INTERFEROMETER NCLUDES | | Boromeven ANALOG DATA
2300V 20.1% | MIRROR DRIVE SIGNAL FILTER BOLD AMR O—> -84V
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Fiaure 12.—Interferometer electronics, block diagram.
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The power supply converts the 2400-cps 100v
p-p spacecraft power to the voltage levels neces-
sary for operating the interferometer. The power
supply includes the necessary regulation (+5
percent) to maintain the voltage to the required
accuracy. Three telemetry points are included
to monitor:

» Spacecraft input voltage

e 300v +0.1 percent bolometer bias supply

e 12v +0.2 percent reference for mirror drive

The power supply is regulated to 1 percent by
feedback to the primary of the power transformer;
the 300-volt supply has an additional control that
maintains 0.1 percent regulation.

The data channel receives the signal from the
thermistor bolometer preamplifier. The signal
is band-limited between 10 cps and 110 cps in an
electrical filter network. This band-limited signal
is then coupled to a switched attenuator and
amplified.

The attenuator has two positions, controlled by
the level of the preamplifier output voltage: 0—db
attenuation and 20-db attenuation. The pre-
amplifier output fed into a comparator generates
an output to switch in the 20-db attenuator when
the preamplifier output exceeds +3.2 volts, and
to switch out the attenuator when the signal falls
below +0.32 volts. The gain change is necessary
to accommodate the extremely large dynamic
range (2000:1) of the input signal from the bolom-
eter preamplifier. The output of the bolometer
preamplifier is maintained between 0 and 6.4
volts, a value which is compatible with the
analog-to-digital converter.

The function of the data control channel is to:

¢ Provide the necessary encode pulses to the
analog-to-digital converter at proper mirror
positions

¢ Ensure that data points are not transmitted
until the mirror velocity has stabilized

¢ Allow precisely 1708 data points for each
data frame

The count-to-128 inhibits the encode pulse for a
sufficient time to allow the mirror velocity to
stabilize at 0.2 mm/sec. After 128 counts, the
171-cps squarewave is coupled to the analog-to-
digiial converter as encode pulses. The count-to-
1708 circuit counts the number of encode pulses

that have been applied to the analog-to-digital
converter. After 1708 samples, the mirror drive
circuit is de-energized and reset to zero, prepar-
ing the experiment for the next frame-initiate
command from the spacecraft.

The analog-to-digital converter generates an
8-bit binary word from the bolometer amplifier
output. The encode pulse from the data-control
channel:nitiates the digital-to-analog voltage ramp
that is compared with the analog voltage from the
data channel. When the reference analog voliage
matches the data voltage, the digital-to-analog
circuit is stopped and the digital word transierred
in parallel into the 10-bit shift register as the 8
least significant bits. The ninth bit is generated by
comparator in the data channel designating the
amplifiergain ;thetenthbitiswordsynchronization.

At the end-of-code pulse, a gate is opened that
allows the 50-ke clock to shift the 10-bit word
serially into the spacecraft buffer storage. After
10 counts, the gate between the 50-kc clock and
the 10-bit shift register is closed. The tenth bit
in the shift register is used for synchronizing the
data words in the ground stations.

An additional 7-bit analog-to-digital converter
and a set of analog gates are included to sample
the low data-rate channels. The analog-to-digital
converters are sequentially switched into the
spacecraft buffer storage system. The frame-
initiate command swiiches the high data-rate
channel into the spacecraft storage, and the end-
of-frame pulse switches in the low data-rate
channel.

The 400-cps spacecraft clock is coupled to the
low data-rate commutstor and the 7-bit analog-
to-digital converter to serve as switching pulses
and encode pulses.

The low data-rate channel contains the house-
keeping telemetry and auxiliary measurements of
the integrated visible and thermal radiation from
the planet; these measurements are transmitted
in real time as well as in the low data rate.

The function of the mirror-drive servo-loop is
to maintain the mirror velocity constant at 0.2
mm/sec for the 10-second duration of the inter-
ferometer data frame. The control system con-
sists of two digital-to-analog voltage ramp gen-
erators fed into a summing circuit that drives the
mirror drive-power ampiifier. The first ramp is a
positive-going voltage generatcd from the 400-cps
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spacecraft clock; the second ramp is a negative-
going voltage generated from the 342-cps neon
signal from the interferometer. The output vol-
tages from the two digital to-analog circuits are
weighted so that no signal is applied to the mirror
power amplifier when the mirror velocity is con-
stant at 0.2 mm/sec. The loop characteristics of
the servo stabilize the mirror velecity at 0.2
mm/sec +1 percent within a fraction of a second
after the frame-initiate pulse is received trom the
spacecrait. After the 1708 data points have been
sampled, a pulse from the data-control circuit
closes the gate between the 400-cps clock and the
digital-to-analog circuits, and resets the counters
in the digital-to-analog circuits to zero.

The electronics for the IRIS instrument are
designed to perform the functions necessary to
control the interferometer and process the data
presentation to the spacecraft. The design con-
sists primarily of digital electronics, because of the
inherent reliability of digital systems. The digital
circuits are constructed of Texas Tn.trument
modules. This subsysten: is a self-contained in-
strument requiring a minimum of external control
for the operation of the experiment. A reliability
survey will be conducted as one of the system
evaluation parameters.

3.5 Signal-to-Noise Ratio

The peak signal falling on the detector (for
zero path difference) is

P=3N-4-0-¢

where

P =radiant power (watts)
N =target radiance (watt cm~? ster™!)
A =effective aperture (cm?)
Q=solid angle (ster)
e=average optical efficiency

The factor 14 accounts for the 50-percent
reflection losses inherent in this type of interferom-
eter. The noise at the detector is given by the
noise equivalent power (NFP) of a thermistor
bolometer, which is approximately

NEP=16-10""v/a4 /A?f

where

a=area of detector (em?)
Af=noise bandwidth (cps)
r=detector time constant (sec)

Additional noise will be contributed by the
compensating thermistor (v/2), noise in the bias
supply (v'2), and preamplifier noise (v'2). For
operation at 260 or 270°K, the NEP is lower;
however, this improvement will not be considered
here.

The peak signal-to-noise ratio in the inter-
ferogram, for zero path displacement, is then

S r [+
—ﬁ—mzlogNAﬂev;:—z.

The signal power in the spectral interval Ay will
be approximately eyual to the peak power P times
the ratio N,Ave,/Ne. In addition, a signal-to-
noise improvement factor proportional to v/n/2
(n=number of samples per interferogram) is
obtained; therefore,

S 100 ,/_TZL
(N). 10°N, Ave, 4 - Q Sabf’

Assuming reasonakle numerical values for some
parameters,

effective aperture A =10 cm?
solid angle 2=1.57-10"%(8°)
optical efficiency e~¢,=0.2
detector time const. r=1 ms
detector area a=.1225 cm?
number of samples n=1708
spectral element Av=5 em™!
noise equivalent bandwidth Af= 136 cps
the peak signal-to-noise ratio becomes

S .
F=25°10,

and for a spectral interval

S 7
(W)A."”’ 10°N,.
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The instrument temperature (270°K) was chosen
to give approximately equai signals for the maxi-
mum blackbody temperature to be measured
(320°K), and for outer space (0°K), which is used
as a check of calibration. The maximum radi-
ance between 500 and 200 ¢m™! is about 8.10~2
watt em~2 ster™! (320°K); therefore, the maximum
signal-to-noise ratio is about 2000.

Within the spectral intervals, the signsl-to-
noise ratios depend largely on spectral radiance.
A plot of the N, for various blackbody tempera-
tures is shown in Figures 13 and 14; in both
cases, the instrument is at 270°K. However,
before the final signal-to-noise ratio can be dis-
cussed realistically, errors in the coding process
must be taken into account.

The most efficient way to encode is to set one
coding step equal to the rms value of the noise in
the interferogram. Higher coding accuracy yields

K
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Figure 13. — Difference in spectral radiance of a target
colder than the interferometer.
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FiGure 14. — Difference in spectral radiance of a target
warmer than the interferometer.
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insignificant improvement; lower coding accuracy
is undesirable. If encoding is performed to 1
part in 2000 of the maximum possible amplitude
in the interferogram, the uncertainties introduced
by the coding process will equal errors caused by
detector noise. The final signal-to-noise value,
including the coding error, becomes

S 7108 S) m25.107
=17 IONand(NA. 2.5-10°N,.

A (S/N)a, equal to unity is obtained for N,
=4.10"%, This value is indicated in Figures 13
ond 14. A temperature difference of 1°K should
therefore be detectable below 1400 cm™ (above 7
microns); at 1800 em™! (5.5 microns), 3°K cor-
responds to the noise, and at 2000 (5 microns)
only about 6°K.

These numbers were derived for 5 cm™ resolu-
tion. Clearly, numerical smoothing techniques
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can be applied and resolving power can be traded
against accuracy. This operation is done on the
ground after the interferogram has been received,
8o that considerations of this nature do not
influence the design of the instrument.

It remains to be shown how a signal-to-noise
ratio of 2000 can be obtained in the coding
process. The large central peak in the middle of
most interferograms is very pronounced; in most
cases, the amplitudes in the rest of the interfero-
gram are considerably smaller. An 8-bit word is
used to encode on a scale of plus and minus 128
levels, or a total of 256. One level is equal to the
rms value of the noise. Larger amplitudes are
divided by 10 electronically and then crcoded.
The position of the divide-by-10 circuit is indi-
cated by a ninth bit. This effective dynamic
compression maintains full accuracy for most
points in the interferogram, but only one-tenth
of the full accuracy for all poiute exceeding a
tenth of the maximum possible amplitude. How-
ever, the one-tenth value in amplitude is exceeded
for only a very small number of data points,
compared to the total of 1708 points. The slightly
reduced accuracy of a few data points can be
shown to have negligible influence on the
reproducibility of the spectra.

3.6 Auxiliary Measurements

A number of auxiliary mea~.2ments will be
performed to facilitate better interpretation of the
interferograms and to validate the operation of the
instrument.

Reflected Solar Radiation

Reflected solar radiation between 0.5 micron
and about 1 micron will be measured by a small
radiometer, bore-tizhted with the optical axis of
the interferometer and having the same field-of-
view as the interferometer. The purpose of this
measurement is to allow correlation of dark and
bright areas on the planet with the interferograms.
This instruraent will use a silicon cell as a detector,
with a time constant of sbout 10 seconds. A
2-percent relative accuracy and a 10-percent abso-
lute accuracy are sufficient for this measurement.

Thermal Rodiation

Also bore-sighted with the interferometer will
be a thermopile having the same spectral response

and the same field of view as the interferometer.
The purpose of this instrument is to furnish
additional calibration of the interferometer during
planetary encounter. The time constant ot this
instrument will also be 10 seconds. A 2-percent
relative accuracy are likewise sufficient for this
measurement.

Temperature Sensors

Various temperatures will be measured in the
optical cube (the temperature of the bolometer
mounting, the drive mirror, the beam-splitter
mounting, and a point near the entrance aperture)
with an accuracy of 0.5°C. These temperature
measurements will aid in the proper interpratation
of the interferograms. In addition, the tempera-
ture of the primary and seccndary mirror will be
monitored (£5.0°C). rhe blackbody used for
calibration purposes before and after planetary
encounter will b ‘onitored by two Lead thermis-
tors to provide redundancy in this measurement.
Twelve temperature sensors are provided, includ-
ing the two temperature sensors in the auxiliary
radiom.eters and the two sensors located in the
electronics compartment.

Voitage Measurements

A number of important voltages and execution
commands will be monitored to cer.ify proper
operation of the instrument. The measured veii-
ages include the bolometer bias voltage, the main
power in the optical cube (—12 and —18 volts),
and other strategically important voltages in the
electronics compartment. A total of 25 auxiliary
measurements will be performed.

4. DATA REDUCTION

Computational efforts concerned with the IRIS
experiment fall into two major categories: com-
puter simulation ¢ the interferogram, and sub-
sequent analysis t¢ retrieve the optimum amount
of information from the received data. "he arti-
ficially synthesized interferograms will serve as
aids for signal-to-noise requirements and ia veri-
fying the encoding and digitizing techniques tu bs
applied, as well as in furnishing the basis for the
early development of the du.ta analysis techniques
to be used. The synthesi’ of the interferograms
has been divided into two phases and the analysis
of the data into three phases.
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4.1 Synthesis

The purpose of this portion of the study is to
simulate the interferogram in order to study the
effects of various levels of detector noise, to
analyze the possible methods of digital encoding,
and to determine the total effect on the ability to
recover the underlying frequencies of interest.

The objective of the first phase of the study is a
computer program which generates (for specified
wavenumbers, instrument and target tempera-
tures, time duration, and sampling rates) the
amplitudes of a Fourier series (interferogram)
according to the basic instrument churacteristics.
All computer outputs are formatted, if desired,
for plotting offline on an x-y plotter. This
part of the program has been completed, and
artificial interferograms which were constructed
have played an important role in the initial
design of the digitizatioa scheme for the instrument.

The first step of the second phase of the
interferogram synthesis program is to include the
instrument function. The second step is to gen-
erate and apply any desired level of detector
noise to the signal. The third step is to apply
several scaling techniques to find the best one,
which will then be used for the actual instrument.
Finally, the digitized version of the interferogram
will be formatted to become identical to the output
of the physical instrument. The result—the final,
simulated interferogram—is again formatted for
offline plotting.

4.2 Analysis

The analysis program is being developed con-
currently with the synthesis program, because it is
essential that the actual interferogram provide
the best possible analysis of the data, and of the
information extracted. In order to accomplish
this, the synthesis and analysis process must be a
“closed-loop” learning and improvemer.t system.
The resulting analysis program should, therefore,
be one which is best fitted to analyze the data
from the actual instrument.

The purpose of the first phase of the analysis
program is to apply the inverse of the ‘“‘second-
order” effects of the synthesis program; that is,
given an interferogram in digital form, the inverse
operations of scaling digitizing must be applied,
and an apodization function applied, before the
frequency analysis is begun.

The second phase of the analysis consists of
performing a general Fourier analysis to determine
the individual frequency components contribut-
ing to the overall composite signal. The Fourier
analysis is carried out using both cosine and sine
terms.

As a third pbase, refinements in the analysis are
comtemplated. A spectral analysis typically con-
sists of resolving ambiguities and questions that
usually cannot be answered by a single analytical
sechnique. The third phase is devoted to the
study and development of techniques to be used
instead of (or in addition to) the classical, gen-
eralized Fourier analysis mentioned above. Tech-
niques to be investigated include auto-regressive
analysis—to be used in conjunction with stepwise
Fourier analysis—and digital bandpass filters,
based on the Laplace transform.

5. INSTRUMENT CALIBRATION

To verify the proper operation of the instrument
and to assure accuracy in the received data, an
in-flight calibration technique will be used. Fol-
lowing is a summary of the final calibrations to be
performed on earth, prelaunch check-of-calibra-
tion procedures, ard in-flight calibration require-

ments.
5.1 Primary Calibration

The primary calibration and check of perfor-
mance of the instrument will be carried out in a
vacuum chamber with cryogenic walls at liquid
N, temperature. The thermostat of the instru-
ment will maintain the proper operating tempera-
ture of about 270°K in the optical cube. A
blackbody will be placed in the field-of-view
whose temperature can be adjusted between
+80°K and +320°K. Interferograms will be
taken at 10°K increments. Adjustments of gains,
thresholds, etc., will be set at this time. Calibra-
tion with the instrument’s own reference blackbody
will also be checked at this time.

Spectral calibration and resolution will be
checked by two methods: First, a polyethylene
sheet will be inserted in front of the blackbody in
vacuum. Polyethylene has numerous absorption
bands of precisely known wavelengths. Second,
while in air (or in a chamber with walls and
instrument at room temperature), a blackbody at
a distance of about 10m (1 m in the CO. chamber)
will be kept 10 to 20 degrees above the instrument
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temperature. The strong Q branch of the 15u
CO, band, which should be clearly observable in
absorption, serves as a wavelength standard. As
the mirror speed is derived from the 0.5852-
micron neon reference line, this test will verify
only proper scan speed. Adjustments will not
be necessary.

The field-of-view of the instrument with respect
to the mounting interface will be measured on an
optical bench. The interferometer will not be
operated in the conventional sense for this meas-
urement; the output of the thermistor bolometer
will be monitored while a chopped, high-intensity
source is moved at a fixed distance. The response
will be mapped as a function of the angular
position of the source.

5.2 Calibration Checks During Environmental
Tests

Before and after vibration, during vacuum
thermal tests, etc., check of calibration are per-
formed by exposure to blackbodies. In air, black-
bodies above room temperature are used; in
vacuum tests, blackbodies above and below oper-
.*ing temperatures (4+80°K to 320°K). Also,
exposure to the electrically-heated refcrence black-
body which is part of the instrument is performed
regularly.

The spectral response is checked by placemant
of filters (polyethylene or mylar) in front of a
blackbody.

The field-of-view is checked in air only, by
exposure to a small hot source placed in front of a
room temperature background. Readout takes
place in the normal operation mode of the
interferometer.

5.3 Check of Calibration in the Launch Area and
on Launch Pad

Exposure to the electrically heated, thermostat-
ically controlled reference blackbody will serve
as the check of calibration.

5.4 Check of Calibration During Interplanetary
Flight

Two complete interferometer frames will be
required for each check of calibration. During
the first frame, the reference blackbody will be
placed within the field-of-view; this is the normal
position of the reference blackbody during flight.

The second calibration frame will be taken without
the blackbody, with the interferometer viewing
outer space. After this, the blackbody will be
returned into its normal stowed position. In-
flight calibration is required at regular intervals
of 15 or 30 days, except during the first week,
when one calibration every other day is required.

5.5 Calibration at Planetary Encounter

Shortly before and shortly after planetary en-
counter, a sequence of two calibration frames is
required. The pre-encounter calibration should
be as close as possible before encounter but
definitely not earlier than 1 hour before. Both
pre-encounter calibration frames and post-en-
counter frames should be stored and transmitted
together with the data frames. After encounter,
the sequence of the calibration frames will be
reversed: first, the sky background will be meas-
ured as the planet moves out of the field-of-view
of the instrument; then the reference blackbody
will be brought irn, and the final calibration frame
will be taken. Thereafter no further data will be
required from the interferometer.

6. MISSION PROFILE

6.1 Planetary Transfer

If possible, the instrument will be launched
and stowed in the “power on” position. All
circuits will be energized and the secan mirror
placed in the midrange neutral position. The
calibration target (blackbody) will be in front of
the telescope so that it seals the instrument
thermally; in this position, the blackbody will
protect the optical elements during launch and will
minimize the heater power necessary to maintain
the proper operating temperatures of the instru-
ment (270°K) and the blackbody (285°K). Total
electrical power required during this time will not
exceed the power required during the data-
gathering period (approximately 7 watts). Check
of calibration is performed at regular intervals as
discussed in 5.4.

The following command and readout sequence
consti: ites the in-flight calibracion:

e Frame-initiate command to obtain one inter-
ferogram of the reference target

e Command to move the blackbody out of the
field-of-view of the telescope
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¢ Frame command to obtain an interferogram
of outer space

e Command to return the blackbody to the
normal position in front of the telescope

6.2 Planetary Encounter Mode

The planetary encounter mode consists of cali-
bration before and after encounter, as discussed
in 5.5, with an intervening data-gathering period.
The following sequence of commands and events
constitutes the encounter mode:

¢ Frame-initiate command to obtain one inter-
ferogram of the reference target

e Command to move the blackbody to a posi-
tion which will clear the field-of-view of the
telescope

* Frame command to obtain an interferogram
of outer space

e Frame command at least every 30 seconds
(or, if possible, every 15 seconds) during
p'anetary encounter

¢ Frame command after the planet has left the
field-of-view

¢ Command to return the blackbody to the
normal position in front of the telescope

e IFrame-initiate command to obtain interfero-
gram of reference target

After the encounter mode, the data-gathering
part of the experiment will be completed ana
electrical power may be removed from the
instrument.

6.3 Other Experiment Considerations
* Trajectory—No special requirements

» Fly-by distances—A fly-b:- distance of 2000
km (closest approach to surface) would be
most desirable; at this distance, the inter-
ferometer can be used without a tclescope.
Presently the telescope is designed to cover
the range between 5000 and 10,000 km.
An approcch distance between 10,000 and
20,000 km would alsc be acceptable, but
would require a new (larger) design of the
telescope.

¢ Fly-by velocity—Low fly-by relative velocity
is desirable primarily to minimize the spatial
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smear during the 10-second time required for
each interferogram.

Aiming point—The aiming point should be
chosen to fulfill the following conditions,
listed in sequence of importance:

(1) Equal chance to observe ‘“dark’” and
“bright” areas of Mars

(2) View of the subsolar point and equatorial
regions

(3) Scan across the terminator (morning ter-
minator preferred)

(4) Observe primarily the illuminated portion
of Mars, but to have a chance to see part
of the dark side also

Magnetic cleanliness—No special require-
ments

Electrical noise—Only the output circuit of
the bolometer and the input to the preampli-
fier would be sensitive to stray electrical
fields. Care will be taken to have proper
shielding. The rest of the circuit, which is
digital, should be insensitive to stray electrical
fields. The noise level which can be tolerated
at the electrical interface will be small, but
numerical values cannot be specified at this
time.

Acoustical and structurai noise—During the
10-second periods of data collection or cali-
bration, the platform should not be exercised.
The normal motion of adjustment (hunting)
of the spacecraft’s control system should not
provide problems. The effect of structural
noise is not fully known at this time, and
specifications of the vibrational environment
to which the instrument will be exposed on
the spacecraft are urgently needed.

Interaction and coordination with other ex-
pe~mnents—It is strongly suggested that all
radiometric experiments be bore-sighted to
allow cross-correlation among the data ob-
tained. Simultancous ground-based obser-
vations should be encouraged.

Spacecraft engineering measurements—No
engineering measurements are required from
the spacecraft. All auxiliary measurements
are part of the interferometer experiment.
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7. EXPERIMENT-SPACECRAFT INTERFACE

The interface between the experiment and the
spacecraft (Figure 15) consists of power input,
commands, clock pulses and data signals.

The frame-initiate commands supplied by the
spacecraft consist of pulses occurring every 30 or
15 seconds after planet acquisition. The pulse
should be about 2 milliseconds in duration and <42
volts in amplitude, with a risetime of about 10
microseconds from a source impedance of about
100 ohms.

The end-of-frame command supplied by the
experiment and coupled into the spacecraft is a
pulse with an amplitude of 2.5 volts, and a
risetime of less than 5 microseconds from a source
impedance of about 5K ohms.

The 400-cps clock consists of pulses of a 4-volt
amplitude with a 0.3-microsecond risetime and a
source impedance of about 100 ohms.

The 50-ke clock coupled from the experiment to
the spacecraft will have a source impedance of
about 100 ohms and an amplitude of 2.5 volts.
The risetime will be on the order of 1 microsecond.

Data output from the experiment will consist of
a series of 10-bit digital words, a “‘one” correspond-
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ing to +2.5 volts and a *““zero” corresponding to

0 volts.

The source impedance in the data

channel is 5K ohms.

The real-time data from the thermal and visible
channel will consist of + pulse-width about 10
microseconds in duration, with an amplitude of
+2.5 volts and a 1-ms risetime.

Design Paramelers for Infrared Interferometer

Spectral range________

Spectral resolution. . __

Travel of drive mirror..

Diameter of effective
aperture

Dectector_ ... _______

Detector time constant.
Duration of
interferogram
Electrical frequencies
at detector
Sampling_________.___.

Sampling rate_________

Samples per
interferogram

Auvenrace

2000--500 cm™! (5-20u)

(possible extension to 300
em™! (33u)

5 cm™ over total range

0.2 cm

3.6 cm

Thermistor bolometer in
conical light pipe

1-2 ms

10 sec

20-80 cps

FEvery fourth fringe of
monochromatic source 5852.5 &
171 samples sec™!

1708

SPACECRAFT
POWER - INTERNFEROMETER CUBE

_k—mmm

FRAME PROGRAMMER. ONE “FRAME " —-———-K— INPUT POWER 2000 CPS — 100V P-P SYMMETRICAL SQ WAVE
CONSISTS OF ONE NTERFEROGRAM o
END OF FRAME SANOWICHED BETAEEN ZADW OATE' FRAME WITIATE COMMANO
SEQUENCES OF APPRO™. 30 WORDS EA woRD SYNC
TOT FRAME LENGTH 18 10.3 20,1 SEC —_—
“END OF FRAME" COMMAND
GAIN mmcmonmlu [ 1) 1 T )' SPACECRAFT CLOCK
f sz s2
M A/D PARALLEL | 10 BT 1AL TA_CHANNEL 10 81T
::Tg‘nsgnou;rm o ouvenren [ £ sy SER DATA CHANNEL 10 81T SERIAL ,_0\0' 1300 B17 5
' BUFFER Lo DATA OUT
F ’ 30 KC CLOCK oho] = DaTA QU
1
171 CPS ENCODE i [
|
; GATE +10 | )
- i s2
ooxe | T i
cLeex 2 GATE I i
£ 4 ' '
u ]
& 3 3 l oo 1300 MY s2
3% F= I ‘ 1 BUTER |00t 0ATA OUT
| l Sz SWITCHES THE SPACECRAFY
oo AND DATA CHANNELS TO ALTERNATE
LOW DATA CONVERTER | BUFFERS WHEN THE BUFFEN 1S
(APPROX 30 WORDS FILLED
PER SEQUENCE) 4 ‘
[ (29 "
400CPS ENCIDE ———T __1(___ %ﬂ SPALECRAFT CLOC
—E——— LA B0DY REFERENCE CLOSE
THERMAL A/PW REAL TWIE TRAMSMISSION
VISIBLE CONVERTEW COMMAND VISILE
CHANNEL ND THERMAL

F1cure 15,—Spacecraft-experiment interface.
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Housekeeping
information

Samples per frame_-__-

Frame synchronization.

Words per frame_____.

Bits per word. .- --

Bits per frame. ... ---

Calibration frames in
vineinity of planet

Minimum number of
data frames for
minimum fly-by
speed

Total number of frames

Total number of bits

to be stored

Field-of-view of

interferometer

Field-of-view with
telescope

PUBLICATIONS OF GSFC, 1964: I. SPACE SCIENCES

25 samples per interferogram

1733 samples
3 words

1736

10

17360

4

40 (every 30 sec)
80 (every 15 sec)

44 (for 30-sec interval)

84 (for 15-sec interval)
765108 (for 30-sec interval)
1.46 X 10¢ (for 15-sec interval)
1.57X10% ster (~8°)

2% 1073 (~2.8%) (approx.
circle of 250 km diameter

paper presented at the 25th national meeting of the
Amer. Meteorol. Soc., Los Angeles (Jan. 1964),

9. Kuirer, G. P., paper presented at 45h American

10.

11.

12,

13.
14,
15.

Geophysical Union meeting, Washington, D. C.
(April 1964),

Lyon, R. J. P., Evaluation of Infrared Spectropho-
tometry for Compositional Analysis of Lunar and
Planetary Soils. NASA Contract (NASA-49/04)
Quarterly Status Report No. 4, Stanford Research
Institute (June 1963).

BeL, E. K., and Eisnger, I. L., Infrared Radiation
from the White Sands at White Sands National
Monument, New Mexico. Jour. Opt. Soc. of Amer.,
Vol. 46, p. 303 (1956).

FeLLGETT, P., Spectrometric Interferential Multiples
Power Measures Infra-Rouges sur les Etoiles. J.
d’Physique et la Rad., Vol. 19, p. 237 (1958).

Gessig, H. A., J. Phys. Radium, Vol. 19, p. 230 (1959).

MEerTz, L., J. Opt. Soc. Amer., Vol. 46, p. 548 (1956).

Conxks, J., Rev. d'0Opt., Vol. 40, p. 45, 101, 151, 213
(1961),

at 5000 km)
Calibration during interplanetary flight before and after
planetary encounter
a. space
n. blackbody
Monochromatic source. Neon lamp plus interference
filter
Monochromatic 5852.5 A
wavelength
Detector for
monochromatic light
Frequency of reference
signal

Silicon junction

684 cps
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RADIATIVE EQUILIBRIUM IN PLANETARY ATMOS-
PHERES. I APPLICATION OF THE STRONG LINE
ABSORPTION LAW TO THE ATMOSPHERE OF
VENUS*

RUDOLF A. HANEL AND FRANK BARTKO

The interpretation of the data obtained for Venus in the 8 — 12, atmospheric window clearly
requires some knowledge of the temperature distribution in the planet’s upper atmosphere. For
this purpose temperatures, net fluxes, and specific intensities were calculated for a CO; — N, atmos-
phere in radiative equilibrium. The wavelength, temperature, and pressure dependence of the
CO; absorption, including the excited bands, was considered. Solar radiation absorbed in the
clear atmosphere influences the temperature profile distinctly. The effects of various CO; con-
centrations, cloud top pressure levels, and cloud refl=ctivities on the equilibrium temperatures are
also discussed.

LIST OF SYMBOLS n Exponent defined in Equations 2 and
i A, Fractional absorptance in the wave- 19.
length interval i. P Pressure (Py=1 atm).

B.(T) Planck function at temperature T q CO. volume concentration.

(watts cm™2 ster™! wave number™1). L. .
Tie Cloud reflectivity in wave number in-
| ¢ Subscript. denoting cloud surface. terval i.

E.(7) Exponential integral of order n. s Geometric path length (cm).

7F,(r,)  Spectral total flux at r, (watts em™2 g, Solar constant in wave number interval
wave number~?). 18 (watts cm™2).

H Pressure scale height (Ho=value at ¢ Integration variable.
273°K).

) T Atmospheric temperature (To=273°K).

i Index denoting wave number interval. .

u Path length of active gas at NTP (em).

L(u, 7,) Specific intensity (watts cm=2 ster~! . .
wave number~?). u Modified pressure- and temperature-

reduced path length (cm). See

] Index denoting vertical coordinate. Equation 16.

Ju(my) Spectral mean intensity at optical X Parameter proportional to the product
depth 7, (watts cm™* wave number™! of the spectral line intensity and the
ster™!). ratio of path length to line half

I, Generalized absorption coefficient, [ = width.
m*® (cm~! NTP). a Flux convergence criterion (Equation

m Parameter defined in Equation 19. 40).

- B Parameter proportional to the ratio of
*Published as NASA Technical Note D-2397, August 1064; also . e
presa:tod at .t:xe Confere:cemfm A:n.wcpheric R::i::ion. Eppley the Bpe(:t.lm’l hne. half-width to the
Laboratories, Newport, R. I. average line spacing.
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Y Exponent describing the temperature  tion absorbed by the atmosphere was also
dependence of excited bands (Equa~  included. An effective surface emissivity was in-
tion 13). troduced as an additional parameter and permitted
e a deviation from the usual assumption that the
€ro Spectral emissivity of cloud surface. surface radiates like a blackbody in the infrared.
¢ Cosine of the solar zenith angle. In addition to the radiative equilibrium tempera-
. . tures, the specific intensities were calculated.
i Direction cosine (u = cos6). Net fluxes were obtained by angular integration,
v Wave number (em™?!), taking into account fully the dependence of the
, Atmospheric density. intensity on direction. The sirppl.ifying procet%ure
of converting parallel beam radiation to an equiva-
Tur Optical thickness in direction u at  lent diffuse radiation field was avoided (References

wave number v, 1-3).

Solid angle (ster) The net flux of a planet can be determined
@ Polid angie ister). independently from the heat budget by consider-
INTRODUCTION ing the observed albedo and the appropriate value

The structure of a planet’s atmosphere is
governed primarily by convective and radiative
energy transport. On the earth, ( unvective pruc
esses preponderate in the troposhpere and radi-
ative processes in the stratosphere. Similarly,
the atmospheres of Mars and Venus should ex-
hibit zones of convective and radiative transfer.
Convection probably characterizes the Venus
atmosphere below the cloud level, especially if the
clouds consist of dust particles, whereas the region
above the cloud layer is probably dominated by
radiative transfer. The interpretation of infrared
measurements of the atmospheres of the terrestrial
plancts must, therefore, be based on the theory of
radiative transfer and appropriately modified for
convection where necessary. The objectives of
the program discussed in this paper were to
establish an analytical tool for the study of plane-
tary atmospheres based on the radiative transfer
theory. An initial version ¢f this program has
been applied to the atmosphere of Venus. This
application must be used with relatively inaccu-
rate estimates of physical parameters which in-
fluence the solution of the transfer equation.
However, the program permits a parametric study
where the number of possible solutions is ultimate-
ly restricted by observational constraints.

The equilibrium temperature distribution of an
N;-CO; atmosphere was calculated for several
volume concentrations of CO;.  The wavelength,
temperature, and pressure dependence of the ab-
sorption coefficients was taken into account. The
cffect of direct and diffusely reflected solar radia-

of the solar constant. This restricts the number
of theoretically possible solutions, since only those
which yield total flux values consistent with the
albedo can be admitted. The number of solu-
tions can be restricted further by a comparison of
calculated and measured values of the specific in-
tensity at several wavelength intervals and zenith
angles.

In the discussion below, the assumptions and
limitations of the calculations are stated and the
mathematical formulation is presented. An il-
lustration of the effects of the various parameters
on the temperature profiles follows, but further
conclusions will be discussed elsewhere.

SOLUTION OF THE RADIATIVE TRANSFER
EQUATION

In order to calculate the equilibrium tempera-
tures in a finite, nongrey, optically thick atmos-
phere, the equation of radiative transfer must be
solved, subject to appropriate boundary condi-
tions (Reference 4, for example). The assump-
tion of radiative equilibrium holds as long as the
atmosphere is stable against convection (Reference
5, for example). Stability, in turn, is maintained
as long as the temperature gradient is everywhere
less than the adiabatic gradiet.

For the particular application considered here,
the surface is taken to be the cloud tops and is
assumed to be the demarcation hetween regions of
energy transport dominated by radiation and con-
vection. Tt is realized that the assumption of a
solid surface for the clouds is a severe simplifica-
tion. A more rigorous treatment would apply
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the theory of radiative transfer for a scattering
medium (Reference 6, for example).

For an atmosphere in local thermodynamic
equilibrium the equation of transfer is

dIV(/L, Ty
T (e ) - B . (D)
where B,(T) is the Planck function and I,(u, 7,,)
the specific intensity of the radiation field. For
radiative transfer calculations dealing with strong
molecular band absorption, the optical thickness

7. can be expressed
u* n ~ TV(IV' u*)
L) -

7m’(lv'u*"u) i u

where [, is a generalized absorption coefficient and
u*/u a pressure- and temperature-reduced path
length. It isconvenient to use the optical path in
the vertical direction, 7,, and the direction cosine
u, instead »f the optical path, 7,,, in an arbitrary

The first term on the right represents the ther-
mal emission by the surface of temperature T..
The second term arises from the nonblack carac-
teristic of the surface; the downward flux incident
on the surface is partially reflected bacx into the
atmosphere. The third term describes the re-
flected solar component.

At the top of the atmosphcre where 7,>O only
solar radiation is assumed incident. For thermal

-7

ve v Tve - nv
n
Lw 7)) 7 acB(T)e  * J B(ye “

v

direction. The appearance of u under the ex-
ponent n has a significant influence on the transfer
problem. The value of n is unity for weak line or
grey absorption and one-half or less for the square
root or strong line absorption law (Referencc 7).
In contrast to weak line or grey absorption, the
strong line absorption law reduces the thermal
coupling between adjacent atmospheric layers and
permits a more effective exchange of radiative
energy over greater optical distances.

Very general boundary conditions have been
selected. At some optical depth, 7,., the atmos-
phere is assumed to be bounded by a perfectly
diffuse reflector of effective emissivity e, related
to the surface reflectivity by

€,, ° 1-r,. . (3)

For positive values of u this assumption requires
the solution of Equation 1 at the boundary 7,,
to be

"VC
sv - _Ln_'

ve Fu.("’vc) + 7 c er € : (4)

radiation outer space is considered a perfect sink.
Hence the upper boundary condition is

SV
| (L.Tv = 0) =L (5)

The solution of the transfer equation subject to
the boundary conditions and the absorption law
for 7, may be verified to be

t=-7

g

- Tve :‘ Ty 2 Tve Sv - :L"c_ - Tve ; Tv
tr,.e u ry B(t) E, (-rv: - t)dt t . le e # . (6)
(] n
and
L] 7
. S ol S )
Iv (“' Tv) - o Bv(t) ¢ i " Le *
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In Equation 6 I,*(u, 7,) is the upward intensity
whose respective components arise from the sur-
face emission, the atmospheric emission by all
layers at optical depths greater than 7,, and the
downward fluxes diffusely reflected upwards.
1,~ (4, 7») is the downward intensity consisting of
the atmospheric emission arising from all layers

balance condition

- AT
S i, e *" B, dVdodv
v v

The exponential term represents the attenuation
losses due to self-absorption in the layer of finite
optical thickness. Integration over all directions
is required since I, as well as e~4"*" is a function
of u. Furthermore, since absorption and emission
may occur in different parts of the spectrum the
equality holds only if the integration is taken over
all frequencies. This general form of the condi-
tion of radiative equilibrium applies to any volume
element as well as to different forms of absorption
laws. If Ar is very small in all directions, the
familiar form (References 8 and 9) of the radiative
equilibrium equation results:

jlvadv = lejvdv . 9)

Substitution of the intensities obtained (Equa-
tions 6 and 7) into the equation of radiative
equilibrium leads to a Milne-type integral equa-
tion in B,(7), whose solution is required in obtain-
ing the temperature distribution. The solution
is obtained by iteration beginning from an as-
sumed temperature distribution. The net flux is
computed after each iteration. When the dis-
tribution of the net flux is constant within
specified limits, radiative equilibrium is achieved
and the calculation proceeds to the final step, the
computation of limb darkening.

The components of the upward and downward
intensities, the net flux, and the condition of radi-
ative equilibrium will be examined in more detail
in the manner required for computer solution.
Hence a brief description of the coordinate system
and the calculation of 7, follows.

with optical depths less than 7, and the incident
solar radiation.

The temperature distribution is obtained from
a solution of the equation of radiative equilibrium
which equates the total emitted and absorbed
radiation for each volume element. For a strati-
fied atmosphere each layer must satisfy the energy

AT

L e ¥ 1, dVdw dv . (8)

COORDINATE SYSTEM

A plane parallel atmosphere is assumed and the
computations are carried out in a 33 layer coor-
dinate system (Figure 1). The interface between

INTERFACE
1 P,=0 (ulend 7,=0)
LAYER 1 ) b = 103
LAYER 2 2 "
3
4 26
P
28 28
5 P 7, Pa
Wi
LAYER ) ¢
i
34
- 'lzs =Pyt (P Pyy)
33
rrrrrrrrrrry 34 P,

CLOUD SURFACE

Figure 1. —Coordinate system,

layer j-1 and j is called interface j and the quan-
tities u;* and 7 are computed from the top of the
atmosphere (interface one, zero pressure) to in-
terface j and the corresponding pressure P;. In
all computations the pressure at interface j=2
was taken equal to 107® atm. Layer one abovs
this level is included for the sake of completeness.
The computed temperature is only an average
value and it should not be interpreted that layer
one is isothermal. For this region of the atmos-
phere, local thermodynamic equilibrium may not
exist (Reference 10, for eaxmple) and the absorp-
tion lay adopted may not strictly apply (Reference
11). In addition, photochemical and other at-
mospheric processes will have a strong effect on
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the temperature in this region. For layers be-
tween j=2 and 28, pressures are calculated ac-
cording to the recursion formula

_ 26/ 28
P, = VPR (10)

This mode of pressure slicing yields layers of
approximately the same geometrical height but of
increasing optical thickness. To avoid a very
thick layer adjacent to the cloud boundary, a
linear pressure slicing was applied between j =28
and the surface (j =34).

ABSORPTION COEFFICIENTS

The calculation of the optical thickness requires
a value of the absorption coefficient, which varies
with pressure and temperature, and a value for the
mass of the absorbing gas. For pressures greater
than 1072 atm the individual line shape is deter-
mined primarily by collision broadening. The
effect of this factor on atmospheric structure has
been studied by several authors (Reference 12,
for example). For band absorption the concept of
optical thickness defined for a single frequency is
still very useful, but r becomes, in genersl, a
complicated function of u*. For all cases studied
in this paper, an analytical expression can be de-
rived for this function, based on the so-called
strong line absorption law (Reference 7). This
approximation applies to CO; within the pressure
ranges of interest, namely from 1072 to 1 atm for
COgconcentrations exceeding 0.01 part per volume.

The mass of active gas is usually expressed in
terms of a path length. An element of the path
length is defined by the product of the geometric
path length ds and the normalized density of the
active gas

du = q-,% ds (11)

Since p=MP/RT,

T
du = q%—_l?-ds . (12)

In the domain of collision broadening, the pressure
and temperature dependences of the half-width
of absorption lines are usually considcred by de-
fining a reduced path length equal to the product

of du, the pressure, and the inverse square root
of the temperature. The temperature depend-
ence of the excited bands may be included by an
exponential term which represents the increase of
the population of the lower vibrational encrgy
state with temperature (References 13, for ex-
ample). An additional temperature dependence
of the rotational levels, within each vibrational
state, has the effect of altering the band shape.
However, this effect is much smaller than that due
to changes in the population of the vibrationa!
state. The reduced path length, with these ef-
fects, is then

ar = ofF) (‘Tri)m ST PR

The numerical value of ¥ was computed from
Reference 14 fo: each spectral region, and the
adopted values are listed in Table 1. The value

Table 1

Values used in the Computation of CO, Absorption
for Various Spectral Intervals.

r1 viecm™) m n ¥

1| 0-200 0 0.50 | 0

2| 200-300 0 0.50 [ 0

3| 300-400 0 0.50 | 0

4| 400-495 0 0.50 | 0

5| 435-550 7.8 x107° | 0,60 | 0

6| 550-625 4.6 x10°% (042 | 0

7| 625-660 9.0 x 107! 10,38 | 0

8| 660-720 4.9x 107" (042 | 0

9| 720-810 9.5 x 10°* 10,40 | 0

10| §10-880 6.5 x 1075 0,55 | 2200
11| 880-920 8.6 x 107¢ | 0.56 | 2760
12| 920-1000 4.9 x 107% (0,54 ! 2330
13/ 1000-1100 4.4 x 107 |0.52 | 2280
1411100-1400 0 0.50 | 0
15, 1400-2000 0 0.50 | 0
16| 2000-26C0 6.6 0.50 | 0
17| 2600~-8000 1,1 x 1073 {0,50 | 0

18 1700-8000 (solar) | 4.9 x 1077 0,27 | 0
uds equals the vertical path element dh. Thus,
by using the hydrostatic equation

T -F. (14)
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the reduced path length in a direction u can be
expressed by

T 1/2 B\ P dP
dus(u) = - ;‘.qﬂo (_,%) e"(zso T)—P_’— . (15)
0

For the remainder of this paper, only the reduced
path length in the vertical direction, u*(x=1), is
used. The reduced path length from a level P to

x = *
ul) un.,'l

T

-1

A constant temperature within each layer is
assumed. The scale height H, for standard tem-
perature is a function of the molecular weight and,
therefore, of the fractional concentration of each
gas; adopted values are given in Table 2.

Table 2

Pressure Scale Height in the Atmosphere of Venus
as a Function of the CO, Concentration.

q(CO, per volume) Hy (cm) q H, (cm)
1.0 5.901 x 10° | 5,901 x 10%
0.75 6.491 x 10° | 4,865 x 10%
0.5 7.212 x 10% | 3.606 x 10°
0.25 8.114 x 10% | 2.029 x 10%
0.1 8,771 x 10% | 8,771 x 10*
0.05 9,015 x 10° | 4.508 x 10*
0.01 9,210 x 10° | 9.210 x 10°

Since CO, is the primary absorbing constituent,
an accurate representation of its absorption spec-
trum as a function of pressure, temperature, and
path length is required. The absorption spec-
trum of CO, can be separated into three important
regions. The near infrared region from 1 to about
6u is most important in regard to the absorption of
solar radiation but less significant in regard to the
thermal emission spectrum of the clouds (Refer-
ence 15). The 9.4 and 10.4u excited bands of
CO, are within the second region considered in
this calculation. They lie in a spectral region for
which planetary observations exist (References
16-18), although they play only a minor role in the
determiration of the atmospheric structure. Any
realistic interpretation of the data from References
16-18 must necessarily represent this part of the

AN LA
+ gl - e .

outer space is a fi'nction of the wavelength as well
as the temperature profile,

P T /2 4 . _L)pap
u = q“o‘[ ['_I‘-(%)] eV (uo T(P))——ﬂ’— .(16)

For the numerical computaiicns Ejuacion 16 was
reformulated in terms of the adopted coordinate
system,

— (17)

spectrum adequately. The strong bands near 154
determine the atmospheric strucwure in the radia-
tive regime; the interval of 12-20u is the third
region considered.

The spectrum should be divided into many
intervals for accurate representation, but the
number of intervals must be limited to avoid un-
reasonably long computing times. As a com-
promise, the 18 intervals listed in Table 1 were
selected.

For the pressure and temperature ranges con-
sidered, the individuel line shapes are controlled
primarily by collision broadening. For high con-
centrations of CO, (q>0.01) the distribution o
the lines and their spacings in the major bands
indicates appreciable overlapping. The square
root law would overestimate the absorption in
such intervals; but the strong line approximation
is a generalization of this law which is valid even
when overlapping occurs. This approximation is
expressed in terms of a single variable u* and is
well suited to extrapelation of the absorption to
large path lengths and low pressures (Reference 7).

For each spectral interval, the fractional absorp-
tion was computed from the expression
A = 1- e"‘ . (18)

13

where

T
)

(mn u‘i)"‘ * (19)
The m, a2 similar to the generalized absorption
coefficients and the n, are constants determined
by the degree of overlapping of the individual
lines and the slope of the curve of growth.
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Wherever possible, the spectral intervals were
chosen to cuincide with the intervals used by
Burch et al (Reference 13). The coefficients m;
and n; were determined graplically by a fit of the
strong line curve with applicable data points taken
from this source. Where experimental data were
not available the calculated tables of CO, absorp-
tion compiled by Stull et al. (Reference 14) were
used. A sample is shown in Figure 2 and the
various values of m and n are listed in Table 1.

The application of ‘he strong line approxima-
tion is valid whenever the central regions of the
various lines become opaque. For eacl: spectral
interval a check of the validity of the strong line
approximation for the conditions considered was
carried out. A relatively weak absorbing region
(720-810 em™?) of the 154 CO; band may serve as
an illustration. If the approximation holds for
this spectral interval, then it will be valid for
stronger ubsorbing regions. According to Plass
(Reference 7) the strong line approximation ap-

1

ples for all vaiues of B to ar accuracy of 10
percent, if X>163. For this interval

0.023 P ,

™
1

u (20)
0.01 §

1

X

According to Equations 12 and 14, u/P equals
qH and defines the CO; concentration (see
Table 2). As can be seen, the strong line approx-
imation is valid within an accuracy of 10 percent.
for CO. concer:trations in excess of 10~2 and more
accurate for concentrations in excess of 1072,
which is the range of interest for Venus.

SPECIFIC INTENSITY

The formulas derived in the section concerned
with the solution of the radiative trans‘er equation
must be expressed in terms of the adopted co-
ordinate system. The specific intensity is a func-
tion of », 7, and u and is conveniently expressed by

v=10.0
l_e-(;.sno"u""“\

]0—1 -
- u=1.0
A

1072

P=0.1
10-3 1 | | 1
.ot 107} 1 10! 102 103

v’ (em)

Ficure 2.—Illustration of strong line approximation fit for the spectral interval 720-810 cm. !, as deriverd from S*ull e al,

(Reference 14). Data points taken from Rurch et al.

(Reference 13) and elightly modified are inclua. 1 for comparison,
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upward and downward vectors. As mentioned
before, the solution of the transfer equation ap-
propriate here requires four components for the
upward intensity:

1. Thermal emission from the cloud surface

2. Direct thermal emission from the atmosphere
helow interface j

3. Downward thermal emission from the whole
atmosphere, reflected upward by the
clouds

4, Downward solar radiation reflected upward
by the clouds.

The downward intensity includes values for:

5. Direct emission from the atmosphere above
interface j
6. Direct solar radiation.

LAYER

These six components are shown in Figure 3
and discussed below.

Surface Emission

For a frequency interval i and an interface j,
the thermal radiation emitted, which is attenu-
ated between the sufrace and the interface j, is
given by

(21)

The designation of emissivity applies directly for
a solid or liquid surface, but some qualifications
regarding the interpretation of e, are necessary
for a scattering medium such as a cloud surface.
At this level the gas and cloud particles have a

ZZZ A l;:h i : :t RMAMIHEREHHSPEHTIHHH
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Ficure 3.—Schematic diagram of the radiation components considered.
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temperature T.. For those spectral intervals
where the atmospheric gas is opaque, the optical
properties of the cloud particles are not important.
In regions of the spectrum where the gas between
particles is transparent the optical properties of
the particles and their concentration become very
important. For these intervals ¢ is defined as a
boundary value, which indicates how much smaller
the emerging radiation is compared with a black-
body at temperature T.. The cloud emissivity
was taken as unity in the strong absorption bands
and set equal tu a constant value in the trans-
parent regions. In general, ¢, may be a com-
plicated function of wavelength and u but this
dependence is ignored.

Emission from the Atmosphere below Interface j

The contribution from each layer is proportional
to the Planck function, an attentuation factor,

33

Reflected Solar Radiation

Similarly, the reflected solar intensity is calcu-
lated from

Within the spectral range of 1.25 to 5.9u the
reflectivity of the clouds for solar radiation was
taken equal to 0.6 which is consistent with recent
observations (Reference 19). Again clouds were
considered to be perfect diffusers.

Direct Emission from Atmospheric Layers above
Interface j

This contribution is analogous to the emission
from lower layers:

ot | T -7
-_‘J_T‘_I_ A'r”,
I” = B“' e # /T . (26)

Direct Solar Radiation

The direct solar radiation is given by the solar
constant for 1.25 to 5.9u appropriate for the

and the optical thickness,

_"_';_'.%_'_'; AT,
Il] - B”' € K ,u" co (22)

Emission from the Atmosphere Reflected by
the Clouds

This component is the product of the downward
flux at the cloud surface, the reflectivity, and the
attenuation factor of the atmosphere between the
surface and 7;. Since constant temperature is
assumed within a layer, the flux integral (see
below) can be integrated for each layer by using
the recursion formula for exponential integrals,

E()dr = &, (1) (23)

n

The 1eflected intensity becomes

2,4 (Txc —Tl. )'*l) —E%,l (Txc -Tu')] . (24)

distance of Venus (0.047 watt cm™2):
-1
Ly, = >le & . @7

FLUX

The flux is derived conventionally by integra-
tion of the components of specific intensity over u
(Reference 9, for example):

nF = jl,udw = 2ﬂjludy.. (28)

Integration leads to exponential integrals of the
form of

1 T
" Ta 1
Je Yud B (M, (29
0

%E% @ - @)
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The results are expressed by exponential integrals
tabulated for integral order numbers (Reference
20). For all wavelength intervals concerned with
thermal radiation (i=1 to 17) n is close to 1/2; for
integration, n was taken equal to 1/2, which leads
to exponential integrals of the fifth and fourth
orders respectively. For the interval concerned
with solar radiation (i=18) the exponent n is 0.27;

PUBLICATIONS OF GSFC, 1964: I. SPACE SCIENCES

for integration, n was taken equal to 1/4, which
leads in this case to exponential integrals of the
ninth and eighth orders respectively.

Analogous to the intensity, the upward flux
consists of four components, and the downward
flux consists of two.

The individual components of the upward flux
Fi;t are

1. 4€H_Blc Es (7” - 'r”) s (31)
33
2. 4 ? Blj' [ES(Tu' - 71)) - ES (Ti.ll‘l - TIJ)] ' (32)
i'=)
3' 161'“: ES(TM: - Tu) : Bu' [ES(Tlc - T:. ,' 41) - ES(Tic - 71]')] ’ (33)
y =1
4 8787- T18, ¢ Le ¢ E9(TC - Tl) : (34)
The components for the downward flux Fi;~ are
-1
50 4 .Sl Bx,' [ES(TU -T;. ,"l' l) - ES(TU -le')] ' (35)
)=
L
6. e (36)

The net flux (zF,=#F,*—xF,”) is calculated for each layer j, for each wavelengt! interval i, and for

the sum over all spectral intervals.

CONDITION OF RADIATIVE EQUILIBRIUM

The general condition of radiative equilibrium
(Equation 8) will now be applied to an atmos-
phere consisting of many layers of finite optical
thickness. For un element of area dA in a layer
of optical thickness Ar,, the element of reduced

volume is
Aur\"
dv = udA (—:-) . 37)

HF)egen = o] (1o
J‘:L I,(u) (l e "‘)pdpdv va A (1 e W)pdpdv

In this expression udA represents the projection
of the element of area in a direction ux, and
(Au*/p) is the effective element of the radiating
gas. For convenience and consistency with the
equation for r (Equation 2), I, in Equation 8 may
be included with Au*. Upon inserting Equation
37 into Equation 8, the factor (mAu*/u)» e~/
becomes just the increment of absorptance of the
layer. Upon integration from 0 to Ar the radia-
tive equilibrium condition becomes

(38)



The computed intensities were inserted into
Equation 38 and integration over u was carried out
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4 ? énc Bnc [ES(Txc —Tn. 3t l) -ES(Tnc -Tl})]

121

+16.:. Tie [FS(TIC - Ti. ) *l) B ES(TH: - Tij]

17

B, [1 - 4E5(Ar”)]

1 =1

The terms on the left side are arranged in the
adopted sequence; the contribution from the sur-
face, then the contribution from the atmosphere
(direct and reflected), and finally solar radiation,
§  (direct and reflected).

Radiation from the atmospheric layers above
and below layer j is combined into one expression
by the use of absolute value signs in the arguments
of the exponential integrals. The right side rep-
resents the emission from layer j and the left
side represents radiation absorbed by layer j.

The numerical solution of Equation 39 was car-
ried out on an IBM 7094 computer. For each
layer j and temperature T (between 100 and
350°K) the i wave number intervals of the right
side of Equation 39 were summed by using the
appropriate value of Ari;. A functional relation-
ship between the total thermal emission E; from a
layer at temperature T; was tabulated. The
thermal emission from a layer depends on the
Planck function and the optical thickness; both
are functions of the temperature. The optical
thickness depends on temperature through u*

979

analytically. In terms of the adopted coordinate
system, the radiative equilibrium condition is

[Es (JTH T J'”’) -ES([TMJ” T i'*ll)+E5(lTn.: +1 -Tull) —ES(ITU TS

(39)

(Earation 16). With this set of E vs. T tables
for each layer, the calculation of the temperature
profile continued as follows.

First the energy absorbed by a layer j (left side
of Equation 39) was computed from an estimate
of the temperature profile. After the absorbed
energy was obtained, the computer searched the
previously computed table for a temperature for
layer j which balanced Equation 39. In other
words, it determined the temperature at which
layer j could reradiate the absorbed energy. This
was repeated for each layer and the resulting
temperature distribution was checked for con-
stancy of the net flux. If the flux criterion was
not satisfied, the computed temperature distribu-
tion was re-inserted and the iteration procedure
continued.

The convergence criterion used in terminating
the calculation was

F(llyer 10) - F(lnyer ))

< a

(40)

F(luyer 10)
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where a was chosen according to the desired ac-
curacy. In general a was taken equal to 0.005.
Obviously, bigher accuracy would require more
iterations. Once the convergence criterion was
satisfied, the limb function was calculated in ¢he
final step,

I =1, w)

I0(G =1, u=1)

The limb function was computed for each spectral

interval i and for a range of specified u, by using

the computed equilibvium temperature distribu-

tion. This expression (41) includes all upward
components of the specific intensity.

The iteration process converges rapidly for low
surface pressures, where, for a praticular layer,
radiation from the surface dominates radiation
from other atmospheric layers. For optically
dense atmospheres the convergence process takes
much longer. These effects are demonstrated in
Figures 4 and 5 where samples of the iteration
process for low and high surface pressures and for

(41)

low and high initial temperature estimates are
shown. More general studies of the convergence
of iterative processes are available (Reference 21,
for example).

RESULTS

As stated earlier, a portion of the atmosphere of
Venus was selected for analysis with the formu-
lated program. Several sets of good observational
material presently exist which can serve as a basis
for comparison with the computed results.

The atmosphere of Venus above the clouds is
more amenable to analysis and consequently is
better understood than the region between the
surface and the upper cloud layer (References 22—
27). However, starting from essentially the same
set of observational data, various students of
Venus have reached different conclusions. Esti-
mates of the cloud top pressure range from 0.007
to 1 atm (References 23 and 28-30). Large
discrepancies exist in estimates of the water vapor
content (References 31-33), and the abundance of
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Ficure 5.—Sample of the convergence of the iteration process for a more optically dense atmosphere than that considered
in Figure 4. The numerals adjacent to each curve in the figure indicate the iteration number corresponding to each

temperature distribution shown,

CO; (References 34-36) is still subject to discus-
sion. The reasons for the discrepancies are many-
fold, but the solution to the problem will depend
on “etter observations and more refined interpre-
tation of existing data.

The interpretation of the intensities measured
within the atmospheric window by Sinton and
Strong (Reference 16), Mwray, Wildey and
Westphal (Reference 17), and by Chase, Kaplan,
and Neugebauer (Reference 18) clearly requires
some knowledge of the temperature profile in the
upper atmosphere of Venus. So far, only the
black-transparent model used by Mintz (Refer-
ence 37) and the grey model used by Rasool
(Reference 38) and Ostriker (Reference 39) have
been applied. None of these calculations con-
sider the strong temperature dependence of the

9.4 and 10.4x CO, excited bands or the solar
heating in the clear atmosphere,

It is instructive to note that early application
of the grey atmospheric model to the earth’s
atmosphere by Humphreys (Reference 40), Gold
(Reference 41), and Emden (Reference 42) yiclded
only crude agreement between calculations and
reality. Subsequent treatments (References 5
and 43-47, for example) which included the wave-
length dependence of the H,0, CO,; and O3
absorption were necessary for satisfactory tem-
perature profiles. Similarly, a more exact and
detailed study of the atmosphere of Venus should
give better results.

Highly developed nongrey atmospheric models
(Reference 48, for example) used to describe the
earth’s stratosphere exist but have not been
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applied to Venus. However, recent work by
Arking (Reference 49) and Ohring (Reference 46)
with nongrey models bavc been applied to the
atmosphere of Mars. For Venus, the discrepan-
cies in estimates of composition, cloud top pres-
sure, and other parameters necessary for accurate
calculations have probably discouraged the appli-
cation of these models. Furthermore, CO,
absorption coefficients for relatively large concen-
trations have become available only recently
(References 13, 14, and 50). However. it is felt
that a parametric study with a variety of values
for cloud top pressure and temperature and for
CO; concentration should improve our under-
standing of the physical conditions in the atmos-
phere of Venus. Results of the calculations can
be compared with existing and forthcoming meas-
urements, and the range of values for importar
parameters then, hopefully, can be narrowed,

The effect of solar heating, carbon dioxide con-
centration, and assumed cloud top pressure, tem-
perature, and emissivity, on the atmospheric
temperature above the clouds can now be dis-
cussed. A number of conclusions can be drawn
from this parametric study. However, the at-
tempt to match, in detail, the calculated intensities,
fluxes, and limb functions with the ohservations is
still underway.

The pronounced effect of solar heating in the
clear atmosphere is apparent in Figure 6. A
realistic interpretation of planetary observations
of a partially illuminated disk requires further
averaging over zenith angles. The temperature
maximum disappears for larger zenith angles and
the temperature distribution approaches the

Taq =220° 222°  223*  225° 226°
0.001 (-2 22
NIGHT
- SIDE
5 »
2
[Y¥] ']
5 T, =225 0
A 0.01} ¢=10
b~ P, =003 atm
& q =005
S =0.0466
| S
150 175 200 250

TEMPERATURE (°K'}

Fiaure 6.—Radiative equilibrium tén_)pc;:uttire distribu-
tion in the Venus ntmosphere, illustrating the effects of
solar heating for various soler zenith angles. - .

equilibrium condition on the dark side. Three
factors make the large amount of solar heating
understandable. Relative to the earth, the solar
constant is nearly double; secondly, the high
reflectivity of the clouds gives rise to strong
reflected radiation and consequently to an addi-
tional heat source; and finally, the CO; concentra-
tion is much higher. The high CO; concentration
increases the ability of the layers to cool very
effectively, but at long wavelengths many spectral
regions are already saturated. This atmospheric
greenhouse effect is very pronounced. The near
infrared absorption region considered in this dis-
cussion, spectral interval number 1S (1.25-5.9y),
would saturate at much higher pressures (between
3 and 10 atmospheres). Observations at the 8-
124 window and at 3.75x (Reference 51) indicate
essentially the same brightness temperatures in
the :» alit and dark hemispheres. This is not in
contradietion to the caleulated large temperature
differevee - uhe clear atmosphere since the ob-
servations exist only for relatively transparent
spectral regions. Larger differences are expected
in moderately strong absorption regions, but un-
fortunately data are not available there.

The equilibrium temperatures with and without
solar heating for various cloud top pressures are
illustrated in Figure 7. For low cloud top pres-
sures and consequently low optical thicknesses,
the surface can be observed more readily and
hence the effective temperature approaches the
cloud top temperature. The discontinuity in the
temperature profile near the lower boundary is
characteristic of radiative equilibrium considera-
tions in a bounded, finite atmosphere and has been
discussed by several authors {References 5 and 52,
for example). A more realistic representation of
the cloud top which does not assume a “solid
surface’” will remove the discontinuity and limit
the gradient to an adiabatic one. 1f necessary,
allowance for convective as well as radiative
transport of energy must be made. It can also be
seen from Figure 7 that some of the calculated
gradients approach and even exceed the adiabatic
one near the cloud top surface. Convection
would be induced and an upward transport of
clc ~ particles would occur,

A curve which indicates saturation tempera-
tures for CO; is included in Figure 7. For the
conditions considered, condensation and possible
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formation of CO; -~'ouds is unlikely. The wide
spread and the sl,pe of temperature profiles
shown in Figure 7 make it dilicult to extrapolate
the temperatures, in detail, to much lower pres-
sures. Caution must be exercised, especially in
extrapolations to the low pressures for the occulta-
tion measurements =2.6X107% atm (Reference
53).

The effects of CO; concentration on the tem-
perature distribution (Figure 8) are different for
the dark and sunlit hemispheres of the planet.
On the dark side, the temperatures depend very
little on the CO; concentration, with the excep-
tion of very high layers which can cool more
effectively for the higher concentrations. The
effects of solar heating have already been discussed.

The temperature distribution of a grey atmos-
pheric model is included for comparison and clear-
ly illustrates the difference between the isothermal
character of the grey model and the larger gradi-
ents obtained by applying nongrey absorption.

The final illustration (Figure 9) demonstrates
the effect of nonblackness for the cloud top sur-
face. The total net flux is kept approximately the
same for all cases by adjusting the surface tem-

perature upwards as the emissivity is lowered.
As discussed before, the value of € was set equal to
unity for the intervals i=7, 8 and 16, where CO,
absorption is strongest. In all other intervals e
was set equal to the value designated in the figure.
The effect on the resulting tempera.ure distribu-
tion is small.

In summary then, radiative transfer calcula-
tions, which include pressure, temperature, and
wavelength dependence of molecular absorption,
are a strong analytical tool for the exploration of
planetary atmospheres. The full capability of
this tool has by far not been exhausted. Further
analysis of the spectral and angular dependence of
the emitted energy is required for more specific
conclusions.
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MIDDLE ULTRAVIOLET DAY RADIANCE OF THE
ATMOSPHERE"®

J. P, HENNES, W. B. FOWLER AND L. DUNKELMAN

The day radiance of the atmosphere has been measured, photoelectrically, at two middle
ultraviolet wavelengths by rocket-borne photometers. Filters and collimators provided an effec-
tive field of view of 1.4 X10-? steradians, and bandpasses of approximately 100A at 2600A and
230A and 2200A. At a height of 146 km, nadir radiance values of about 0.5 ergs/scc em? ster
100A were obtained at both wavelengths. There is good agreement between the radiance values
measured and those which have been calculated on the Lasis of singic Rayleigh scattering in the
presence of ozone. From the radiance data an atmespherie diffuse reflectivity of about 8 X104
at 2600A has been calculated. This may be contrasted with 1957 rocket observations of Mars
and Jupiter which yiclded albedos at 2700A or 0.94 and 0.26 respectively.

I. INTRODUCTION

If the earth’s sunlit side is viewed from space it
exhibits a bright appearance in the visible portion
of the spectrum. In contrast, the appearauce of
the sunlit earth in the ultraviolet wavelength
region below about 3100A may be expected to be
rather dim and relatively uniformi. In the visible
region the uoward flux out of the atmosphere is
made up of Rayleigh scattered sunlight, sunlight
reflected directly from clouds or from the earth’s
surface, light scattered from atmospheric dust,
and a relatively small amount of resonant and
fluorescent scattered sunlight or day airglow. In
the middle ultraviole: region from 2100-30004A,
however, because of the totally absorbing ozone
region located from approximately 10 to 4C km,
the day radiance will be produced only by Kay-
leigh scattering of sunlight in the thin npper atmo-
sphere above the ozone region and by fluorescent
scattered sunlight or ultraviolet dayglow. The
combination of a thin atmosphere and strong
ozone absorption produces a correspondingly low
albedo. ‘The absence of contributions from reflec-
tions by clouds and surface features and the
strong wavelength dependence of Rayleigh scaiter-
ing will produce a relatively uniform appearance.

*Published as Geddard Spece Flight Center Document X-813-04-70,

April 1064; also publishnd in the Journal of Geophysical Research,
60(13):2835-2840, July 1, 1964.

The spherical albedo of a planet is the ratio
of the total flux emitted in all directious by the
planet to the total flux inci.J>nt on the planet frem
the sun. Both quantities are being measured
over the same wavelength inierval. The earth’s
visual, spherical albedo has becn experimentally
determined, by studies of earth light on the moon,
to range from 0.29-0.56 depending on the season
and on which side of the earth is facing the moor..
The average value of these visual albedos is given
as 0.39-0.40 (Danjon, 1954; Dzhasybekova,
Kazachevskii, and Kharitonov, 1960). The ma-
jor part of the earth’s visual albedo comes from
contributions by reflection from clouds. If atmo-
spheric scattering is considered separately, assum-
ing no clouds, calculations (Kano, 1958) show the
spectral albedcs due to Rayleigh scattering to be:
infrared region—.0075; visibie region—0.096; and
near ultraviolet region—0.23. The weighted sum
of thesc various spectral albedos for u Rayleigh
atmosphere is given as 0.066 by Kano (1958) for
the entire spectral region A\>2900A, and has Leen
independently calculated by Coulzon {19£9) to
be p. 089. The contribution in these spect:al
regions from airglow is negligible except over nar-
row wavelength intervals near the more pro-
nounced dayglow emiss.~n lines. The uses and
difficulties of dayglow measurements have been
summerized recently by Chamberlain (1663).
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The calculations which have been made for
scattered solar radiation in the near ultraviolet
have include { multiple scatterings, ozone distri-
butions, and upward and dcwnward fluxes (Sekera
and Dave, 1961a, and Larsen, 1959).

In the middle ultraviolet region calculations
have assumed single Rayleigh scattering with
ozone absorption (Ban, 1962; Hubbard, 1963;
Green, 1964; and Hrasky and McKee, 1964).
Multiple scattering or fluorescence has not been
included. The middle ultraviolet day radiance

must originate in scattering above the ozone
region, This insures a relatively sraall flux since
even thke high altitude ozone distribution is strongly
absorbing in this spectral region. Dalzarno (1962,
1963) and Chamberlain and Sobouti (1962) have
derived equations to show the effect of non-
Rayleigh resonant and fluorescent scattering near
atomic and molecy'ar resonance lines, and point
out that this effect could be significant in the
ultraviolet where small Rayleigh scattered fluxes
are expected.
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FicURe 1.—Photometer response curves. Relative response of both photometers is shown on an equal energy basis.
The solar spectrum, averaged over i0A intervals, is aiso shown. (Wilson et al., 1954; Malitson et al., 1960). The
2200A photometer response is provided by a combination of an interference filter and 4 mm NiSO(H:0),, crystal.
The 2A00A photometer combines an interference filter, Corning 7-54, 4 mm NiSO/Hs)s, Cation-X, and 2 mm Pb

doped KCI:KBr crystal (Childs. 1961).
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(l. THE EXPERIMENT

At 1155 EST (1655 UT) on 8 August 1962 two
middle ultraviolet photometers were included in
an Aerobee rocket (NASA 4.60) launched from
Wallops Island, Virginia. Measurements of the
ultraviolet day radiance were taken continuously
as the rocket climbed to a peak altitude of 150 km.
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Each photometer consisted of a mechanical colli-
mator, a filter, and a photomultiplier sensitive
only to ultraviolet radiation. The collimator pro-
duced an effective field of 1.4 X102 ster (about a
7 degree square field). The filters were of the
type described by Childs (1961).  The phototubes
were type EMR 541F-05 plotomultipliers with
sapphire windows and cesium-tellurium cathodes
(D nkelman, Fowler, and Hennes, 1962).

The relative spectral response of these photor-
eters is given in Figure 1 on an equal energy
vasis {amps/watt). Also included in Figure 1 is
the solar spectrum, averaged over 10A intervals,
taken from data reg orted by Wilson, et al., (1954)
and Malitson, et ai., (1960). The effective wave-
lengths of the photometers were at 2217A and
2610A with effective bandwidths of 230A and
100A respectively. The contribution from the
long wavelength region beyond 2800A has been
examined and found to be much less than the
magnitudes of the radiance measurements made.

During the flight the rocket pitched through a
wide range of zenith angles. Its motion, how-
ever, was confined by an attitude control system
to a single plane having an azirauth of 175° pass-
ing through the zenith and the sun. The sun was
at a zenith angle of 22°. The photometers, which
were pointed out the side of the rocket approxi-
mately in the pitch plane and at an angle of 122°
with the rocket axis, swept from the nadir up to
a zenith angle of about £0° in hoth the norch and
south sky al various times.

iil. RESULTC

The data are shown in Figure 2 which give
(curve a) the zenith angle of the photometers as
a function of both flight tim and aititude. The
aspect data was obtained from solar sensing aspect
cells, magnetometers, and the attitude control
system error :ignals and pitch-rate signals. Dur-
ing the flight the rocket’s attitude control system
ms functioned to the extent that, although con-
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Ficure 2.—Rocket flight data. Curve (a) is the zenith
angle of the photometer direction as a function of time.
Curves (b) and (¢) are u sampling of the reduced tele-
metry data plotted in terms of the relative intensity
received by the photometer. The points show scatter
produced by photometer noise and a small amount of
structure as 2 furction of zenith angle. The peaks after
260 s conds correspond to the horizon limb brightening.
The large peak at 273 seconds, which is extraneous, is
produced by sunlight reflected off the photometer
entrance with the photometers poinied above the horizon
in the south. Withous this sunlight effect the record
would appear as it does at 310-320 seconds with the
photometers pointed above the horizon in the north.

o
o

trolled in two axis, the vehicle pitched through
much larger angles than those for which the aspect
instruments had been designed. Pitch rate sig-
nals were integrated to find approximate zenith
angles outside of the region of aspect sensor opera-
tion. These calculations could be checked by
fitting with the aspect signals as the rocket peri-
odically moved back throu the senscr region.
The photometer date, reduced from the original
telemetry record at one second intervals, are
shown in curves (b) and (¢). Relative intensity
is plotted, with the data normalized to unity for
nadir (180°) values. The scatter in the relative
intensity values is produced by photometer noise
introduced bereause the signal level was near the
bottom of a three-decade logarithmic scale, The
photomet .r seusitivity in this exploratory meas-
urement had been set low to avoid the possibility
of saturation due to either unexpectedly large
reflectivities or unusually intense dayglow or au-
roral emissions. Lines have been added to clarify
the peaks heyond 260 seconds.

In Figure 3 the data are replotted as a function
of zenith angle. Data are shown only for 10
degree intervals of zenith angle. Part of the
spread in the points is due 9 photometer noise,

e T T 0 —_ oo R
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Ficure 3.—Ultraviolet day radiance as a function of
zenith angle. The data in Figure 2 are replotted here
as a sampling of telemetry data taken at 10 degree
intervals. The crosses indicate data taken at altitudes
less than 120 km., Circles indicate data taken at
altitudes above 120 km. Solid circles are single points,
open circles represent several data points (2-5) occupy-
ing the satae position. The limb brightening is evident.

part is due to combining data taken at the same
zenith angles but from different altitudes.

The values of day radiance measured during
this flight are notable for the lack of features seen
over a large range of zenith angles. Even the
horizon brightening is only a factor of two times
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the nadir radiance. The photometer field of 1.4
X10~% ste: ians would, of course, diminish the
effect of any increased radiance that extended
over only a relatively narrow field.

The peaks at about 272 seconds in Figures 2
represent direct sunlight reflected off the photom-
eter entrance. The photometc~ was pointed up
in the southern sky at that point at a zenith angle
of about 70 degrees. The magnitude of the
reflected solar signal under those conditions was
determined by laboratory measurements to be
about 107 that of direct sunlight. Note that
this scattered light signal is still larger than the
earth radiance signal. The problem of making
measurements in the presence of direct sunlight
is emphasized by this result.

The magnitude of the radiances detected by
the photometers is expressed in Table 1. The
nominal effective wavelength and the effective
band width are given. The third columr gives
the earth’s radiance, at the nadir, with the sun at
22° zenith angle, assuming a uniform and equal
distribution across the wavelength region de-
scribed by the effective bandwidth. The equiv-
alent photon emission rate in kilo-rayleighs per
100A is also given. The day radiance values
determined by these measurements have uncer-
tainties of about 10-15 percent arising from noise
in the photometer signal and uncertainties in
ultraviolet radiometiic standards.

The last column gives the diffuse spectral reflec-
tivity of the earth’s sunlit atmosphere averaged
over each of the wavelength intervals. This num-
ber is arrived at by assuming the scattered sun-
light has the same spectral distribution as the
incident sunlight throughout each bandwidth (see
Figure 1). The values of solar irradiance are
taken from the sources cited. The uncertainties
in the calculated reflectivities are greater than

TaBLE 1.—Ultraviolet Day Radiance Measurements of the Earth Taken 8 August 1962, at 146 km, with Photometers
Pointed at the Nadir; Solar Zenith Angle 22°.

Nominal Effective Radianse Emission
Wavelength | Bandwidth | (ergs/sec cm? ster | (kilorayleigh/100A) Diffuse
(A) (A) 100A) Rate Reflectivity
2600.._..... 100 0.5 8 x 10t 8x 10~¢
2200........ 230 0.5 7 x 10t 3x107
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those for our observed radiance values by the
amount of uncertainty in published absolute spec-
tral solar intensities. If we make the further
assumption that the entire earth is a diffuse
Lambert reflector, then the diffuse reflectivity of
about 8 X 10~ at 2600A becomes the earth’s spher-
ical albedo. This number can be contrasted with
the earth’s total observable spherical albedo of
0.39-0.40, and with the calculated Rayleigh scat-
tered albedo contribution in the near ultraviolet
of 0.23 as given in the introduction.

Of interest also is a comparison of tlie earth’s
low middle ultraviolet effective albedo with meas-
urements of the relatively high effective albedos
of Mars and Jupiter made in 1957 with a photom-
eter of about 300A bandwidth centered at 2700A
(Boggess and Dunkelman, 1959). They obtained
values of about 0.24 for Mars and 0.26 for Jupiter.

One other known experimental observation has
been made of the middle ultraviolet day radiaace.
Friedman, Rawcliffe, and Meloy (1963) have
reported a satellite borne photometer measure-
ment of the day radiance with a spectral pass band
of 140A centered at 2550A. Their result, with
the sun at a zenith angle of 49° and the detector
pointed at the nadir with a field of 1.2X10~*
steradian, showed an atmospheric radiance of
2.010.3 ergs/sec cm? ster 100A.

Table 2 gives the various measured and cal-
culated middle ultraviolet day radiance values.
The calculated values tend te support our resuits
rather well. It should be borne in mind that the
data were all taken or calculated using different
parameters of altitude, solar zenith angle, ozone
distribution, season, etc. so that the results can-
not be compared too directly. The relatively
large factor of four between the experimental
results of Friedman, Rawcliffe and Meloy and
ourselves is possibly explained by either a large
change in the high altitude ozone distribuiion
between the time of the two measurements or the
difficulties in maintaining calibration during the
preparations for and launching of a satellite.
The similarity of the various calculations and our
measurements indicate that the simple approach
to ultraviolet atmospheric radiance calculations,
involving use of ozone distributions and single
scattering with plane atmospheres (Ban, 1962;
Hubbard, 1963; and Green, 1964) or spherical
atmospheres (Hrasky and McKee, 1964) is ade-
quate for broadband measurements. If higher
spectral resc'tion were to be considered the
agreement might be strongly affected by resonart
or fluorescent scattering.

The calculated results depend very strongly on
ozone distribution, especially in the region around

TasLE 2.—Comparison of Measured and Calculated Nadir Ultraviolet Day Radiance Values. Radiance inergs/seccm?ster 1004,

2600A Region 2200A Region

Average Wave- Average Wave- Solar

Source Radiance lengths Radiance lengths Zenith

Over Interval® (A) Over Interval® (A) Angle
This work® _ . _ i iiiaiaaaa- 0.5 2560-2660 0.5 | 2100-2330 22°
Friedman, et al. (1963)®_____________._.__. 2.0 2480-2620 |. . e 49°
Ban (1962)© _ _ . ... 0.5 2550-2650 (. oo e 0°
Hubbard (1963)® _ _____ ... 0.4 | 2550-2650 |.____ .. ... .. .| e 0°
Green (1964)@ i 0.5® | 2550-2650 0.7 | 2100-2330 0°
Hrasky & McKee® (1964)_. ... ________... 0.4 2550-2700 0.5 | 2000-2100 22°

(a) Values estimated or rounded off from data published by tlie referenced authors.

(b) Measured values.
(c) Caleulated values.

(d) A range of 0.05—C.8 is estimated depending on the ozone distribution chosen. The radiance listed is taken from Figure 14 representing

a “‘standard” ozono curve.

(e, A range of 0.15—08 is estimated depending on the oscne distribution chosen. The radiance listed is taken from Figure 6
representing an analytical fit to the ~ame "standard’ ozone curve as used by Hubbard.
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the peak of the ozone absorption curve at 2600A
where the very high altitude ozone has a dominant
role. The ozone distribution at higher altitudes
is relatively unknown, however, so that appreciable
uncertainties may be introduced into the calcu-
lated values. At the shorter wavelength region
around 2200A and at longer wavelengths beyond
2800A the ozone is much less absorbing and inci-
dent solar radiation will penetrate more deeply
into the atmosphere, thus permitting more scat-
tering and producing higher albedos. By use of
satellite-borne photometers with narrow spectral
bandpasses, well removed from strong daygiow
emission lines, and situated at various middle
ultraviolet wavelengths from 2100 and 30004, a
profile of high altitude ozone. distribution should
be obtainable. Such an idea was proposed in
1957 by Singer and Wentworth (1957), who con-
sidered only wavelengths at 2800 and 3000A.
Twomey (1961) carried out further calculations
in this same wavelength region. The calculations
in the near ultraviolet above 3000A have been
considered in detail by Sekera and Dave (1961b).
The altitudes above 50 km would require, how-
ever, use of wavelengths below 2800A where anal-
ysis should be much easier. The seasonal and
latitudinal variations in upper atmosphere ozone,
so important to atmospheric heating processes,
would thus be available.
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LYMAN-OX RESONANT SCATTERING USING RANDOM
STOKES VECTORS*

S. 0. KASTNER

Wof-q 87 SR

The case of relatively few scatterings of Lyman-a resonance radiation in a uniform hydrogen
gas is treated by using Stokes vectors as random variables in a Monte Carlo type of calculation.
Doppler redistribution of frequencies and the doublet nature of the line are taken into aceount.

INTRODUCTION

In radiative transfer problems in which the
number of scatterings is low, the nature of the in-
dividual scattering process becomes important,
i.e. whether isotropic or anisotropic. Lyman-a
resonance scattering is an example in which one
line component scatters isotropically, the other
anisotropically.

We describe here a use of random Stokes vec-
tors in a Monte Carlo type of calculation, to
obtain the fluxes of Lyman-a radiation at varicus
levels in a uniform (density and temperature)
atmosphere of hydrogen atoms. The method in-
corporates Doppler redistribution of frequencies,
and takes account accordingly of the fact that a
photon may be scattered by either of the compo-
nents of the Lyman-a dyublet in the course of its
flight. The polarization at each level could also
be obtained from the same calculation, if required,
by adding up the Stok:s vectors. A non-uniform
atmosphere was initially attempted, but pointed
up a problem in that the mean free path of a
photon becomes anisotropic and the anisotropy
varics with level.

The interest in this approach stemmed from the
possibility of its application to upper atmosphere
night glow and similar phenomena in which the
intensities, frequencies and polarization of the
radiation may be sampled directly by rocket
instruments as a function of altitude.

DESCRIPTION OF GENERAL APPROACH

A convenient way to characterize a beam of
photons is by the Stoles vector, whose four com-

“Published as Goddurd Space Flight Center Document X-614-64-165,
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ponents describe its intensity and state of polar-
ization completely. The scattering of a photon
may then be described by a scattering matrix
operating on its Stokes vector to produce a new
Stokes vector. If the photon suffers a subsequent
scattering, the process is repeated on the new
stokes vector, after first taking zccount of the fact
that the coordinate system has changed.
McMaster! gives an example of this in double
Compton scattering.

The scattering matrix for resonant scattering is
given in a general form by Chandrasekhar.? This
is specialized to the Lyman-a case by putting in
the appropriate atomic constants. There are two
scattering matrices involved in Lyman-a scatter-
ing, because two transitions are involved, one
isotropic and the other anisotropic.

Successive scatterings of this kind are set up in
the present calculation. An incident photon
(specified Stokes vector) is injected into the plane
parallel atmosphere of H atoms. Its frequency
is randomly picked within an assumed Doppler
profile, and its direction of incidence may be
either randomly picked from an isotropic distribu~
tion or chosen at a fixed angle.

The photon encou..ters an H atom every mean
free path A, where

1
A”ﬁ;’

N being hydrogen number density, ¢ the cross-
section for resonant scattering. However, it is
not actually scattered if its frequency relative to
the H atom is not the same as either cne of the
two Lyman-a components. It continues on until
it does encounter an H atom such that its relative
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frequency lies within the natural width of either
of the two Lyman-a components; its Stokes vector
is then multiplied by the corresponding scattering
matrix. The direction of the scattered photon
is decided on the basis of the intensity distribution
given by the first two coraponents of the Stokes
vector.

(The atom absorbing a photon at any frequency
within the natural width is made to re-emit the
photon at only the center frequency. This corre-
sponds to an arbitrary kind of redistribution.
Actually, when a given atom is illuminated by a
line broader than its natural width, its scattering
redistributes the radiation over the natural width
Heitler.? The natural width is negligible com-
pared to the line width here, however.)

This process is repeated for the scattered photon
so that successive scatterings are undergone, and
the pboti n describes a random walk in the
medium. The medium is divided into 100 zones,
and a count of positive and negative flux is kept
for each zone.

When the photon escapes from the prescribed
region, either forward or backward, a new photon
is injected.

DETAILS OF CALCULATION
[a] Photon Path

The medium is taken to extend from z=0 to
z=1and is infinite in the z, y directions. Photons
are injected at 2=0. The -** collision-free path
of a given photon has the direction cosines
(., my, n). The first scattering results in a scat-
tering direction (l;, ms, 72) which makes an angle
6 with the incident direction (l;, m,, n,) and has
azimuthal angle ¢ (Cashwell and Everitt,* Ch.
VII): v and ¢ are chosen as in section (c) below.
In subsequent scatterings the scattering angle 0 is
obtained by the procedure of section (d).

Ib] The Lyman-a Scattering Matrix

The general resonant scattering matrix is given
by Chandrasekhar? as:

(RE, cos’0+3E,) 3E, 0 0
e 3E. (3E\+3Fs) 0 0
0 0 3E, cosd 0

i 0 0 0 3E; cosé
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in which 6 is the scattering angle and the constants
E,, E,, E; depend on the particular energy levels
involved.

In the case of Lyman-a, the transitions involved
in resonant scattering are (1s2S}—2P?P}) and
(1s28+—2p*P3). For the first, j=0, initial j=14,
and for the second j= 41, initial j=4. The con-
stants E,, E,, E; are therefore respectively (0, 1,
3) and (3, 4, ).

[c] The First Scaticring

The incident Stokes vector, which is multiplied
by the scattering matrix T, is:

I,
Iro
ye
VO

So=

(The relation betweer this set of components and
the alternative set used by McMaster is discussed
hy Van de Hulst.* The component V does not
L..x with the others in the scattering process so
that we can work with the first three components
only throughout the calculation. It will be seen
that U does get mixed with I, and I, in successive
scatterings, however.

The scattered photon has its Stokes vector
given then by

Sx= TSo

If Sy is the Stokes vector for natural (unpolarized)
light,

So=

[l

the first scattering gives a Stokes vector S; which
is a function only of the scattering angle 6:

’
1E, cos’60+3E, I |

— — 1
Sl— %El+'}EE = Ir |
0 U

The probability of the photon actually being scat-
tered at an angle 8, is taken to be proportional to
the intensity sum I,’+1,; 6; is chosen randomly
within this probability distribution by the Von
Neumann device described by Cashwell and
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Everitt.* The azimuth angle ¢ of the scattered

photon is chosen at random within the interval
(0—27).

[d] Subsequent Scatterings

Because the plane of the second scattering is
rotated in general by an angle x about the direc-
tion of incident propagation with respect to the
plane of the first scattering, the Stokes vector S,
is transformed by a matrix M(x), where

cos’x  sin’x 7 sin 2x
M(x)=| sin’x cos’x —% sin 2x
—sin 2x sin 2x cos 2x

into a vector:

To find an actual angle 8, resulting from the
second scattering, the Von Neumann device is
again used on the probability distribution

p*=8:(1)+8:(2)

after first randomly choosing x in the interval
(0—27). (The assumption is thereby made that
the plane of the second scattering is randomly
related to that of the first).

[e] Computer Program

A computer program was written by C. Wade
to carry out the calculation. It includes pro-
vision for injecting either a unidirectional beam
at any specified angle, or isotropically incident

cos’xBE, cos’0+2E;)+ sin’x(RE\+zE2) | |Si(1)
Si=|  sinftCE, cos6-+iE)+ cosxGE+1E) | =|8.(2)
_ sin 2xCE, cost0+3ED) +sin 2CEAIE) | 18.3)
multiplying this by T gives the resultant scattered Stokes vector S:
GE, cos0-3E) S+ GENS,@) | [S:)]
Si=| I S()+GEAIENS@) | =|5(2)
| GE, cos 0)S:(3) :(3)

photons. Fig. 1 is a simplified flow chart of the
program.
f
g | g | Q| ol
F 3
DISTRIBUTION jﬂ DISTRIGUTION VELOCITY ABSORDED?
W] [ves
¥
CONSTRUCT
APPROPRIATE
SCATTERED
STOKES VECTOR
PHOTON
CONTINUES
M ORIGINAL
DIRECTION
CNOOSE
o x
NO TRAVEL CompuTe
HAS BOUNONRY | ] e TS o
| e |1 vrs] SEEN REACKED? o " essmes

Fiaure 1.—Simplified flow chart,

r=3ULTS AND DISCUSSION

A uniform plane-parallel atmosphere of hydro-
gen atoms at temperature 500°K, and of 500 km
thickness, was taken as the medium on which to
run the calculation. Two densities were stc-
cessively assumed, 1.0X10%/cc and 2.0>710%/ce,
and with each density two different isotropically
incident radiation profiles were used, correspond-
ing to Doppler temperatures Tp of 500°K and
5000°K. The curves of Fig. 2 were obtained for
the four cases, each representing results for about
5000 photons. (A computer run for 5000 photons
was about one half hour long). The ordinate
represents the relative number of photons passing
forward through a given plane in the atmosphere
specified by the abscissa. Since all photons cross-
ing a given plane are counted, the number corre-
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880 radiation, as expected, while the two-fold increase
o6 in atmospheric density gives greater opacity.
640 An analytic treatment of the problem would in-
62 volve the solution of a system of transport equa-
600 tions,® with a kernel which incorporates both the
580 resonant scattering matrix and the Doppler redis-

tribution in frequency.” The difficulty of this
560, A
analysis precludes a complete check of the results,

: 40 but at the same time is an argument for the

; 520 convenience of the present method.

& 500 It may be that the use of a simpler scattering

Z 480 process, i.e. scattering by a single 18—2p transi-

2 460 tion, would give essentially the same results.

= 440

= 420 SUMMARY

= o The use of Stokes vectors as random variables
380 y appears to be an effective way of handling some
30 radiative transfer problems. We have applied
340 the method here to Lyman-« scattering in a uni-
320 form gas of hydrogen atoms, of density low encugh
300 that few scatterings occur. It may be possible,
280 2 ) with further work, to extend it to the case of a

300
DISTANSE (KILOMETERS)

FiGure 2.—-Relative flux distributions.

sponds to the hemispheric flux »F of transfer
theory, or to photometric radiancy.

The dotted curve represents the resulis of case
(c) for a smaller sample of 1000 photons. The
curve (c) for 5000 photons departs somewhat from
the dotted curve, showing that “statistical equi-
librium’’ has not yet been completely reached.
Further runs were not made, however, because
the models considered here are not of interest in
themselves.

The average number of scatterings per phcton
in eacii case was: (a) 0.67, (b) 1.28, (c) 1.96,
(d) 3.43. The reflextion coefficients or albedos
were: (a) 0.18, (b) 0.23, (c) 0.46, (d) 0.58. Brcad-
ening of the iacident frequency profile gives
greater transparency of the atmosphere to the

non-uniform atmosphere.

The same calculation can also, if required, give
the frequency, profile and the polarization of the
radiation at any level if the frequencies and Stokes
vectors are recorded.
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INFRASON IC WAVES FROM THE AURORAL ZONE*

KAICHI MAEDA AND TOMIYA WATANABE{

Pulsating aurorae are proposed as a source of the infrasonic waves associzted with geomag-

netic activity reported by Chrzanowski et al.

One of the most plausible generation mechanisms of

these long period pressure waves is the periodic heating of the air around 100 km, corresponding

to the auroral coruscation reported I y Campbell and Rees.

In order to show the energetic rela-

tionship between source input and , ressure change at sea level, some theoretical calculations are
performed by using a simple model o1 wuroral distribution in the isothermal atmosphere.

INTRODUCTION

The purpose of this paper is to inierprel the
origin of the strange traveling atmospheric waves
observed at the ground during intervals of high
geomagnetic activity {(Reference 1). Tn particu-
lar, discussion centers on possible moues of atmo-
spheric oscillations caused by the periodic
bombardment of auroral particles in the polar
mesosphere.

Trains of the waves are detected by a system of
four microphones placed on each corner of a
quadrant roughly 8 km square, located north of
Washington, D. C. The presence of a traveling
wave is established when the same wave forms
can be found on al! four records with certain time
shifts between them. These time displacements
are used to determine tnc direction of wave
propagation and the horizontal phase velocity of
the waves. The periods of these infrasonic waves
are usually 20 to 80 sec, but occasionally 100 to
300 sec waves are recorded. The pressure ampli-
tude ranges from about 1 to 10 dynes/cm?.

One of the peculiar features of these waves is
the change of arrival direction with time of day.
The general trend is from the northeast in the
evening, from the north about midnight, and from
the northwest in the moruing. The shift back to
northeast is somewhat discontinuous. These
waves occur less frequently in the daytime.

Since auroral activity predominates at about
midnight local time, the time dependence of the
appearance of infrasonic waves during intervals
of high geomagnetic activity can be explained by
assuming that the source of this kind of wave is

*Published  .VASA TecAnical Note D-2138, June 1064,
{Universi:, ~f British Columbia.
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located somewhere in the auroral region, as can
be seen from Figure 1. The left side of this
figure shows the diurnal variation of the arrival
of sound waves during magnetic storms, reported
by Chrzanowski et al. (Reference 1). This
assumption is consistent with the finding that
the enhancement of the wave intensity at Wash-
ington, D. C. is generally delayed several hours
after the increase of geomagnetic activity, except
in the case of very severe magneiic storms.
During these storms the delay is less than 30
minutes, indicating southward spread of the
source of these waves near Washington, D. C

In attempting to understand these peculiar
pressure waves, it is proposed that they originate
from a certain domain of the ionospheric region
in the auroral zone which is heated periodically
by a severe bombardment of auroral particles.
It is thought that this periodic precipitation of
auroral particles occurs simultaneously with
geomagnetic pulsations.

INTERRELATIONS BETWEEN GEOMAGNETIC
FLUCTUATIONS, PULSATING AURORAE,
AND INFRASONIC WAVES

The auroral luminosity often fluctuates with
incoming auroral particles. The fluctuaticrs of
these particles, mostly electrons, can be explained
by either a periodic change in the acceleration
mechanism of incident particles or by the change
of mirror heights of trapped particles in the
earth’s atmosphere, following the variations of
the field intensity of the earth’s magnetosphere.
The variations of geomagnetic field intensity and
of auroral brightn~ s are therefore closely relted.
A clear example of the correspondence between



998 PUBLICATIONS OF GSFC, 1964: 1. SPACE SCIENCES

£ l a
.
5 -
so‘
"'y L J
® ..
[ ]
30 o
o 2!’ %F‘s
180, ST
_ ok, q oSSR TN
[ Y Xod S\
p7,, 2
LY ’e\‘ B
e % Yo
Nj— : “»'0"‘0
) hJ . "ll"" o
° o 7
&
330° 3"
o o SUN
NW b~ [
300° I el \";.‘v
12 s - 2 X \;';:;.K\"’f' %k
LOCAL TIME (75 degrees, Western Meridian Time ) \‘\05“755‘%’0,'
N L
U

F1rure 1.—Diurnal variation of the arrival direction of infrasonic waves during magnetic storms observed at the National
Bureau of Standards, Washington, D.C. The three figures on the right indicate the shifts of the source of the pressure

waves, corresponding to the movement of auroral activity.

the pulsating aurorae and the rapid variation of
geomagnetic intensity observed at the ground
ha3s been given by Campbell (Reference 2).
According to the analysis of the space probe
data given by Sonnet et al. {Reference 3), and
that of Explorer X (1961 «1) giver by Heppner
et al. (References 4 and 5), the region near the
geomagnetic equator beyond about 10 earth radii
is occasionally greatly disturbed. Such disturb-
ances may be propagated along the magnetic
lines of force as hydromagnetic wav~s, and are
transformed into clectromagnetic waves when they
reach the conducting ionosphere (References 6-8).
After penetrating the ionospheric region as electro-

magnetic waves, they are almost perfectly reflected
at the earth’s surface (Reference 9). This prc.
duces standing hydromagnetic waves along mag-
netic lin: i of force. The simplest mode of such
staading waves is the fundamental mode, whose
urique nodw is on the geomagnetic equstorial
plane, with two loocps of oscillation on the ends
of the line of force cn the earth, one in ea~a
hemisphere. This mode of oscillation has been
investigated theoratically by Dungey (Reference
10), who called it the normal mode of torsional
oscillations of ¢he magnetic ficld in the earth’s
cavity. The ewen pericd ° these oscillations
increases rapyily with the latitude of the magnetic
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line of force intersecting the earth’s surface, vary-
ing from several tens of seconds in the subauroral
region to about 10 minutes in the polar region
(References 11-13).

In addition to the above mode, there is anotier
mode of oscillation responsible for geomagnetic
pulsations of shorter periods. As aoted by Dessler
(Reference 11;, the velocity of Alfvén waves
decreases very rapidly with decreasing height in
the exospheric region below around 2,000 km.
The.ofore, because of the continuity of erergy
2~ An'vén waves of certain periods coming from
the oter ~xosphere can be expected to be intensi-
fied. In this mode of oscillation, the layer of
maximuin Alivén velocity, approximately between
1500 and 3000 km, becomes the node of oscilla-
tion, and the loop of oscillation is near the earth’s
surface. This mode of hydromagnstic oscillation
corresponds to the geomagnetic pulsations with
periods from about 1 to several seconds, which
appear more frequently in nighttime tha- in
daytime (Reference 15).

In considering the above facts, it —ight be
speculated that a possible mechanism for the pro-
duction of infrasonic waves during auroral activity
would be the penetration of Alfvén waves, includ-
ing modified Alfvén waves and retarc'ed sound
waves (Reference 13), through che in; nsphere.
However, as vill be shown later, these contribu-
ticns are very sraall compared with ths pressure
disturbances produced by the periodic heating of
the lower ionosphere caused by aurorai
bombardments.

As stiown by Heppner (Reference 16) auroral
activity predominates around midnighi local time
and the active region extends towards lower lati-
tudes with increasing activity; pulsating aurorae
appear at this phase of auroral activity. In other
words, among several types of auroral displays
pulsating aurorae appear with the largest
disturbance in energy and they occur in fairly
low iatitudes.

According to Campl..1l and Ress {Reference 17)
the peak of pulsating aurorae is around 100 km,
the bottom is at 90 km, the effeciivc thickness is
o: the order of 20 km, and the most frequent period
is from 6 to 10 sec. From the direct raeacurement
of auroral particies by means of rocket borne
detectors, the energy flux of auroral particies,
mostly electrons, is of the order of several tens of

ergs/cm?-sec at weak aarors and incrcases by
more than a factor of 50 at bright aurora (Refer-
ence 18). Thus, the encrgy flux in a sirong
pulsating aurora can be estimated to be of the
order cf 10? ergs/cm?®-sec or more. This figure is
consisient with the estir-ate given by Chamberlain
(Reference 19), based on measuremen. ; of auroral
luminosity.

On the other hand, the energy flux of hydro-
magnetic waves deduced from the magnetic pulsa-
tion data is less than 10 ergs/cm?-s 2~ below 200
km. The energy flux of hydromagt.etic waves
increases with height. However, the contribution
to pressure waves i the lower atmosphere
decreases with the increasing height of the scurce,
as will be shown later.

Another evidencc for the present idea i» the
very good correspondence between the appearance
of pulsating aurorae and that of infrasonic waves
(Figure 2). The occurrence of pulsating aurorae
shown on the right of Figure 2 is taken from the
visoplot of auroral activity, r-ported by IGY

AURORAL \ ISOPLOT {pulsoting only )
UNIVERSAL TIME

DRANRNORaNnnm
1 T
‘l
Z o :_:EF ‘
t
g | .
E L4 B
{ s |l ] l
€ B o4 —
g« _,3# pud. oL oo
e
2 olejel gl |o ol®
A
3 = Alels
N o .
S0
OO0 NRNNano
LOCAL TIME (75° W)
MO
\
30 - \
Y \
& FEBRUARY 11, 1958 \ ,, \ "
©® AmIL )8, 1958 \ / \
OE 4 o, 195 W \ el
w \ 7
' 30 b— 1 1 ] i r 1 1 o}
20 P} 2 02 [ [ [ 10 12

LOCAL TIME (75 degroes, Westorn Menidian: Time }

Ficure 2.—Diurual variation of the amisal direction
of infrusonic waves during specihc magnetic storms
detected at the Natioual Bureau of Standards, Wash-
ingtor, D. C. (Chrsanowski et al., 1960). and corre-
spouding auroral activities observed in the northern
hemisphere.
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World Data Center A, on days which correspond
to the events, reported by Chrzanowski et al.
(Reference 1), shown on the left of this figure.
Two occurrences of infrasonic waves in 1957 were
reported, but since no visoplots of auroral activity
are available before the IGY, they are omitted
from this figure. The arrival direction of these
waves might deviate from their true direction
because of strong wind systems in high altitudes.
Therefore, the appearances of pressure waves do
not neces..arily match the pulsating auroral events
in detail, However, it is quite clear that there
is a close correspondence between infrasonic waves
and pulsating aurorae.

MATHEMATICAL TREATMENT

It is obvious that ray theory is not applicable
in this problem, because the wavelength is of the
order of an atmospheric depth or more for the
infrasonic waves observed.

The excitation and propagat:on of long period
pressure waves in thc atmosphere have been
investigated by several workers, mainly in two
fields of geophysics, i.e., meteorology and iono-
spheric physics. The former consists of the study
of atmospheric oscillations (References 20-24),
and the study of micro-barometric disirubances
(References 25-36). The latter is mostly con-
cerned with the investigation of ionospheric dis-
turbances and has been discussed by Martyn
(Reference 37), Sen and White (Reference 38),
Wl.te (References 39 and 40) and Hines (Ref-
erences 41 and 42).

Although the subjects considered in the nated
references s.ce quite different, the mathematical
treatments are essentially the same. They are
based on a differential equation of velocity diver-
gence, which is derived from three fundamental
equations, i.e., the equations of motion, con-
tinuity, and of first law of thermodynamics. The
theoretical aspects of the problems in geophysics,
including oceanography, are reviewed in Refer-
ences 43-46. Mathematical technique has been
developed to solve these problems, introducing
the so-called field variables instead of simple
hydrodynamical variables.

In the present calculations, however, the classi-
cal method based on the equations of velocity
divergence will be used, because of the conven-
ience in comparing the vesults with observed data.

Notations and Fundamental Equations

Preliminary notation will now be given:

c

D/Dt

g0, —g)

P, nT

Po, po, TU
Pe; Py T,
Pt P1y Tr

q' (%, 2)

R

U (u, w)

>3

velocity of sound in the atmosphere
in cm/sec, c?=+ygH where H=RT/g
is the scale height of the isothermal
atmosphere,

Eulerian derivative, /dt+ UV,
resultant of external forces except
gravity, dynes/gm,

acceleration of gravity, g=980 cm/
sec?,

horizontal wave number correspond-
ing to A\, in cm™, i.e., 2 x/),

vertical wavelength of a pressure
wave in cm,

small departures from static values
of pressure, density, and tempera-
ture, functions of x, z, and t, in
dynes/cm? gm/cm? and °K,

static values of pressure, density, and
temperature, functions of z only,
static values of pressiure, density, and
temperatare of air at seal level.
total pressure, density, and tempera-
ture, i.e., po+p, po+p, and To+T,
rate of net accession of heat, erg/gm
-sec; s(x, z) =(y—1)q where q=p1q’
in ergs/cm®-sec,

gas constant of air, B/M =2.87 X10¢
ergs/gm-°C, where B is the universal
gas constant, 8.314X107 ergs/mol—
°K, and M is the molecular weight of
air, approximately 28.97,

velocity vector, where u is the hori-
zontal (southward) and w is the up-
ward component of air flow in cm
/sec,

horizontal (southward) and vertical
(upward) coordinates,

ratio of the specific heats of air,
C,/Cy=1.4, where C, and C, are the
specific heat of air at constant pres-
sure and constant volume, respec-
tively,

entropy of air in ergs/gm-°K,
horizontal wavelength of a pressure
wave in cm,

frequency of the pressure wave cor-
responding to 7, i.e., 2% /7,
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r period of pressure wave in sec,
x(x, z) the divergence of velocity in sec™?,
i.e., x=0u/dx+9w/dz,
@ Coriolis vector in rad/sec.

In Eulerian notetion, the equation »f motion is
g—:+%Vp+g+nxU=I, 1)

and the equation of continuity is

or(3)-5%0 = o )

where

The variations of pressure due to thermal
excitations can be derived from the first law of
thermodynamics, which gives the change of entropy
(References 43—45),

LR U 3)
By making use of the perfect gas function for

entropy (Reference 46) it can be shown that
Equation 3 is equivalent to

D
g%-clb{l = s(x.z,t) , 4)

s(x.z,t) = (y~Dpa' (x.2.t) = (y-1)q(x. 2z, t) .

Since, in the present problem, the period of
oscillation is less than a few minutes, the Coriolis
force due to the earth’s rotation is negligible, and
all other external forces can be assumed to be
zero. The equation of motion for the present
problem is then simply

DU 1
Dctp, P < & - (6)

One-Dimensicnai Model

For the one-dimensional case atmospheric motion
has only the z component of velocity, w; therefore,
in its linear approximation form, the equation of
motion (Equation 6) is

dw _ -dp
PoFT ° FL PR - (M)

The equation of continuity in its linear
approximation form is

equation (Equation 4) is:

-] a

St T -Pec?Fr toomwt (r-Da . (9)
where q=q(z, t) is the periodically changing heat
source, which can be assumed to be

q(z) ei’t forz >0

q(z, t) = (10)

0 for —z, <z <0 ,

where

qQ e':/h

Qz) = —/fp—; (1)

h is a constant and qo is the maximum rate of heat
generation in an atmospheric column with unit
cross section, in ergs/cm®-sec; z=0 is taken as the
height of the base of heating; and the value at the
earth’s surface is given by z= — z,.

By eliminating p and p from the above
equations, the following differential equation is

p N

.g% + .‘3% -qw =0 . (8)  obtained:
And the linear approximation form of the entropy a;z': - 1}[%} -217 %z.t_;i = %L_;. .3.‘2!. (12)

0 [of
In the region z>0, where the heat source exists,
. .2 x o . o] .
w = ]‘2—1'71 et |:I et 'fQ(f)da§+c] +'|2'_:_E; e“"2 U e ¢ Q(f)d§+D:| ) (13)
0 0

Gtk

i
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where k; and k, are given by

1 1 1
S AT
(14)
n T _ 1 _ .1
R AT
and
1 _ ¢
T =<
(15)

C and D are integration constants, to be det~~-
mined by the boundary conditions. The t .

. -
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dependent factor, e, is dropped in Equation 13
and will be always dropped hereafter.

For the region —z,<z <0, where no heat source
exists,

i ikyz

w = - e
2 kl

R e B ; (16)

where A a1.d B are constants. The condition that
w=0 at the earth’s surface gives
B = e'(i )0y 17)

The vertical velocity w should be continuous at
z=0, and therefore

(18)

The pressure p also should be continuous at z=0,
o that the following condition is to be satisfied:

p, c? (%‘,i)ﬁm = (r-1)q0) = p, c’(%)ﬁo_s (19)
where ¢—0 and
e = (Po)uxo (20)
the atmospheric density at z=0.
The above equations give
k, -k,
k,C - k,D -k A+kB = (y-1)q(0) - (21)

For z— o, there should be no wave downward,
thus from Equation 13

c = - re‘“‘" Q¢) d¢ (22)
0
From Equations 18 and 19,
-1
A=C Z = (0) (23)

P, c?

To find the pressure variation at the earth’s
surface, we must obtain (dw/dz),.—, which is
given by using Equations 16 and 17;

&)....

Then Equation 9 gives the pressure variation at
the earth’s surface,

-ik,z
e lOA

(24)

(25)

Py--,

o TR,

N
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where p, is the atmospheric density at the earth’s
surface. By substituting Equation 22 into
Equation 23,

(r~1ag h hz\)-:/z

Al - —T—T(l'ﬂ'"l—g

— (26)

provided that the angular wave frequency o is
larger than a critical frequency oa,

o, = -'2? . (27)
By using Equations 14
|e—'kl'0 e"zo/ﬂl ) (28/

Thus the final expression of the amplitude of pres-
sure variations at the ground, caused by the
periodic disturbance in the upper atmosphere
q(z, t), is

y - 1 ps 1/2 h h2 1/2
P, * "T‘%(Fc‘) <1'H"'_ﬁ> - (29)

The values for p,/qo which may be derived from
this equation are plotted vs. h in Figure 3 for
several values of angular frequency, . The full

il llllll

h (km)

Ficure 3.—Relative intensity of pressure waves on the
ground, produced by periodic auroral heating, vs. the
scale height of the heat source, for the one-dimensional
model with an isothermal atmosphere,

lines and dashed lines stand for the scale heights
of 8 km and 6.8 km, respectively, for an isothermal
atmosphere. The latter gives the proper ratio of
(pe/ps)? as compared with the observed atmos-
pheric densities. From this figure, it can be seen
that periodic heating corresponding to a flux of
the order of 100 ergs/cm?-sec produces pressure
waves with amplitudes of the order of 1 dyne/cm?
at the ground.

Two-Dimensional Madel
Equation of Velocity Divergence
From Equation 6 the equation of motion for
the twu-dimensional case is

du ap

Po3t = “ox (30)
ad d
PoTE T T e (31)

The equation of continuity (Equation 2) can be
written in a first order approximation as

ap 90
JeTwI T “Pox (32)

where x =x(x, z, t) is the velocity divergence. By
using Equation 32, Equation 4 can be written as

J

5% C oW - ppeix ts (33)
Under the assumption that the time variations

of u, w, p, p, and s are proportional to a factor ei*t,

the following relations between u, w, and p are

obtained from Equations 30-33:

. 9 1 ds
mofu = gr(e?x-ew)- oo (34)
dx 9

—oly = C"J‘{'"YEX*ETE'E%%E ., (35)

iop = pogw - clpgx ts . (36)

By eliminating u, w, and p from these equations,
the following differential equation for the velocity

SBEE by, st Sl e PR & s b
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divergence x(x, z) is obtained:

0% x 2

1 (dc? Ix g |dc? o
V’x*ga('d?'n>7z"cz,z‘d?+(7'!>g ax2 e X

The derivation of this equation is given in
Appendix A.
The Diagnostic Diagram

If there is no thermal excitation, the right side
of Equation 37 is zero, and the solution of this
homogenous differential equation corresponds to

Since ¢?=+ygH(z), this may be written

d2 y dy o?

where H'=dH/dz.

For simplicity, consider the case of an isothermal
atmosphere, where H'=0. Equation 39 becomes

d’x

dz?

dy
-2N-a';+sz = 0, (40)
where the constant N=1/2H and

2 k2 g?
Mos ek o omn - ()

This differential equation has the solution:

x(o.z) = e (Ae"“ + B:-‘*") ' (42)

specified by the following characteristic relations:

TYDeI: k =%. vV = U = ¢
Uz g
Type II: k =, V=3.U

c?

1 g d o?
czgzl:;,"o—(z—)g (_dz— +7g>;5" s (—Jz‘ *72>'Jz"7:'; V’S] - (387)

d®x 1 (dc? dx 1oz
az? T ci\dz T8 &t 7 "k

3%s o? dc? as

the free oscillation of the atmosphere on the
nonrotating earth.

We will now consider pressure waves {reveling
horizontally in this flat atmosphere. If u, w, p,
and p are proportional to a factor el“t+*x) the
following is the equation for the vertical change
of x(o, 2):

-+

olc?

gk? (dc? _
2 al\dz t»w-eg)lx = O

1, k2g (., . 7y-1 .
S tRE D [’ﬁrr'k“;z—i(" + 53 x =0,

where A and B are constants,
u = N -M 20 , (43)
for the noncellular solution, and
po= in, 7 = M -N>0, (44)

for the cellular solution. As was shown by
Pekeris (Reference 27) for the noncelluiar solution
in an isothermal atmosphere (Equation 42) the
term with e*s must vanish, i.e, B=0. Otherwise
the kinetic energy of noncellular waves, which is
proportional to pg (z)x?2, would diverge. Further-
more, because of the condition that the vertical
component of velocity must vanish at the ground,
we get only two possible types of free oscillation,

and u = ¥2°N (45)

;v' and p = Cadg S (46)
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where V=¢/k and U=ds/dk, the phase velocity
and group velocity of noncellular horizontal waves.
Type I corresponds to Lamb’s wave (Reference
20), 'which exists at all frequencies; the waves of
type II can be propagated only above a critical
value o,

oo = £V (47)

(the corresponding period is about 250 sec), and
the wave is dispersive.

It should be noted that, because of the decrease
of atmospheric density, the amplitude of the Lamb
wave (pressure variation) dec.eases with altitude
by a factor exp(—gz/c?), preventing the propaga-
tion of waves in any except horizontal directions
(Reference 46). On the other hand, for the
cellular solution % stands for the wave number in
the vertical direction and Equation 44 is equivalent
to

(o2 -02) + K32 (o3 =)

ne? = o . (48)
where
o = 2,
. = E(_Z_‘E_l_)'/_' . (49)

Brunt’s frequency, o, is the frequency of the
vertical oscillation of a free air parcel in the
atmosphere, changing adiabatically. This expres-
sion was also derived by Viisild as a stability
parameter of the atmosphere (Reference 46).
The frequency o can be called the atmospheric
resonance sound frequency (Reference 47).

The curve for #2=0 shown in Figure 4 (a plot
of o vs. k) consists of two branches, A and B.
The curve A starts from the os-axis at c=¢, and
is asymptotic to the line C, which corresponds
to the solution of the noncellular Lamb wave,
o=ke. The other curve B passes through the
origin and is asymptotic to the horizontal line
s=0p. Every point in the two regions where

1.0

#2<0
n2>0
SONIC WAVES

-
o
[
-

—
|
~

0

ANGULAR VELOCITY o (sec—1)

THERMOBARIC WAVES

-3
10 ,
10~7 106 102 104

HORIZONTAL WAVE. NUMBER k (cm™"})

F1cure 4.—Diagnostic diagram for an isothermal atmos-
phere with scale height H=8 Km (T,=273°K).

72>0, one surrounded by curve A and the other
surrounded by curve B, leads to an eigen solution
of Equation 39. In the third region (hetween the
cther two), where 12<0, only the points on the
line ¢ = ke and ¢ =+/kg(c >0.) lead to eigen solu-
tions. Figure 4 is called the diagnostic diagram
of the isothermal atmosphere, and the waves
corresponding to the two domains in w.iich 92>0
are named Sonic (mode A) and Thermobaric
(mode B), respectively (Reference 46). Sonic
and thermobaric waves are called acoustic and
internal gravity waves, respectively, by Hines
(Reference 42).

Intensity of Pressure Waves at the Ground

Since the source of excitation s(x, z) is limited
to a certain area inside the auroral zone, the right
side of Equation 37 is not uniform with respect to
x. Therefore, this differential equation is not in
general separable with respect to the variables x
and z, and the following assupmtions are made in
solving the equation:

1. The atmosphere is isothermal, with scale
height H, in km,

2. The distribution of the heat source is
uniform along the v direction (this is
assumed at the beginning to reduce the
problem to two dimensions), but it is
limited horizontally in the x direction
within £ (i.e., —MN<x<N) and is
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extended vertically above a certain height
z (i.e., 2> 7).

3. The time variation of the heat source is
periodic with an angular frequency ¢, and

a’x

AR 1 ox
"7 Jax? taz2 Waz !
) po(z)c.-2

Assumptions 2 and 3 can be written as

s(x,z,t) ~ s(z)e“"ﬁ(z'zo) [G(x +>\o) - G(x-)\o)]

where

- _’Fo e-(:-:o)/h

s(z)

and 6(%) is a unit step function of £,

1 for £20 ,

6y - (53)

0 for £ <0

It should be noted that qo is the maximum rate of
heat release in the atmosphere in an air column of
unit cross-section (in erge/cm*-sec).

Since the atmosphere is assumed to be iso-
thermal, the density of air in equilibrium at
height z is

Po(z) = p, e /¥ (54)
where p, is the atmosphere density at the earth’s
surface and H is the scale height.

In order to solve Equation 50 under the condi-
tions listed, the following Fourier transforms are
applied with respect to x,

X(k, z) = ",%"J‘ ei*® y(x, 2)dx , (55)

1
C’Po (z)
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the same phase within the domain indicated
in item 2 above.
The first assumption reduces Equation 37 to
the following form:

2 X

2
F(" k) = _-[g_i

dz?

9?2 a2 1 ds
1'}%)3,75 ' azzs * H?ﬁ} ' (50)
(51)
(r-1)a -z
h 2 exp[ (h 0)} (52)

S(k, z) = -l—j e™* g(x, z)dx (56)

v2m

Since the heat source s(x, z) vanishes outside of
the auroral zone, both s(x, z) and x(x, z) must
vanish at x=+ o. Thus

1 7%«

= J. — ei dx = -k?X(k.z) . (57)
® 22

—%I Lleman = KISk - (58)

With these transforms, Equation 50 is written

d? X dX -

o NE M2X = F(z, k) . (59)
where
S
- i- &)s] (60)
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and N and M? are *ae same as in Equations 40 and 41. The solution i Equation 59 can be written:

X(k,z) =
0

where F(z’, k) is given by Equation 60 and n,
and n; are the roots of the characteristic equation

n? -22Nn + M2 = 0 (62)
We assume
n, * N-u (63)
n, = N+u (64)
where
p=VN2-M7_>_0 for N2 > M?
4 = inm, n? = M - N2> for N? < M?
(65)

The integration constants C; and C; are deter-
mined by the following two boundary conditions:

1. Thevertical component of velocity vanishes
at the ground,

wx,z = 0) = 0 . (66)

2. The kirctic energy of the waves at 2= »
is either zero or remains finite. In the
latter case, the vertical component of the
disturbance should never be propagated
downward at z= o,

The pressure change at the ground can be
obtained from x(x, z=0), which is given by the
inverse Four.er transform of X(k, z=0), i.e.,

x(x. 0) = f—;": I e"is Xk, 0)dk . (67)

e [ 1'7174 '[ F(z', k) e-""'dz'] + " {Cg + 71/.2 I F(z', k)e‘"z" dz':| + (61)
0

where X (k, 0) is the solution of Equation 59 at
z=0 satisfying the above conditions. It iy given
by Equation B15 in Appendix B.
Since w(x, 0) =0, then s(x, 0) =0 ana Ecuation
36 reduces to
c?p,

p(x, 0) -0 x(x.0) (68)
where x(x, 0) is given by the inverse Fourier
transform of X(k, 0). The cvaluations of p(x, 0)
are given in Appendix C and the results are shown
in Figures 5-10. Various values are given in
Tables 1 and 2. The symbols p, and p; signify
the real and imaginary parts of the celiular mode,
respectively.

10~3

104

=

dynes /cm?
1gs/cmz - sec

(

10—¢

L
9%

107

-8 1 | 1
1075 0 20 30

x (km)

Fiaure 5.—A plot of the intensity of the cellular waves p,
and p; on the ground, as a function of the input energy
flux qe for r=30 sec and h=H, vs, x, the horisontal
distance from the center of the source. Full lines and
dashed lines correspond to \o =10 km and Ae=1 km,
respectively.
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Fraure 6.—The same plot a2 Figure 5 except that h= J4H x (km)
instead of h=H, FiouRe 8.—The same pl
plot as Figure 7 except that
= \\ =30 sec.
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T=10sec (x 10“)

)

dynes,/cm?2

evgs/cm2 - sec

(_

Pnc
-]

7= 30 sec (x 108)

7= 100 sec {x 107)

o

N
0 5 10 15 20 25
x (km)

Ficure 10.—Intensity distribution of noncellular waves on the ground, pas, in the units of q,, vs. Lorizontal distance x from
the center of the source of width Ay=10 km. Notice that the vertical scales ave magnifi:: by s factor attached tc each

curve, Full lines and dashed lines stand for h=H and h = }H, respectively.
Table 1
Intensity of the Cellular Mode of Infrasonic Waves on the Ground Below the
Center of the Source in Units of q,.
! h=H P, P, Ip‘i h=1/M P, P, lpcl
Ao = 1 km Ao = 1km
v =10sec. | 6.74x10°° | 4.40x10°7 | 6.75 x 107¢ 7= 10sec. | 1.33x107% | 1.79 x10°% | 1.34 x 10°%
80 sec. | 6.15x10°% | 1.21 x10°% | 6.28 x 10°8 80 sec. | 1.10x10°¢ | 4.79 x 10-3 | 1.23 x 10~¢
100 sec. | 5.46 x 10”4 | 4.26 x 10" | 6.92 x 10™¢ 100 sec. | 2.77x10°* ] 1.02x 1077 | 1.06 x 10°?
Ao * 10 km Ao = 10 km
= 10sec. [1.82x10°% ] 1.20x10°¢ | 1.83 x 10°* 7= 10 sec. | 3.62 x 1075 | 4.80 x 10°¢ | 3.65 x 10~%
30sec. | 4.20x10°* | 8.57 x10°% | 4.38 x 10”¢ 30 sec. | 7.1 x 10~4 | 3.32 x 104 | 8.58 x 10°¢
100 sec. | 5.25 x 10" | 4.11 x 10°3 | 6.67 x 10”3 100 sec. | 2.68 x 103 | 9.85 x 10-3 | 1.02 x 10-?
Ag = 100 km Ao = 100 km
r=10sec. [1.82x10°% | 1.20x10°%[1.83x10°% | 7= 10sec.[3.62x10°%]|4.80x10°¢| 2.65 x10°*
30sec. | 4.84 x10°¢ | 1.01 x10°¢ | 4.04 x 10" 80 sec. | 8.92 x 10°¢ | 3.73 x i0"¢ | 9.68 x 10~
100 sec. | 1.48x10°2 | 1.14 x10°? | 1.883 x 10°2 100 sec. | 7.62 x 10°% | 2.72 x 10”2 | 2.83 x 10?2
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Table 2
Values forp,_.p,, / | P, l, aud x, , the Horizontal Distance of the first Nodal Lines from the Center
of the Source (horizontal width assumed to be Ay = 10 km).
h=H Poc Puc/IPc] | %o (hm) | b =1/28 Poc Poc/|Pe] [ %0 (km)
7 = 10 sec 1.28 x 107? 7.0x10°5 0.85 T = 10 sec 1.11x107? 3.03x10°5 0.85
30sec | 3.24x10°° 74x10°% 2.56 30sec | 2.73x10® 3.18 x1075| 2.56
100 sec 1.10 x 103 1.66 x 1073 8.31 100 sec 1.02x 105 §.8x10* 8.30
ATTENUATION 102 77
/

Because of the viscosity and thermal con- T=10 sec // / / T=100 sec
auctivity of air, acoustic waves in the atmosphere /oy =30 sec
attenuate. The attenuation coefficient a(7), in L. /Iy /e ———
cm-, for a wave of period 7 is given approximately 1071 W, 7777

- 7 /
by (Reference 48) |~ / / ,
. ) . ~  |-hfalr, z)@_/
z - 174 -1 . /
a(r) = 2 ca(3 vy 32} . (69) LA / /
where the coefficient of kinematic viscosity » is <
approximat ly 2 falr, z)
- S [l
1.7 x 1074 -
v = -—Tz)— (70) :; // 7= 10 sec
/
in em?/see, and the coefficient of thermal / 7= 30 sec
conductivity a?is -zL
y 10 // 7= 100 sec
_ 2.1 x 1075 /
at = @ ) /
/
3 2 -3 [ 1 1 i { 1 i
in em/sec. 0 % 80 10 120 146 160 180

Since the air density p decreases exponentially
with height, a? and » increase exponentially with
altitude. The so-called attenuation factor,

f (r.z) = exp['j a(v—,z')dz':]. (72)
0

is shown in Figure 11 as a function of height,
for =10 sec, 30 sec, and 100 sec.

It should be noted that the relative amplitude
of the pressure wave grows as it propagates
upward by a factor e*/?H, where H is the scale
height, whereas the absolute amplitude decreases
by a factor e~*/?H, because of the exponential
decrease of air density (Reference 49). There-
fore, if the amount of excitation energy is the
same, the absolute intensity of the pressure wave
at the ground increases with the base of the

200
z (km)

Ficure 11,—Attenuation factor f, (r, z) vs. altitude of the
source z in km and —In fi(r, z) vs. z:

“Inf (7, 2) = J'G(Tlll)dl':
0

a dashed line is also used to indicate the exponential
amplification factor In (pspo) ¥ & 2/2H, where the scale
height H is assumed to be 8 km,

excitation level. This is shown by Equation 29
and Equations C9 and C10 with a factor e%/?H
for ps, pe (z=0), and p,(z=0), and by & curved
dash line in Figure 11.

However, because of the steep increase of tha
kinematic viscosity of air with altitude, the yield
of pressure wave excitation drops sharply above
a certain altitude for a given period (or frequency)

1
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104

103

20 40 60 80 100 120 140 160

z (km)

TFicure 12. —Relative yield of the source to the infrasonic
waves in the isothermal atmosphere

l/-‘%—! f, (7, 2) xoxp[ifﬁ"‘ I a(7, 2') dz']
0

vs. the altitude of the source z, where the scale height H
is assumed to be 8 km.

of the wave. This is shown in Figure 12 for wave
periods of 7=10, 30, and 100 sec. It can be seen
that there is an effective height of excitation of
atmospheric acoustic waves for a given period and
that this height increases with the period.

As mentioned in the introduction, the excitation
of pressure waves by hydromagnetic waves is
only effective above the height of auroral activities.
Figure 12 shows that waves produced at such a
height are greatly attenuated before they reach
the ground. Therefore, the contribution of
hydromagnetic waves to the excitation of internal
atmospheric waves is practically negligible. A
more quantitative discussion will be given in the
next section.

CONDITIONS FOR WAVE FORMATION

According to previous calculations, a pressure
variation at the ground of the order of 1 dyne/cm?

can be expected if the maximum rate of heat
generation is of the order of 100 ergs/em?see and
the layer of periodic heating is around 100 km
altitude, with a thickness less than 10 km.
Electrons with an energy of the order of 100 kev
will lose most of their energy within a layer of the
order of 10 km thickness around the height of
100 km (Reference 19, p. 290). According to
Chainberlain, the rate of heat genera ion is the
order of 60 ergs/cm?7sec in a brig 1t aurora.
Therefore, if the rate of heat generation changes
periodically with this order of amplitude, baro-
metric oscillations of the order of 1 dyne/em? at
sea level can be expected from the sources in the
upper atmosphere.

However, several other conditions must be
satisfied in order that the energy brought into the
upper air by auroral electrons can be converted
efficiently to pressure waves in the atmosphere.
At first, the time 7, in which an electron arrives
at auroral height from outer space, sho..ld be
smaller than the period, 7, of the waves concerned.
If 7 >>7, the phase of the time variation of the
source differs from place to place, and the resul-
tant pressure wave originating from those different
sources is weakened by superposition.

Since the auroral electrons, whose velocity is
of the order of 10° em/sec, lose their cnergy within
a layer of 10 km thickness, 7, < approx. 10~ sec.
This is much smaller than the period of the
acoustic waves considered here.

As discussed by I{anson and Johnson (Reference
50), electrons impinging into the upper atmos-
phere lose their energy mostly by inelastic colli-
sions with neutral air particles until =2 ev, which
is the lowest excitation energy of atomic oxygen
('D state). The time 7, for !D excitation colli-
sions with oxygen atoms is of the order of 1073 sec
at 100 kin and of the order of 1 sec at 400 km.

Below 2 ev, the electrons lose energy in the
upper atmosphere mainly by elastic collisions with
ambient electrons. The time for those low energy
electrons to equilibrate with ambient electrons,
73, i obtained from the expression for the rate of
energy loss of a fast electron immersed in a
thermalized plasma (Reference 50),

AEI2
7y R 5.7 xNIO E . (73)

where E is the electron energy, i.e., Ex~2 ev, and
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N, is the electron concentration in em~2 The
equilibration time, 75, given by this expression is
about 10! sec at 100 km and of the order of 10—2
sec above 350 km. Thus 7.+7? is much smaller
than the periods of the acoustic waves under
discussion

It should be noted that elastic collisions with
neutral particles dominate over those with ambient
electrons below the F2 maximum (around 300
km). The time constant 7, for these elastic colli-
sions consists of 7 (O) andr(N;), the time constants
for the loss of excess electron energy to atomic
oxygen and to molecular nitrogen, respectively
(Reference 50), and is given by

2.08 x lollE'l/2

= 74
T n(0) + 2.36n(N,) (74)

where n(O) and n(N;) are the concentration per
cm? of atomic oxygen and of molecular nitrogen,
respectively. For E=2 ev, 74 is of the order of
0.1 sec at 100 km and increases with height. It is
of the order of 100 sec at 350 km.

As shown in the previous section, the excitation
of atmospheric pressure waves above 200 km is
not important; the time constant 7, does not
destroy the condition of wave formation. In
other words, below 200 km r+rn+rntrn <
approx. .

Another condition necessary for wave forma-
tion is that the time constant for cooling in a
certain domain of auroral activity must be much
longer than the period of oscillation. If the initial
temperature T, is assumed to be horizontally uni-
form within the domain of the source, —M<x <),
then the temperature at the center after t(sec) is

>\0
T = (T.-T\@® , (75)
© = (T-1) (w:rt )
where
® = LJJ ex? dx (76)
(Y) ﬁ 0 ’

and a? is the theimal diffusivity (coefficient of
thermal conduction) of air. T\, is the temperature
outside the source.

The time, t, necessary to reduce the initial
temperature difference between the inside and
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outside of the source region can be estimated from

A
2
21a‘ t,

2
>\0

t, * — -
a 82

(77)

Since the thermal diffusivity of air a? at a
height of 100 km is of the order of 10° cm?/sec
(see Equation 71), the minimum source width
necessary to satisfy the condition for thermal
oscillation is of the order of 30m for a period of
10 sec, and of the order of 100m for a period of
100 sec. The source width considered in the
present calculation is significantly larger than these
widths. In other words, the time constant for
source cooling is sufficiently long for pressure wave
production.

OTHER POSSIBLE MECHANISMS

Now the possibility of other suitable mecha-
nisms for the generation of microbarometric oscil-
lations during magnetic disturbances will be
considered.

Periodic Heating Due to the Absorption of
Hydromagnetic Waves

As stated in the introduction, hydromagnetic
waves from the magnetosphere lose part of their
energy in the lower exosphere and in the iono-
sphere. The remaining energy, which leaks
through the ionosphere, is observed as fluctuations
of the geomagnetic field intensity or geomagnetic
pulsations.

The rate of energy dissipation of hydromagnetic
waves in the ionosphere increases with increasing
frequency (References 6, 51, and 52). According
to Watanabe, the dissipation of the hydromagnetic
wave energy in the ionosphere is negligible for
waves with periods longer than 20 sec. In the
auroral region, the amplitude of geomagnetic
pulsations sometimes exceeds several tens of
gammas (i.e., giant pulsations) and the periods
are sometimes longer than several tens of seconds.
The intensity of the incident wave is usually
smaller for higher frequencies (Reference 15). As
shown by the power density of the small scale
fluctuations of magnetic field intensity observed
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in the earth’s magnetosphere between 5 and 15
earth radii (Reference 3), the frequency specirum
of hydromagnetic waves, which are regarded as
the origins of geomagnetic pulsations observed at
the earth’s surface, is a decreasing function of
frequency above the ionosphere. In any case,
the upper limit of the incident wave amplitude
may be taken as 100y. The energy flux associ-
ated with these hydromagnetic waves is then of
the order of several ergs/cm?sec!, under the
agsumption that the Alfvén wave velocity above
the ionosphere is of the order of 108 em/sec. The
rate of heat generation by absorption of these
hydromagnetic waves in the upper ionosphere has
been estimated by several authors and their results
are shown in Table 3.

The rate of heat generation is generally less
than 1 erg/ecm? sec, except when the period is 1
sec. Therefore the amount of heat generated by
hydromagnetic waves penetrating the ionospheer
is smaller than that due to the auroral particles.
Table 3 also contains estimates of the thickness
of the layer of heat generation. In every case
the thickness is much larger for hydromagnetic
waves than for auroral particles.

As shown in Figure 12, the effective height of
pressure wave generation by periodic heating of
the upper air is limited, and it is lower for the
shorter period. Therefore, generation of acoustic
waves by the attenuation of hydromagnetic waves
is less efficient than generation by the periodic
heating due to auroral particles, even if the energy
flux of the incident wave is increased to be the
same as the latter.

Pressure Waves Due to the Impacts of
Avuroral Particles

A particle coming into the atmosphere loses its
energy by transferring its downward momentum
to the air particles. A pressure wave can be
generated if the flux of the particle changes
periodically with time.

The upper limit of the pressure intensity, from
this process, can be estimated by assuming that
all the incoming particles would stop in a very
sho:rt time within a very thin layer. By assuming
the average energy of incident electrons is 6 kev
and the maximum flux is of the order of 10"%cm™2-
sec™!,the maximum pressure exerted upon the thin
layer of virtual shock absorber is estimated to be
of the order of 4.10~8 dynes/cm?2. The corres-
ponding intensity at the earth’s surface is of the
order of 105 dyne/cm?, if all electrons stop at an
altitude of 100 km.

Penetration of Hydromagnetic Waves
Through the lonosphere

As mentioned above, most geomagnetic pulsa-
tions are due to hydromagnetic oscillations in the
exosphere. These oscillations are related to elec-
tromagnetic oscillations in the space hetween the
earth’s surface and the lower boundary of the
ionosphere. Any oscillation mode in which the
compression of atmospheric matter is involved
gives rise to a variation in the density, and conse-
quently a pressure variation. Therefore, it may
be possible that geomagnetic pulsations and
microbarometric oscillations have the same origin,

Table 3
Rate of Heat Generation Due to Attenuation of Hydromagnetic Waves with a 100y Incident Amplitude.
Rate of Heat
Period of Generation in an Thickness of C :nl:é:_ug? 3‘2“;{2 at
Source HM waves Air Columu of Heating Layer Generating Laver
(sec) unit ~russ section (km) kzlz‘xg) 4
(erg/cm?~gec) (
Dessler 1 1.3 100 170
(Reference 53)
Francis and 6.3 0.7 50 125
Karplus 0.3 1.6 100 180
(Reference 51)
Akasofu 1 9.7 100 225
(Reference 52) 10 0.17 200 240
100 0.02 300 250
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i.e., hydromagnetic oscillations of the earth’s
exosphere.

A simple situation can be found at the geo-
magnetic equator, where geomagnetic pulsations
appear sometimes in the N-S component of the
geomagnetic field, with amplitudes of the order of
several tens of gammas and periods of several
minutes (Reference 54). The origins of this kind
of pulsation presumably exist in the outer bound-
ary of earth’s magnetosphere near the geomag-
netic equatorial plane, and it may be propagated
as a modified Alfvén wave. A modified Alfvén
wave is a transverse wave with respect to changes
in the electric and magnetic fields. On the other
hand, it is a longitudinal wave when viewed as
fluid motion (Reference 55). An electromagnetic
wave as well as a pressure wave should be in the
space between the earth’s surface and the lower
boundary of the ionosphere. The energy flux
associated with an incident modified Alfvén wave
is roughly (B2?/8r) V,, where V, is the group
velocity of the modified Alfvén waves and can be
taken as the Alfvén wave velocity at a higher
portion of the ionosphere. B is the amplitude of
the wave, i.e., the intensity of magnetic fluctuation
above the ionosphere.

By assuming conservation of energy flux, the
upper limit of the amplitude of the pressure wave
at the earth’s surface, p., can be estimated as
follows:

P

1 _ B?
Z¢<,p,

=% Va -

where ¢, is the sound wave velocity at the earth’s
surface, and p, is the air density at the earth’s
surface. By taking V, =3.10" cm/sec (corres-
ponding to daytime at the sunspot maximum
activity) B=30y, ¢,=3.10* cm/sec, and p,=1.25
X10-* gm/cm?®, we find p, =3 dynes/cm2. In
this estimate the conversion factor between the
energy of incident Alfvén waves and that of
secondary pressure waves is assumed to be unity.
This factor must actually be very small because of
reflections and energy dissipations of incident
waves at the upper part of the ionosphere. If it
i3 not small, infrasonic waves could appear in the
equatorial region during strong magnetic disturb-
ances.  Since the occarrence of aurorae in these
regions is negligible, this might provide a method

of direct detection of modified Alfvén waves
coming into the earth’s atmosphere from the
magnetosphere.

CONCLUSIONS

We have shown that one of the most plausible
mechanisms for pressure wave generation during
geomagnetic disturbances is the perivdic heating
of the polar ionosphere by auroral particles,
observed as pulsating aurorae. As emphasized
by Campbell (Reference 56) the main energy
source for this type of auroral activity is not
necessarily incident auroral particles, but a flow
of secondary electrons called the electro-jet. In
this respect periodic heating by these intermittent
electric currents is essentially the same as the so-
called Joule heating discussed by Cole (References
57 and 58).

The following conclusions can be drawn from
the present calculation:

1. From Figures 3, 5-9, and 13 it can be seen
than an incident energy flux of more than
100 ergs/cm®sec will produce acoustic
waves observable at the ground, provided
theperiosarelonger than about 10seconds.

2. The relative intensity of the pressure wave
at the ground is higher when the heating
is concentrated within u thin layer than
when it is distributed over a wide range of .
altitudes (Figures 3, 5, and 6).

3. The intensity ratio between the inside of
the source region and the outside is smaller
for long periods than for short periods, as
expected.

4. The gradient of intensity around the
boundary of the source is steeper when the
width of the source is wide.

5. Inside the source the ratio of noncellular
to cellular wave intensity is of the order of
107* for 7=10 sec and 10~ for =100 sec.
Although the noncellular intensity exceeds
the cellular at large distances from the
source, the contribution of the noncellular
wave to the observed intensity is negligibl.,
because both waves attenuate in long
distance propagation.

6. Accordingtothepresentcalculations, which
are based on an isothermal atmosphere,
the intensity of acoustic waves more than
several hundred km from the region of
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netic disturbances (as can be seen from

102 the auroral visoplot showa in Figure 2).

To show the position and structure of sonic
ducts as well as attenuation of the waves requires

1073 the actual atmospheric temperature distributions.
This is discussed elsewhere (Reference 59).

Finally, it should be noted that the energy flux

10-4 of acoustic waves at the ground S in ergs/cm’-sec
is

10~ S = Ec , (78)

-3 where

el p2

3% 10 E = —— .

HH e @)

_\/w ps and p, are the maximum aplitude of pressure

&“[ & 10”7 change in dynes/cm? and the static density of air
atat sea level, and c is the sound velocity in
cm/sec.

1078 Since p, is of the order of 1.25X10~* gm/cm?,
the energy flux corresponding to p,=1 dyne/cm?
is approximately 1.4 X10-?erg/cm?®sec. Toshow

107 the energy relaiion between the input power and
the observed output intensity, as given in Figures
3, 5-10, and 13, the above relation must be used.
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are observed during the periods of mag-
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Appendix A

DERIVATION OF DIFFERENTIAL EQUATION 37
By differentiating Equations 30 and 31 with respect to t and using Equation 33

9%v  _ 3 19

Frealilie - COPaT D I - (A1)
*w _ 9 ., dc? 1 gs
TR A G S A (CRR PR RS RS & (A2)

When the time dependences of u, w, p, p, and sare 36 from Equations A1, A2, and 33, respectively.
proportional to a common factor e!®, a straight- Differentiating Equations Al and A2 with
forward calculation leads to Equations 34, 35, and  respect to x and z, respectively, and adding them

gives
s eme g (B (e akoare . w

where
A (A4)

Similarly, by differentiating Equations Al and A2 with respect to z and x, respectively, and sub-
tracting the former froma the latter,

EXR¢ dc? 9x 1 [dc? )

The elimination of { from Equations A3 and A5 results in

o' x = zvziz‘, dc? + (- .az_x d 1 [dc? ds
e c sez T B\dr *(r-De x?  EOx 7gc? qz *7e)ox

de? a (22x\ (dc* 19 fats) 1 s
- (% ‘")?7(37>' (& o) 5% 03)- A () - we
Since it is assumed that u, w, p, p, and s are proportional to e#, the elimination of the time
derivative from Equation A6 gives Equation 37.
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Appendix B
SOLUTION OF EQUATION 59 AT z=0
Applying the Fourier transform to Equations 34 o ik dS
and 35 gives oW = 2 qp - X 4+ ikgV - Do dz (B2)

(B1) where U and W are the Fourier transforms of u

ik
-g? = ikc?X - ikgh - — S . . . .
otU = ke e " ke and w. Solving these bilateral equi:’ons with

respect to U and W yields

dX iko? ‘k ds

(4-k2g?)U = -ikge? 7 + ik(yg?-o?c?) X + p:('z) S+ % (gz) & (B3)
dX k2 2 ds

((.7“[(2 g’) W = -c252 F: Pl g(’yaz'kz c’) X+ po(gj S + p:(z) T (B4)

Since W(z=0)=0 and dS/dz|;.o=S(z=0)=0, where
from the above equations

dxX o) = K (B6)
&, = MO (B5) mey Toe

Similarly, the Fourier transform of Equation 33 is

ioP(k, 2) = goo(2)W - c2py (2)X(k,2) + S(k.2z) . (B7)
where
P(k,z) = 71—; r eikx p(x, z)dx
SOLUTION FOR X[z =0], DIRECT CALCULATION
From Equation 61

% z n,e""[:cn - 5:4- I l"(z')e-""'d"_l*ngen. [C, * 7147 IF(")""‘"'“.J - (BS)
°

Using Equation B5, from Equation B8 we get

n, ~ m0o)
y O n: - m(0) ¢ - (B9)

(2]
1

f ite : ,
If we wri A = C __1F J:,F(")e-m dz’
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and ,
- 1 .Y
A, = C, ¢+ e J; F(z')e dz

then from Equations B8 and B9, by assuming h<2H,

4 3
C, e for 0 <z <1z,
A e”H = < f
' £,Ke_,
ot - kig? 1 ~(n*8)s s o2H -[(l/h)‘(l/ﬂl)]l (B10)
\[Cx +Q uciod M B € ' o]ep *Q un, +8 ¢

/

forz°_<_z<°°,

and
( 9
C,er* for 0 <z < 2z,
Yug =
Aye*s < 2 2 r
, t—u -k
L C, - o, A - k:y 1) . e.(,',op).o ert - Q, — olH _e,[(x/h)-(n/zu)]- (B11)
Quelo? Ny ° " n,+,6 J
for z, <z <@,
where N2 > M On th- other hand, if N? < M? this
3 iAok (713G , term represents in-vard-going waves.
Q% V77X p, he? ’ (B12) Because of t!,.- boundary conditions listed in
: the section “ {«1heniatical Treatment,” the terms
and including e .t venish. Therefore
1 1
B=:H-W " (B13) R if L S 1)
N ""*.Zuc’c’!- n, + B¢ e (B14)

The term including e* represents the waves whose
amp'itudesincrease with height. The correspond- Putting this constant into Equation 61, for
kinetic energies diverge to infinity provided that z=0, gives

(r-1)g, (10/2M)ps sin,\lk ob - k2g? )
X(k., 0) = nge o/M)uao m (hn"“)(“:m (B15)

The continuity of W(k, z) and P(k, 3) at 3=12, is satisfied by the above choice of constants, i.e.,
it can be shown that

}-i.',','*(:"-‘) = ‘l.i:‘o'('o”‘)
!_i,:'P('o") = ‘l'i:lol’(zo*c')

LN

e
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SOLUTION FOR X|[k,0] BY MEANS OF THE LAPLACE TRANSFORM

By applying the Laplace transform with respect to z,
X(k.s) = re'“ X(k. z)dz (B18)
[}

Equation 59 becomes

-(q¢ﬂ,x
g
L —,‘75-“[ s? - 2Ns - k? (1--7;‘-)]

(s?-2Ns +M2) X - (s~

By makingrse of the relation shiown by Equation BS5, this is

=(s+8)1,
- . -2N-m) Qe ) o4 - k2 g?
fon - g M [ et ] e
where njand nsaregive.. . .~ - . " anu 64;m=m(o¢) and Qo are riven by Equations B6 and B12.
By making use of the inversc ... - . . . f Equation B16 the solution to Equation 59 is
2N-m‘n, n,s 2N-m-n2 nye
X(k.z) = (-—T“—-—- R )X(O) + Qe P b(z~2,)
ny(z~ =8(s=2 7
. 04 - k2 g2 - B2, e"z("'o) e l( ’0) B(' o) '
QO 2[-‘027: [ ﬁ#nz - ﬁ#nl (ﬁ*n (E*n,)‘] 9(2 ) . (Bls)

Because of the boundary conditions at z= «, the term proportional to e** must vanish, i.e., from
Equation B18

WN-m-n, ot - kg2 e'(a’”z)'o
-——-——2.‘ — X(0) ~ Qo c2o? W(ﬂ*n’) = 0 . (BIB)

This gives the same solution as Equation B15. Tt should be notea that the above solution satisfies the
conditions of continuity of w(x, z) and p(x, z) at z=12,. although u(x, z) and s(x, z) are not continuous
at =3,



Appendix C
EVALUATION OF plx, 0]

As can be seen from Equation B15 X(k, 0) is an even functior of k. Therefore, the substitution of

Ziquation B15 into Equation 67 gives

(y-1)q,o? , ® ... cosxksinAgk k2?2 ~-k?
x(x. 0) =%'hk,—°.— fo2H J’e“c — s dk (C1)
¢ Ps€ o (n‘-m)(n2+ﬁ)
where
2
g
ke = T (C2)
Since u is a real function of k for k>k. and complex for 0<k <k, where
k, = (C3)
Equation CI can be written
x(x. 0) Xe (X, 0) + xp (. 0) (C9)
where
o2 (- 1)gqy0? 2o, 2H J"‘c B xksink_e_k k2 - k?
X. (x. 0) 7 hkzz o, ot e \ k (“l ‘m) (nz 4’,3) dk (C5)
and
2 V" Dgeo? r curg COsxksinAgk k7 - k?
) = 27 dk Cé
Xnc (x. 0) ™ Thkgt p, ot € ) e k (“1 -m)(n,'rﬁ) (C6)

€

The integrand of xae (x, 0) has two singular
points ¢/c and ¢?/g, corresponding to the two
types of free oscillations of the noncellular mode
which were pointed out by Pekeris* and have
been discusscd earlier. Because of a steep expo-
nential term e-*%, however, contributions of these
singularities to the integral is not as important as
the contribution from the narrow band near k 2 k,,
where the exp nential term is nearly unity.

The integrand of x, has no singularities but
oscillates by the term e-%. The main contribu-
tion arises from a narrow domain near k <
approx. k.. Equation 68 can be written

P(x, 0) = (C7)

where

pc (x' 0) + P"c (x' o) )

P (x,0) = p, +ip, (C8)

*Pekeris, C. L., “The Propagation of a Pulee in the Atmoaphere. I1,"” Phys. Rev. 73:145-154, January 15, 1048,
1022
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2 (y=1)q40 s/ ke —ine cos xksin Ak k.’ - k2 i .
P (x.0)| = 7 ——F—F—e"VH e Mo dk| = pirps . (C9)
POl = 7 g e Ior R I CR
and

. kK2 - k2
2 (¥=1)q,0 2o/2H I"; cus, COsxksinigk «
,0) X = 0 0 dk (C10)
Pre 0D 2 Tz ), C T e ()






