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ABSTRACT #
129¢4

Consideration is given to the performance characteristics
of an AC magnetohydrodynamic power generator, A rotating magnetic
field is imposed on the vortex flow of an electrically conducting
fluid, which is injJected tangentially into an anmulus formed by
two nonconducting concentric cylinders and two nonconducting end
plates. A perturbation technique is used to determine the two
dimensional velocity and three dimensional electromagnetic field
and current distributions. Finally, the generated power, the ohmic
losses, the effective power and the electrical efficiency of the

converter system are calculated.

# This investigation was submitted in partial fulfillment of the
requirements for the Degree of Doctor of Philosophy.
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INTRODUC TION

MHD GENERATOR CONCEPT

The direct conversion of thermal energy into electrical
power by magnetohydrodynamic (MHD) power generators is attracting
a great deal of attention pfesently. The high temperatures
associated with such energy sources as nuclear reactors and solar
furnaces prevent the direct application of the conventional
energy converters such as gas or steam turbines. Furthermore,
the development of new converter devices is highly motivated by
the fact that the thermal efficiency of the converter system
increases with the temperature at which the power conversion
takes place. ' |

For the MHD Generators the following general concept has
been developed:

Thermal energy is transferred from a high temperature
source to a working fluid increasing its internal and kinetic
energies. The fluid is made electrically conducting either
by thermal ionization or by seeding conducting plasma into it
or by both processes simultaneously, and it is passed through
a magnetic field. As the result of interaction of the magnetic
field with the conducting fluid an electromotive force is in-
duced which in turn produces an electric currect distribution

in the conducting medium,
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If the magnetic field and the flow pattern are so chosen
that the induced currents are steady in time DC power generation
results and the energy can be extracted from the fluid through
electrodes in the walls of the flow duct.

If the induced currents are periodic functions of time,
AC power is generated and it can be extracted either through
electrodes or, by utilizing the magnetic flux linkage, through
the exciting field coils. In the last case the MHD generator
operates on the principles of a conventional induction generator.

As the result of the energy extraction and some irre-
versible processes inherent to the generator operation, the
total pressure of the fluid decreases,:and conventional con-
verter devices may become applicable at the lower energy (tempe-

rature) levels.

REVIEW OF PREVIOUS INVESTIGATIONS

The concept of MHD power generator is not new; it was
conceived first by Faraday, who proposed to utilize the motion
of ocean-water in the earth's magnetic field for power genera-
tion /1 7",

Recently, with the advent of high temperature energy
sources, the idea of direct conversion of flow-enthalpy into

electrical energy has begun to undergo a vigorous investigation.

* Numbers in brackets indicate References.



From the beginning, most of the attention was focused on
DC generators because of their relative simplicity. In addition,
DC generators have some operational advantage over the compara-
tive AC devices, especially in the case of large scale power
generation.

Among others, R. J. Rosa, A. R. Kantrowitz and T. R. Brogan
have investigated the general feasibility and performance cha-
racteristics of MHD DC generators (see /2 / to /5 /. An expe-
rimental generator operating with plasma produced by an arc wind
tunnel was built and operated by them at AVCO Laboratory in
Everett, Massachusetts. G. W. Sutton of General Electric Co.

[ 67, [ 17 presented a detailed analysis of a channel~type MHD
DC generator in 1959. The analysis is restricted to the dis-
cussion of the one-dimensional channel-type motion of an inviscid
conducting fluid in the presence of a normal magnetic field,

Similar investigations were performed by S. Way of
Westinghouse Research Laboratories /8 /, /9 7, who used com-
bustion-product gases as the working medium in a channel-type
linear generator. The performance characteristics obtained by
him were about half of those theoretically predicted.

A different model for DC power generation was proposed
by J. McCune of Aeronautical Research Associates of Princeton.[ﬁgz
who conducted both theoretical and experimental investigations
on a vortex flow formed between two concentric cylinders placed

in a steady axial magnetic field. The end-plate effects were
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neglected in this analysis. The results obtained by McCune
indicate the general feasibility of the device for power
generation.

DC-generation systems have some inherent disadvantages.
First of all, the use of large scale DC generators within the
existing commercial power systems would require the installation
of a number of large, expensive DC-AC alternators. Furthermore,
the DC generator cycle itself possesses a number of undesirable
characteristics such as the electron absorption by the elsc-
trodes at the operational temperatures. The necessity of
effective electrode cooling raises some additional problems ZT11;7.

In view of these disadvantages more recently attention
was given to the idea of electrodeless MHD generators producing
directly AC currents and utilizing magnetic flux linkage instead
of electrodes.

A relatively small amount of work has been done so far
on the development of AC-MHD generators. This is probably due
to the fact that the induction generators have a number of
unfavorable operational characteristics, too; some of them are
considered to be serious enough to cause doubts about the general
feasibility of such devices for large scale power generation.
For example, it can be shown that the power generated by any
MHD-device is in general proportional to the conductivity of the
working fluid, the square of its velocity and to the square of the

magnetic field strength interacting with the fluid:
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On the other hand, the reactive power (Pr) to be supplied for
maintaining an alternating magnetic field for AC power genera-
tion is proportional to sz///»(, 3 where A/ is the mag-
netic permeability of the conductor and (J/27  is the
frequency of the exciting field. (One may note here that the
reactive power inherent to AC generators has no countefpart
in DC-devices.) Thus the ratio of the power produced to the
reactive power supplied is given for an AC generator as

Fe i
P, < F
where Rm = 6’/4011. is defined as the magnetic Reynolds number
and (W* s (WL/V is a dimensionless frequency parameter
and L 1is a characteristic length in the system. Hence, for
w* = 0(1) (a realistic value for commercial generator systems)
the ratio of the power produced to the reactive power is pro=-
portional to the magnitude of the magnetic Reynolds number.
Practical values of Rm in MHD generator application range from
0.01 to 0.1. Hence, the reactive power supplied to the system is
unduly high, as compared to the amount of power generated within
the system. The large reactive power requires the use of costly

capacitive equipment on one hand, and it causes substantial




reactive losses in the field coils on the other hand. These
losses can partially be compensated by installing capacitor-
banks in the circuit., The increase of capital cost due to
such compensation, however, is not in proportion to the net
power gained.

Recently, in connection with the appearance of super-
conductors with associated high critical fields and high
current carrying capacities, and of cryogenic capacitors with
high quality factors, the interest in MHD-AC generators has
been renewed. A limited number of papers have been published
on the subject in more recent times.

I. Bernstein of the Forrestal Research Center at
Princeton University, and others 1712;7, investigated the slug
motion (= constant velocity) of a conducting medium between
two infinite plates and, in particular, its interaction with
a time dependen£ magnetic field travelling parallel to the
direction of motion of the conductor. The electrical effi~-
ciency corresponding to max; power output was found to be 1/2,

H. Woodson of Massachusetts Institute of Technology 1713_7
analyzed the interaction of a plasma slug ( or a sequence of
plasma slugs) travelling downstream in a shock tube with sole-
noidal magnetic field. He obtained some basic requirements for

AC-generator action as applied to MHD generator devices.




A comprehensive description of the basic principles
of MHD induction generators was given in the lecture series on

Engineering MHD offered by MIT in June 1961 / 1 /.

SUBJECT AND SCOPE OF THE PRESENT WORK

In the following, an induction type MHD generator will
be analyzed whose operation is based on the interaction of a
"rotating" magnetic field with a vortex flow of a conducting
fluid rotating in the plane of the magnetic flux lines. The choice
of this system is suggested by its relative compactness and the
limited work done previously on the analysis of rotating MHD
fields.,

The "rotating® magnetic field is really the result of
superposition of two pulsating fields with a phase shift bet-
ween them:

. %*
Bx = Bos:n.nc,ut H By Bocos wt &

Superimposing Bx and By , it appears to a stationary
observer that a field vector of constant magnitude TB’O
"rotates" in the x-y plane with a frequency equal to <U/2m .
The same induction field can be described in cylindrical-

polar coordinate system as

* All symbols are defined in the "List of Symbols".
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4
B, = £ B, cos(awt - &)

+ ,z?Bo sin(wt - &)

.
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Such a rotating field is produced, for example, by poly-
phase windings used in conventional induction generators.

The generator chamber is formed by two nonconducting
coaxial cylindrical walls and two parallel non-conducting end
plates (Fig. 1). iz
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The working fluid is injected tangentially at the outer

radius of the cylindrical amnulus and it leaves the chamber in



the radial direction through the ports on the inner cylinder
(Fig. 2).

VT - injection
- velocity

v, - exit
Fig. 2. velocity

Rotation of the iluid faster than the magnetic field
will induce an alternating current distribution in the "fluid
rotor® which will have its own magnetic field. The induced
field interacts directly with the exciting polyphase windings,
thus the energy can be extracted from the system through the
same field coils which induce the primary field. In this
sense the device acts as a conventional AC induction generator.

For the configuration described above, the three-dimen-
sional electromagnetic fields, the velocity and the current

distributions will be determined by approximate techniques.
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Following this, the power generated and the ohmic losses
will be calculated. This in turn will furnish the necessary
information about the performance characteristics and the in-
ternal electrical efficiency of the generator cycle.

Finally, an attempt will be made to determine the optimal
parameters of the system corresponding to maximum operating

efficiency.

ASSUMPTIONS AND LIMITATIONS

The complexity of the three-dimensional problem described
in the previous section necessitates the introduction of a series
of simplifying assumptions in the analytic treatment.

Since the intensity of interaction between the hydro-
dynamic and electromagnetic fields is determined by the
magnitude of the magnetic Reynolds number, Rm, and Rm <& 1lin
the case of MHD generators due to the low electrical conductivity
of the available working media, the applicability and usefulness
of perturbation technique with Rm as characteristic parameter
becomes apparent.

Thus the analysis will be restricted to cases when the
assumption Rm << 1 holds and series expansion in positive
powers of Rm will be applied to the various field quantities.

The present work is limited to the computation of the
zeroth and first order terms where the zeroth order field distri-

butions correspond to the complete absence of interaction between




the magnetic and veloeity fields. The higher order terms intro-
duce corrections to the zeroth order quantities.

As will be shown later, for acceptable convergence of
the higher order terms , restriction.must be made on an additional
electromagnetic parameter; the magnetic pressure coefficient
defined as S = Bozy"o jvz mist be of unit-order ( & i
the fluid density and V is a characteristic velocity in the
hydrodynamic field).

The above restrictions imposed on Rm and S assure
adequate accuracy in the nmumerical computations even if only
the zeroth and first order terms are considered, as was shown by
Rossow /1B /.,

Although the electrical conductivity of a plasma obtained
by thermal ionization is a function of the temperature which
changes as the power is being extracted, it will be assumed that
the generation cycle can be described in terms of an average --
or effective electrical conductivity which can be considered as
a constant during the process, Such an approximation yields
reasonable results if the temperature change during a cycle is
not very large. In MHD generators the power extracted is appro-
ximately equal to (or at least of the same order as) the ohmic
losses within the working substance, hence substantial tempera-
ture changes may not be expected in general.

The Hall effects are completely neglected throughout the

present analysis, Thus the electrical conductivity will be treated
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as a scalar quantity. This in turn implies sufficiently high
pressures for the working medium so that the product of the
electron Larmour frequency with the electron collision time

will have a value small compared to unity (see Ref. /2 7).

This is a reasonable approximation for the case of MHD generator
systems.

Complete axial symmetry is assumed for the injection and
exhaust systems only. Such systems can practically be obtained,
for example, by injecting the plasma through the wall of a
rotating porous cylinder and letting it to leave the generator
chamber through a stationary porous cylinder, the last being
coaxial with the first. |

The present analysis will be restricted to the discussion
of laminar flow regimes. Such an approach was shown to be
realistic by J. McCune (see Ref. / 10 /), whose results indi-
cate also the general feasibility of laminar vortex flow patterns
in MHD generator application.

The presence of the hydrodynamic boundary layers on the
end plates will be completely neglected. Although, due to this
simplification, an exact solution for the two-dimensional
zeroth order hydrodynamic (Navier-Stokes) equations becomes
available in the (* , ¢) plane, only the inviscid (potential)
solution will be zpplied in the subssquent determination of the
electromagnetic field distributions. This is necessitated by the

difficulties introduced in the subsequent mathematical development
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by the presence of terms containing the hydrodynamic Reynolds
number as a parameter,

One has to make clear distinction at this point between
the end-plate effects connected with the hydrodynamic fields
and those connected with the electromagnetic field distributions.

The neglect of the hydrodynamic boundary layers on the
end-platesiis justified by the fact that the primary fluid motion
is a plane motion directed parallel to the end plates. Thus
the disturbance introduced on the flow field by the presence of
the end-plates can be localized to the vicinity of those plates.

Since both the primary fluid motion and the imposed
magnetic induction field are localized to the (¥ , ¢ ) plane,
the induced electromotive force and also the primary current
flow will be directed normal.to the end-plates. Thus the neg-
lect of the influence of the non-conducting end-plates on the
zeroth order electromagnetic field and current distributions
would be highly misleading.

Therefore, the three-dimensional zeroth order mlectro-
magnetic field and current distributions will be determined with
full account taken of the presence of the non-conducting end-
plates. The only approximations involved here will be those
connected with the use of the potential velocity distribution.

Further approximations are required, however, for the
determination of the first order field and current distributions

due to the time-dependent, asymmetric character of the differential
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equations involved. Solutions to these equations are obtained
omitting completely not only the viscous effects but also the
end-plate effects on the electromagnetic field distributions.

From the above discussion it becomes apparent that the
hydrodynamic boundary layer effects are completely omitted both
in the zeroth and the first order solutions. Such an approxi-
mation is justified for large hydrodynamic Reynolds' numbers or
for large scale generators because the influence of the boundary
layer on the various field quantities is essentially a surface
effect, and as the relative thickness of the boundary layer
decreases (as by increasing the size of the generator or de-
creasing the viscosity of the working fluid or by both applied
similtaneously), its influence on the total energy output
becomes less significant,.

It should be mentioned here, however, that the boundary
layer losses in AC - MHD generators are more pronounced than in
comparative DC-devices.

In DC-generators the emf within the boundary layer still
has the same sign as that in the potential flow, but it is
reduced in magnitude. Therefore, the boundary layer in DC-
generators forms simply a leakage path between the electrodes
to shunt the load.

In AC-generators, on the other hand, power is generated
in that part of the flow region only, where the velocity of the

conducting medium exceeds the propagation velocity of the magnetic
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field (this is the case of "negative slip", where the slip
velocity is defined in electrical machinery as the difference
between the propagation velocity of the magnetic field and

the velocity of the conductor). In flow regions where the fluid
lags .the propagating magnetic field, power is consumed to

speed up the fluid to the synchronous velocity and instead of
power generation, pumping action takes place. Since within the
boundary layers the velocity is reduced to zero at stationary
walls, at least a part of the boundary layer will always act
not only as a leakage path for eddy currents, but also as a
power consuming region. As has been indicated, these losses
are not considered herein.

‘Since the power supplied to the field coils for main-
taining the ‘applied magnetic field is much larger than the
power transmitted to the load (as. has beer showri: theé ratia of
the maximum power output to the power input is proportional to
the. magnitude of the magnetic Reynolds number), the distortion
of the applied magnetic field by the characteristics of the
load circuit will be completely neglected.

Finally, in the process of the following analysis, the
working fluid will be assumed to be incompressible. This implies

some limitations on the magnitude of the injection velocity.



PART A, FIELD DISTRIBUTION
1. MATHEMATICAL FORMULATION OF THE PROBLEM

1. Basic Equations

The laminar motion of an incompressible electrically conduct-
ing fluid in the presence of a magnetic field can be described in
terms of the following egquations:

Mass conservation:
= 0 (1.1.1)

Momentum conservation:

p%?= -+ TxFT+F+u vV (1.1.2)

Maxwell's relations:

v x? - 'u‘f>+ ue -gf-’: (1.1.3)
v.F = 0 (1.1.L)
vxP . - & (1.1.5)
v.F = p /e (1.1.6)

The generalized Ohm's Law, after neglecting the Hall currents,

can be written as

*For the notation, see the List of Symbols.

16~
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- - —_— -
I = c(E + V XB) (1.1.7)
Since the divergence of the current density must vanish,
v. T = 0 (101.8)

The energy equation will be introduced and discussed

in a later section.
2., MHD Approximation

One frequently encounters magnetohydrodynamic problems
dealing with fluids and plasmas of low electrical conductivity
and negligible net charge accumulation in the bulk of the fluid.
In such cases the applied electric and magnetic fields cause
merely a relative motion of the charged particles in an almost
neutralized state. Thus the possibility of charge accumulation
is usually excluded except in the vicinity of non-conducting
boundaries, and the bulk of the fluid can be considered as an
electrically neutral medium. The electrical charge density

§e is assumed to be éero in most of the flow region.

The magnetic permeability of the fluid can be approxi-
mated usually by using the permeability of a vacuum space.

Furthermore, the displacement and magnetization cur-

rents can also be neglected usually.
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With the above approximation the Maxwell equations can

be rewritten as

UXB -/1{0_1; (1.2.1)
q
with </-B = 0 (1.2.2)
-—’
v X? - - % (10203)
with S -E = 0 or v‘_f = 0 (1.2.4)
- —a> —> -
Wwhere I = G(E + V XB) (1.2.5)

Equations (1.2.1) and (1.2.2) define the magnetic field; the
electric field can be determined subsequently using equations
(1.2.3) and (1.2.4L). The E term in (1.2.5) contains really
two parts: an induced electric field given by (1.2.3) and
measured in a coordinate system where the magnetic induction
field has a non-vanishing time derivative, and a static electric
field determined by the boundary conditions. The static field
can be described usually in terms of a potential function.
Careful consideration should be given to the use and
limitations of equation (1.2,1). Although in small magnetic
Reynolds number applications equation (1.2,1) is often neg-

lected and the current distribution is determined by using
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equation (l.2.5) exclusively, it should be clearly understood
that equation V' xB = /"g T has a very well defined
meaning even if the induced magnetic field is much smaller than
the applied induction field.

The role of equation (1.2.1) in small magnetic
Reynolds number application can be seen from the following
argument.

B,

If the interaction of an applied magnetic field, o

with a conducting fluid is considered, then the term
o

-1 = . . .
/Qo </ X B, gives the current distribution ‘/o which

induces the "outside" (= applied) magnetic field. Hence

— —
(L% v e
relates the applied magnetic field with the current distribution
—>
maintaining the field Bo .
Assuming now boundary conditions such that ? g O

in the flow region, the current distribution in the moving

fluid is given by

= G'(V’X_g) , where

T); being the magnetic induction field generated by the induced

currents. Equation (1.2.1) yields now:



hence V X BI - ﬂo I P

If the magnetic Reymolds number is sufficiently low,
~» - -y
then b, < B, and Ohm's Law can be rewritten as I = &{(V x B,)s
— —_ .
but the equation /' x b, = /% I remains unchanged and
valid, since the condition '5: << _B: does not imply any res-

triction on the derivatives of -1;; .

From the above considerations follows that the equation
V X ?i - /‘IOT can always be used. For that part of
the space where Z -0 ‘the above equation can be replacded

by VX Ba=a /.'Io .
3. Boundary Conditions

The assumed hydrodynamic boundary conditions are as
follows:
azimuthal
The fluid of givenpvelocity VI and pressure Py is
injected tangentially into the vortex chamber at the outer cylin-

der with an approximate axisymmetrical velocity distribution.

(This condition can be obtained, for example, by injecting the
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fluid through a rotating porous cylinder.) The fluid leaves
the chamber through radial ports on the inner cylinder (a
stationary porous inner cylinder would correspond to the
idealized example given above), The radial velocity at the
outer cylinder is defined by the continuity condition. Since
the end-plate effects are neglected; no boundary conditions
will be ascribed in the z-direction. Using ¢ylindrical polar

coordinates the above considerations imply that

¥4 = Vi at r= R (1.3.1)
Vg = 0 at r= R (1.3.2)
Y, = Q/Ao at r= R (1.3.3)

where Qo is the total volume flow and Ao is the area of the

exit ports at r = Ro o In addition, it is assumed that
v £ v (z) (1.3.h)

In general, the following boundary conditions can be
applied to the electromagnetic fields:

The tangential component of tpe elsctric field is con-
tinuous at an interface (such as the wall of the generator

chamber) ; Bip = Eyy - (1.3.5)
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The change of the normal component of the electrical

field at an interface is equal to the surface change density:

Ezn - Eln " - 63‘/60 (10306)

The normal component of the magnetic field intensity

is continmious at the interface: H , - H = 0 (1.3.7)
ne nl S 7

The change of the tangential component of the magnetic
field intensity at the interface is equal to the surface current

density distributed there:

fx (@ -B) = F (1.3.8)

Furthermore, considering a conducting medium bounded by finite
nonconducting boundaries, the normal component of the current
must vanish at the npnconducting envelope. Thus the total
electric field mst have a vanishing normal component at the

boundaries,

L. Nondimensionalization of the Equations

The characteristic or reference values for the physical
quantities described by the basic equations will be chosen as
follows:

The actual width of the flow duct R, -~ R = AR

shall be used as reference length.
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Since the performance characteristies of a conventional
induction generator are strongly influenced by the magnitude
of the so-called slip velocity (defined in electrical engineering
as the excess velocity of the propagating magnetic field over
the velocity of the conductor), we shall choose for a reference .
velocity a quantity numerically equal to the negatiwve slip

velocity at the outer radius:
VI - CURI a AV

( Cuf2?~ 1is the frequency of the applied induction field.)

The reference quantity for the magnetic field will be
the applied induction field strength Bo s the electric field
will be nondimensionalized by the product ( AV B, e

The following dimensionless quantities can be introduced

now:

¥ . Xy !
i B'.[ - RO ZR ’
- —
'.;.* - b4 - v
A - ]
. V- ok, T AV
* \ * COAR
t = % H w - ﬁ_ H (lehol)
# V1 >2 >%_ B
p - —2-5 * —— ; = —— ;
?VI.. \AYV BO
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With the aid of the nondimensional quantities presented

here, the basic equations can be written in the following form:

V¥ F* = o0 (1.1.2)
3¢
DV It aE T BIE R & VT
Dt
(10)443)
TV B¥ « mE¥+TV*EBM (Lohoks)
V*. B* = 0 (1.h.5)
T* T 2B ¥
X E = - '——; (10’4.6)
Dt
with Y*- E* - 0 or - T*. 0 (L.k.7)
where. I = E ¥+ _X.I’*X B* (1ek.8)

The dimensionless flow and field parameters appearing

in the above equations are defined as

V.(AR)
Re = %—— ° (%> (loho9)

is the product of the hydrodynamic Reynolds number and a guantity

closely related to the slip,‘




- 25 -

Rm = %(AR)(AV) (1.4.10)

s
is the magnetic Reynolds number;

c(AR)B,

§(A5
is the magnetic interaction parameter and it can be written as

N = S.Bm (loholl)

where

B 2

"X S(OA V)

is the magnetic pressure coefficient.

S

{1ek12)

Equations (1.Lk.h) to (1.L.8) can be combined to give

an alternate expression for the magnetic field:

2 e
3% OB
v B Rm[ o

- V' x @ x 'ﬁ*)j (1.4.13)

For the sake of simplicity, we shall omit the astérisk from the

dimensionless quantities throughout the following sections.

5. Series Expansion in Terms of Magnetic Reynolds Numbers

Since to obtain an exact solution for the basic set of
equations (given by (1l.4.2) to (lL.4.B8) would be most difficult

for the given three-dimensional configuration, the application
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of an approximate method, such as series expansion in a charac-
teristic field parameter, becomes unavoidable.

As it has been previously indicated, in MHD flows the
magnitude of the magnetic Reynolds number indicates the interac-
tion-intensity of the hydrodynamic and electromagnetic field
distributions and usually Rn << 1 in MHD generator applica-
tions. The natural choice is, therefore, the series expansion
of the various field variables in positive powers of the magnetic

Reynolds number (Ref. / 157):

vV = o + RmVl + RmV2 + oo

p = p + BRmp, + Rme + e
o 1 2 *

- — - o>

B = B + RmB, + Ru'B, + ... (1.5.1)

- -— - 2—3

E = E + mE + mE + ceoe
o} 1 2

- - — 2>

I = I + BmI, + BRmI, + «ee
o} 1 2

These quantities can be substituted now in the basic
set of equations and equating then the terms containing like
powers of Rm, ordered sets of equations are obtained. Solution
for each sét of equations is obtained by utilizing the previous

lower order solutions, as will be seen later,
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The complete solutions for the various field distribu-
tions are obtained in the form of infinite series which are ex-
pected to converge for small values of Rm . The rate of con-
vergence, however, is controlled by the magnitude of the
magnetic pressure coefficient S , as can be seen from the
momentum equation (l.4.3), where N =& SRm .

For small magnetic Reynolds numbers, distinction should
be made between the following cases: a) the magnetic pressure
coefficient S 1s much larger than unity (strong magnétic
fields coupled with moderate velocities); b) the magnetic
pressure coefficient is of unit order or less..

For large values of S (case "a"), the product SREm
in the momentum equation might be of unit order or larger
(N > 0(1) ) even if the magnetic Reynolds number itself is small
campared to unity; thus the omission of the electromagnetic term
from the zeroth order equation could not be justified. In such
cases, performing the series expansion in Rm the magnetic
interaction parameter N should be retained in the momentum
equation and treated as an independent parameter. As a result
of such procedure, the zeroth order momentum equation will
already contain an electromagnetic term.

If the magnetic pressure coefficient is of unit order
(case "b"), then the order of the magnetic interaction parameter
is defined by the magnitude of the magnetic Reynolds number:

N ~0 (Rm) , and the electromagnetic term in the momentum




i

- 28 -

equation becomes small compared to the other terms, If a series
expansion in Rm is made and S is retained now as independent
parameter, the zeroth order hydrodynamic equations will be
completely uncoupled from the electromagnetic field equations.
This is in full accord with the physical nature of the phenomenon
discussed here: for N ~~O0(Rm) << 1 the electromagnetic

term in the momentum equation is small enough, so that its in-
fluence on the wvelocity distribution can be completely neglected
in the first (= zeroth order) approximation.

The magnetic pressure coefficient, S , will be assumed
to be of unit order throughout the present analysis so that full
advantage of the mathehatical simplification offered by the per-
turbation technique can be taken. The analysis will be restricted
to the determination of the zeroth and first order field distri-

butions, i.e., the first two terms in the series expansion.

It should be mentioned.here, however, that the same procedure
could be applied to cases with moderately large values of S ,
but a greater number of terms of the series expansion would have
to be calculated for satisfactory accuracy of the solution.

Substituting now (1.5.1) into the basic set of equations.
(1.4.2) to (1.4.8), and equating the terms containing like
powers of Rm the following ordered sets of equations are
obtained:

Zeroth order:

—

Vev =0 (1.5.2)
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>V,
o —> — -1 2 =
=2 + (V, V)7V, =- Up, + R T (1.5.3)
-
- o8B
= - [o]
¥V X E, — (1.5.4)
with V-_ETO = 0 or V'-E: = 0 (1.5.5)
— e — -
where I = E+ V x B, (1.5.6)

The zeroth order magnetic induction field is completely
determined by the applied magnetic field and it need not be
considered here, |

As can be seen, the hydrodynamic equations are completely

uncoupled from the rest of the zeroth order set,

First order:

V.V, =0 (1.5.7)
_%z:l- + (T I+ (T VI, = - py + BG4
+s[E xB + (.x B xB ] (1.5.8)
VXE = E+7 x B (1.5.9)
V. T_:,; = 0 (1.5.10)
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—-E,
—*
VXE = -= (1.5.11)
— —
with Ve E, = 0 or V. =0 (1.5.12)
—» - - --> —y ->»
where I, = E, + V X By + V; X By (1.5.13)
The second order equations are as follows:
»
VeV, =0 (1.5.1k)
-y
‘DV -» —> —p -0 -
2 L4 [ =g L] N e
=+ (T VI, + (12N + (W, V)V Vp, +
_1 D= gy - — ~p - —2p e 4
+ RV, + s[on B, +E X B, + (VX B)X B +
- —~ e d — - -
+ (V,x B)) XB + (V; XB) X B, (1.5.15)
- > > > —> - 6
v X B2 = El + VO X Bl + Vl X BO (10501 )
V.8 = o0 (1.5.17)
3.
—
VXE, = -—2 (1.5.18)
with V.E, = 0 or v-_fa - 0 (1.5.19)

where I, = E + V,XB, (1.5.20)

Using the same method higher order sets can also be obtained.
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6. The Choice of Coordinate System

There are two possibilities in choosing the coordinate
system, neither of them offers any particular advantages rela-
tive to the other, |

One of the possibilities is a space-fixed coordinate
system. Since the boundaries of the generator device discussed
here are axisymmetric, the obvious choice is the cylindrical-

polar coordinate system fixed with respect to the inner (sta-

tionary) cylinder. The z-axis is directed along the axis of the

concentric cylinders and the end-plates are given by the coordi-
nates 2z =0 and z =L . The applied magnetic field is

described in this system as

B, = fcos(ewt - g)+ 4 'sin(ewt - #) (1.6.1)
where /2}° is the frequency of the "rotating" magnetic
field. The field equations (with the exception of the zeroth
order hydrodynamic equations) are time-dependent in this system
as well as functions of the azimuthal coordinate " & ",

The second choice of the coordinate system is suggested
by the nature of the electromagnetic induction phenomenon. As
was pointed out previously, the various field quantities depend
on the magnitude of the "slip" velocity rather than on the
absolute magnitude of the velocities. Since the magnetic field

appears to "rotate" with a uniform velocity, one can fix the
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coordinate system to this rotating field thus eliminating the
time debendence from the basic equations. Unfortunately the
azimuthal dependence still remains as can be seen from the
transformation formulas given below. If the quantities mea-
sured in the rotating system are denoted by primes, then the

following correlations hold (Fig. 3):

r* = r :
g = b -  wt ]
-

2! = 3z

! -
Ve = VW, _—
V¢' = Vg - wr

!
Vz = vz Figure 3

and the time independent magnetic field in the rotating system

is described as
A P
! = 1 ! cos gf' - &' 8in ¢' (1.6.3)

The curl of the electric field vanishes in the rotating
coordinate system (see Equation 1l.L.6), thus the basic equations
can be written in a somewhat simpler form.

When the inverse transformation is made, however, from
the rotating to a space fixed coordipate system, an additional
electric field must be calculated due to the relative motion

of the two coordinate system (Ref. /16 /, /17 /). Hence,
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neither of the coordinate systems offers particular advantages
relative to the other in mathematical sense.

In different parts of the analysis, however, ocne coor-
dinate system may be more convenient than the other and each

will be used accordingly.




II. THE ZEROTH ORDER FIELD DISTRIBUTIONS

The solution of the zeroth order set of equations will
be obtained in a space-fixed coordinate system.

1.) The Hydrodynamic Field

The zeroth order hydrodynamic equations corresponding to

the conditions outlined in the introduction can be written in

expanded form as

v o
/a(rV )ja_ﬂ = 0 (2.1.1)

(2.1.2)
OV, .V ?_‘_’Sﬂo\+ Vo e, . Vo' o - lapo .
ot ro “or r ’a¢ r r @525

+ +
\ O T of 2 P og?  Foy
(2.1.3)
-3 -
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with the boundary conditions

P, = Pr
V;éo = 0 . Ro

at r = TR = 590
vro = Vo

(2.1.4)

(2.1.5)

(2;1;6)

(2.1.7)

: . . . ps 1
where VI’ Vo’ py are dimensionless quantities; Vo s KV(QO/A0)5

Qo being the total volume flow and Ao the total area of the

exit ports.

Since the electromagnetic field does not affect the zeroth

order velocity distribution and the boundary conditions imposed

on the hydrodynamic field are steady, axisymmetric, the quantities

described by (2.1.1) to (2.1.3) will depend neither on time nor

the azimuthal coordinate.

Under such conditions Eq. (2.1.1) can be solved at once:

v - const.
ro r

of applying the boundary condition (2.1.7)

|
L7 =

s Where Q = v

VrO o O

(2;1;8)

(2;1.9)
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Equation (2.1.3) can be written now:

2
d-v dv v
go 1 ) o -
2 I T (1 - QRe) - 5 (1« QRe) =0
r r ,
(2.1.10)
The general solution of (2.1.10) is represented by:
v Fo " ar® + brit o
(2.1.11)

where D = 1 + QRe

The constants a and b can be determined by applying (2.1.4)
and (2 ol -6):

(2;1;12)

ayoD + b §°‘1 = O
Hence
- 1 ~.‘YI s b=e D 1
?Iﬁ (- ﬁml) ’ ?oﬁ (1 - (D,DOI)
(2.1'.13)
where

ﬁs ?Q—; = ;% (2'.1..1L;)

Thus the viscous solution for the zeroth order azimuthal velocity

can be written as
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Yo (1 -V;Dﬁﬂ) [(%)D ) pD <%)} (2:1.35)

The expression for V;z o has the familiar structure characteriz-

ing the cylindrical Couette-flows:z the polynomial contains two
terms, one being directly-, and the other inversely proportional
to some power of r .

The zeroth order pressure distribution is determined by (2.1.2).

2 2
dp, Vo . DVo g +Q2 _
dr T o or T :5
2
2 v 2D=1
I S [ 2D‘2( ) D-2 ﬁznf_- }
r D+1 ?
1- 3 ) I
(2.1.16)
Hence
. o 2
Py ® const. - §?+ D+1 [21)? 55 -
1

2 2D

SLTE RN

The complete solutfon can be obtained by applying the condition
(2.1.5)2
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2D 2D
N 6 1 Sr - T
Po P13 (Z-572 (1 - 2 | -

2D. §I
) 2%1 (—é)D( ?ID-I- D1y g’oz ( §2D(;1_?_ - ?1_1_2)}

v 2
I 1 2D
= - -—-——- (—.- l) D+1)2{§D— (1 - rI ) +

25)1 Q-0

2(D+1) D+1
*\B (-0 - FEra-") } (2.1.28)

rr

where rI is defined as

r; = z‘/?I = Eﬁéﬁ_—g = -:RI; (2.1.19)

As will be seen later, the presence of the (rD) term in the
expression for the viscous velocity distribution (D is a constant
proportional to the hydrodynamic Reynolds number) introduces
substantial difficulties in the procedure of determination of the
corresponding electromagnetic fields, especially in case of large
Reynolds : numbers.

Therefore, the inviscid solution will be used and this
can be obtained from (2.1.1) to (2.1.3) by considering the
limiting case when Re — =< , The above equations can be

rewritten now as
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v dv¢o Vrovwo 0

ro dr r
1 .20

with (2.1.2 )

Vgo = V; at r = fI
(The no-slip boundary condition is dropped.)

2

dpo V¢o fiV

i T - Yro Tar
with (2.1.21)

The solution of the zeroth order radial velocity remains
maltered.

Equations (2.1.20) and (2.1.21) are satisfied by the following

solution:
A\ v
FI I I
V¢o - = }; (2.1.22)
1 2 2 1
P, = Pp - -2——7 (VI + Q°)( ;—-2- -1) (2.1.23)
3% 1

Equations (2.1.22) and (2.1.23) are the well-known potential

vortex solutions.
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2.) The Electric Field

The dimensionless equations (1.5.4), (1.5.5) describing
the zeroth order electric field can be written in expanded form

as follows:

. JE, 3 |

;__9; - =52 - wsinler - 9)
E “OE

?a;'o - ,grzo = - ¢ocos(wt ../) (2.2.1)
) 1 OF
F Or (rEﬁﬁo) - F ,75;50 = 0

E E

%@; (e80) + 5 91);;0 * ?a? =0 (2.2.2)

We shall assume that the equation (2.2.2) is satisfied in the
entire flow region except in a thin layer at the boundaries

where a charge accumulation is assumed to take place. As a
consequence of this hypothetical charge distribution, the normal
component of the current vanishes at the non-conducting boundaries.
The electrostatic field generated by this charge distribution

is irrotational hence it can be described by a potential function.

Accordingly, it can be assumed that

*.:O = fJOl + EO2 (2 '2 '3)
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—

where E), is governed by (2.2.1), Ey, 1is the electrostatic

field and is described as

an = - V¢; with v2¢2 = 0 (2.2.)

The boundary conditions on 95; are defined by the restrictions
imposed on the current distribution (1.5.6) at the nonconducting

boundaries:

a@ro - -
Iro=Er01-,ar+(VoxBo)r=O (2.2.5)
at r = S:; and r = SDI
> o - -
L, = EzOl-:a-g:f (V, xB) = 0 (2.2.6)

Thus the boundary conditions on gié in explicit form:

=< = Er01 at r = g:; s r = §:& (2.2.5a)

2%, _

? Z EZO]. + VrOB;ﬁO - V¢ oBro (2 02 063)

at z=0 ; 2z =1
Furthermore, for the given configuration, 525; cannot be a discon-~

tinuous function of the azimuthal coordinate & .
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In the following, solutions will be obtained for the
electric fields EOl and E02 .
The set of equations describing EOl (2.2.1) is satisfied

by a solution of the following form:

r;r01=n.¢015 0 3 EzOl= ¢r coslewt - @)

(2.2.7)

The two vanishing field components are explained by the
well known physical principle that the induced electromotive
force is perpendicular to the plane in which the magnetic flux
lines "cut" the conductor.

Next, the field 552 given by the potential function ¢-o

will be determined.

The boundary conditions on ;50 are rewritten now as

o
’5‘%"0“ r= ?o;r=FI (2.2.8)

9,3?; = (cor - V¢o) cosfcot - &) + Vro sin(cot - yf)
(2.2.9)
The boundary conditions (2.2.8), (2.2.9) together with the basic
equation Vzdo = 0, define @'O as .an analytic function in
the region ,Po £r &£ FI , 0 £ 2 £ L whose normal

derivatives are specified on the surfaces bounding the region.
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The boundary value problem thus defined is an example of the
Neumann problem and its solution is straightforward if the
corresponding modified Green's function (= Neumann function)
is found for the given configuration.

The difficulties connected with the construction of the
Neumann function for a finite cylinder suggest the use of some
other method for the solution of the given problem. The
application of some integral transformation appears to be most
convenient, as well be seen later.

Since the boundary conditions contain both sinfcot - &)

and cos(cwt - &) terms, it is assumed that

% = 501 cos{cot - &) + ¢<.)2 sin(cwt - ¢) (2,2.10)

where ¢Ol and §Z%2 must satisfy the equations

(@22‘“%%@5 '%‘f * aaz)?gl' 0

=T - 0 at r= FO 3 r = FI ">(2.2b.11)




f

Sv = 0 at r= @) 5 r = € b (2.2.12)

Since the normal derivatives of the functions §501 and (,‘502
are given at the endpoints of the z-interval, a finite Fourier
cosine transform will be applied with respect to the z-coordinate.

The transformation coordinates are defined as

s
I = LI‘ = mr
1 L o
T
m = -I-J- (2.2.13)
T
Zl - -r 2 = m2

The finite Fourier cosine transforms of d&l and 9502 will

be defined now as

ool Poa) = /7;,% /ﬁm(rl,zl).cos(nzl)dzl (2.2.20)
0
7

Ve .
Vg /gsoz(rl,zl)- cos(nzl)dzl (2.2.15)
0

Con| ¢02]
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Then the functions 01 and Do are given as

C —_— oo .
9501 = s/ /;\2— Z Gy, cos(nz,) (2.2.16)

n=0
,@:32 / . E C . cos(nz (2.2.17)
/21T o
Note that
('
“Je,
;.n = “ i cos(nz )dz =C [Qd;i:‘
1
(2.2 .18)
._%.Qos(nz )dz = C aed;n
\/ I\ 1 ar
(2.2 .19)
Furthernore,

@2¢;i /2 ?2§Z§oi
. = — d =
C ‘: 212] = - > cos(nzl) 29

(2..2 ..20)
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In the present case

0 oil gﬁoii
D 24
2y

=

Thus the equations (2.2.11) and (2.2.12) can be transformed

into
a’c, dCypy w2+ L) (-0yi| 2 (@, _ Bo
+ = - {n + C =[1- -1 ]/—27( rs-—)
dr1§ ry dry g? 1n T ;{é 1~ ™
ek o
with 3 3‘2 = 0 at ry=m ?o 3 ry=m S—DI (2.2.21)

2
d C dC v
2n 1 2n 2 1 n /?( ro
+ — - + C =] - (=1 -
ar,? 1 & rlz) 2n <[ 3= (7] T\ om >
0o

with 5 = 0 at r1=m?° 3 r1=mfl (2.2.22)

The summation index appears as parameter; therefore, three

separate cases will be considered now.
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o

a) For n = (1-¢1M= o

Clp = 8Ty * by

Cog = crq * dorl_l

with a -b O 2 = 0
a - bo’§>I-2 = 0
¢, -d, O, % = 0
c, = dg §DI-2 = 0

Hence Cl0 = 020 & O

b) FOI‘ n=2, ,4, 6,'0. 2k
k = 1, 2, 3, )J,o-.

1-(-1)" = 0 and the differential equations

(2.1.22) and (2.1.23) can be written as

4y oy W2
2 T, dr. -2
dr1 1 1
2
T 1 L 2,
drl‘ rl E[rl

(2.2;23)

(2.2;2h)

(2;2;25)

(2;2;26)

(2;2;27)
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T = 3 = 0 at r= m~§9° 3 T = m-§>I

(2.2.27)
Cont'd)

The differential equations with the corresponding boundary
conditions given by (2.2.27) are examples of the general
Sturm-Liouville problem (see Ref. / 18 / and /19 7).

The differential eguation for Cln and C2n together
with the corresponding boundary conditions are all homogeneous,
thus unique solutions to these equations cannot be obtained
without specifying additional, nonhomogenous boundary condi-
tions. Furthermore, since the boundary conditions specified
for the electrostatic field and represented after the finite
Fourier transforms by the RHS-s of equations (2.2.21) and (2.2.22)
are not included any more in the equations (2.2.27), all even
values of the indéx n will be omitted from further

considerations.
c.) For n=535 2k+ 1= 1,3,5,T50e00

k = 0,1,2,3, Xy} (202.28)

equations (2.2.22) and (2.2.23) can be rewritten as follows:




E RN

. .’ ‘ l” . - - - - - - - -

40 o
with 1s = . =
a-?l—- = 0 at ry=m g’o 3 rp=m ?I (2.2.29)

a%c dc v

2s . 1 28 2 1 2 ro
w2 T (8% + —=5) Cpg = 2 )5 (>

ry r

with drl = 0 at r;=m go R ?I (2.2.30)

The complementary functions corresponding to the homo-

geneous LHS-s of equations (2.2.29) and (2.2.30) are:

(Cls)c = AsIl (srl) *+ By Ky (srl) (2.2.31)

(Cpg)e = €Iy (s7ry) +Dg Ky (sry) (2.2.32)
The particular integrals corresponding to the RHS-g of

the above equations can be computed for each case as

r

1
(Ciedp = 5 g{’ﬂl(t)ﬁe(r) - Rl(r)l?z(t)] t £,(t)dt (2.2.33)
Ts

where
i=1,2
ﬁ(ﬁl,ﬁz,r) =

r[Rl(r)Rz'(r) - R:'L(r)B?(r)]

Q
L]
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W being the Wronskian of Rl and ﬁQ

-e

Rl = Il(sr)
R, = Kl(sr)

f;, = HHS of equations (2.2,29) or (2.2.30), respectively.
Hence the particular integral of egn. (2.2.29) contains
such terms as

r
{t Vgo(t) Ij(st)dt and t Vo (8) K (st)at (2.2.3L)
r
[o] r

[o]

Consequently if the viscous velocity distribution is to be used

I Y.
integrals such as ] tD+1 ll(st)dt and f tD+lK1(st)dt would
r

r
o] 0

have to be evaluated, where D is defined by (2.1.11) as
D=1+4Q Re'

The recurrence formula for cylindrical function (Zn(r))
in general is given as

r r

/}//tN Z (t)dt = - (W2n?) tN'lzn(t)d£'+
ro .
’ ) r
+ &i‘mlzrlﬂ(r) - (N-n)rnzn(r) J L where N
[o)

is an arbitrary number. One may assume that similar expression
could be derived also for the modified Bessel-functions;.

Obviously the number of temms required for the evaluation of the
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above integral (see the recurrence formula) approaches the numeri-
cal value of the hydrodynamic Reynolds . number in the given case.
Thus for flows with high Reynold8. numbers the integration process
clearly becomes impractical.

Because of these difficulties the "inviscid" velocity
distribution will be used in the determinaticn of the electro-
magnetic fields. Such an approximation must yield satisfactory
gross results as far as the overall power generation is concerned
if the hydrodynamic Reynold& number characterizing the system
is sufficiently high and the flow region with pronounced surface
effects (such as the boundary layer) is comparatively small (as
in case of large scale generators).

Taking advantage of the inviscid velocity distribution
given by (2.1.9), (2.1.22) the particular integrals of eqns.

(2.2.29) and (2.2.30) can be written as

\'S
(Crg)p = - ':'2\/?(% Ty - gI‘fi‘) (2.2.35)
(Cpg)y = = -2;2 /-,% .%1 (2.2.36)

Hence the complete solutions for Cls and 02s can be

written as

n

snm | . v
>
Cig = AgLy(s7y) + BE,(s1y) - gz'/' (%) Ty - S)_IEL> (2.2.37)

s ! \ 1
- 2. /2.9
CZS CSIl(srl) + DSKl(srl) - 32 \/; * 'I'.l (2 02038)
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The integration constants As, Bs’ CS and D_ are defined

for each value of s by the following sets of equations:

- 2 g(—ﬂ-:: -2 -2-._?.
22\ % yoz 22\ g
(2.2.40)

Hence the potential function for the irrotational part
of the zeroth order electric field can be written in the fol-

lowing form:



SR 4

“53-
2 ¥ :
@; = q;;1§ {[ksIl(smr) + BsKl(smr) -
oV
_.72_ \j?(mr- IrI)] cos (ot - ¢) +
sm

+‘(CRI1(smr) + DSK1(smr) - -%— J%?%] sin (wt - ¢)} cos (smz)
LS = sm 1" *= -
(2.2.11)

where s =1, 3, 5, 7, «eay = 2k +1 : k=01, 2, ..., and the
constants A, Bs’~ Cs’ and l_)s are given by equations (2,2,39) and
(2.2.40).

Thus the zeroth order electric field can be computed on the

basis of (2.2.3):

Ei‘ = 1/<\roo cos (wt - ¢) - V¢o (2.2.42)

One may notice at this point that the solution obtained for d)o in
form of an infinite series does not converge to tre value of the
function 760 at the endpoints of the interval (at z = 0 and z =L:),
The exact solution requires

A,

3z = f(r,¢) at Z=O;Z=L

(see equ. 2,2.6a), The solution obtained by a finite Fourier cosine
transform cannot satisfy this condition because sin O = sin sw = 0

for any integer value of "s", This results from the application of a
Fourier cosine transform to a piecewise contiruous function. (A similar sit-

uation



N

=5l

occurs, for example, when one tries to expand the unit stepfunction

into a Fourier sine series, The series will converge to the func-

tion everywhere except at the end-points of the interval.)
Expanding the first term on the RHS of (2,2.L2) into an infin-

ite Fourier sine series:

QA=

ro cos (wt - ¢) = Z% (ro cos(wt - (b)) sin (smz)
s ,

(2.2,43)
S=1, 3’ 5, 7’ e o0 2k+1;k =0, 1’ 2, 90 00
The components of the zeroth order electric field can be written as

follows:

I, (smr)
Ero - \gjz (sm) cos (smz) {[AS(-IO(Smr) +._1.5.;_:ni.) +

K (smr) o] v
+ Bs(Ko(smr) + is?n-r—-) +;72;2 E(w + —fé-l-)] cos (wt - §) +

Il(smr) Kl(smr)

2 12'Q 7.
) *+ D (K (smr) + ——r) - 37 F?Jmn(co‘b-@}

+[_CS(—IO( smr) +

C I (smr) DK (smr)
] ,|2' yleme) Dy 2 ‘lz'_a_ ot
E@O = -1’-]: §COS(SmZ) {[S - S = - s2m "r2} 63 ¢)-

I.(smr) K. (smr) oV
1 1 2 2 11 .
- A — B ~ ( - ) t - (b
[ 8 r s r 32m dﬂ @ r2 ] sin(e )}

(2.2.440) .
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t=

= E i (sm) sin (smz){[AsIl(smr) + BSKl(Smr) +

20

v
+ ng E-_'(plrl)] cos (wt - ¢) + [CsIl<smr) + DsKl(smr) -

- _S.g.r.n E}Q ] sin (wt - ¢)} (2.2,40)



III. THE FIRST ORDER FIELD DISTRIBUTIONS

The first order or perturbation fields are defined by equa-
tions (1.5.7) to (1.5.13).

The mathematical analysis connected with the solution of
these equations becomes quite involved due to the three-dimensional
zeroth order electromagnetic fields and current distribution defin-
ing some of the first order quantities.

Since an exact solution to the system of equations described
above does not appear to be available, approximate methods of solu-
tion will be used,

In order to obtain a significant reduction in the complexity
of the problem, the end plate effects will be completely neglected
in the first order solution. As was shown by I. Bernstein [12]
such an approximation is well justified if the duct configuration
is such that currents are deflected from their principa)l direction
(the z-direction here) after a considerable flow length only. This
condition is satisfied in the given case if the height of the gen-~
erator chamber is large compared to the width of the annulus.

For sufficiently large (L/RI) ratios the eddy currents (the
r and @ current components in the given case) become negligible
compared to the current flow in the z-direction. Consequently
the complete neglect of end plate effects leads to a one-dimensional

current distribution thus reducing the difficulties connected with

=56~
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the mathematical treatment of the problem.

1.) The First Order Velocity Field

The differential equations describing the first order velocity

and pressure distributions can be written in the following form:

av, '
12 l._sgl =
rar (r vrl) tr 0 (3.1.1)
v oV, v
rl rl r
B " ro Tar " oTad T 'ri I T

v, v
o d1 _ | ki - 2
-2 r * S[ E o Vro Bd)o * Vo Bro Bd)o] *

v v vy Qv v, V. av
o, . 01, Qo ., o, _$1 o+;(v

at ro Jr r 0 rl ar r

2
r1 ¢o) c T —-@ 20 Pro - Yo Bro ™ Vro Pro B¢o) ¥

2
Rl ( V1 1% _ Yk L2 o’ 0, )
ar”

r Jdr !'2 ? ¢2

(3.1.3)

The momentum equation in the z-direction is completely amitted

in view of the assumption deseribed above,
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Since the zeroth order solution satisfies the exact bound-
ary conditions, the boundary conditions ascribed to the perturba-

tion field quantities must be homogeneous:

v = 0 at r=p

rl (3.1.L)

V¢1 = 0 at r=p S, Ir= pI » (3-1-5)

and for the pressure distribution
P, = 0 at T =Py (3.1.6)

The electromagnetic terms, appearing on the RHS-s of equ.-s -
(3.1.2) and (3.1.3) are periodic functions of the nondimensional
time t and the (~coordinate. Therefore one cannot assume a priori
an axisymmetric, time-independent flow pattern as was done in the
zeroth order solution.

The presence of time and ¢ derivatives in equations (3;1.1)
to (3.1.3) makes the attempt to obtain an exact solution for the
hydrodynamic field distributions difficult. Thus the search foar
an approximate solution appears to be justified in the given case.

One way to obtain an approximate solution for the above equa~-
tions is to solve them for the time average of the hydrodynamic
quantities (velocity, pressure) taken over the period of the mag-
netic field-rotation., This procedure, however, eliminates the
periodic dependence of the physical quantities on the (-coordin-

ate, Since useful power is produced only by those current compon-
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ents which are in phase with the voltage (a phase shift between
the two field vectors ;> and E> leads to the nroduction of reac-
tive power) the phase relations among the various hydrodynamic
and electromagnetic field quantities have an important role in
the energy considerations., Therefore the elimination of the
periodic dependence by computing the time average of the various
quantities would be impractical and misleading.

Another possible approach is to neglect the viscosity ef-
fects and to transform the governing equations into a coordinate
system fixed relative to and rotating with the magnetic field,

In this way the physical quantities measured in the rotating coor-
dinate system will not be time dependent, The azimuthal dependence,
however, will not be eliminated by this transformation.

Accepting the second approach for obtaining an approximate

solution for the first order velocity-distribution the following

transformation coordinates are introduced:

rt = r 3 v = v ,
} 3.7
¢)|

- wt ' vy - er

The primed system is rotating with a constant angular velocity w.

The direction of the x'-axis coincides with the direction of

The zeroth order nondimensional field quantities transposed




=50~

into the rotating coordinate system can be expressed as follows:

Q
~r 1 - . ! =
Voo i B o cos P!
PV
1 S ee—— 1 . 1 = =93 1
Yo T wr B(bo sin ¢
E ' = E, ' = F ' =90
T0 do z0
' E—3 t 5
ro = Mo =0
Q ot
1 = ! | B 1 ' = W X i - - '
Izo Yro B(1)0 v(bo Bro p S p! ( r! wr')os ¢
(3.1.8)

As one may notice, the zeroth~order electric field vanishes
completely. This follows from the fact that the zeroth-order mag-
netic field is time-independent now and the absence of end-plates
eliminates the build-up of an electrostatic field. (See the dis-~
cussion following equ. (2.2.2)).

Substituting (3.1.8) into the basic equations and neglecting
the viscous terms the following system of differentisl equations is

obtained:

3 4y '
7 (r'vrl'.) +—5%7- = 0 (3.1.9)
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b1
S (w- pI I) v.l+ 2(&) ——szV:[)v vo=
r' BI" r! rl - ! ¢)1 )
Py ' Pr'r Q .2
ol S[(mr" - == )sin ¢! cos ' - =7 sin d)']
(3.1.10)
vy ! p-V. vy ! PV
Q°% , P11 1 _ I’
r! Jr! <°‘) r'g a(pl <('° * 2 ) d)l

op,!
1
- ar! vrl' r' rl) T Tt * S[(mr' -

pLV
- —;[TTI'>0052 ¢ - -I%- sin §' cos d)'] (3.1.11)

Next, the pressure term will be eliminated from the two equations
above by cross differentiation,

For sake of simplicity the primes will be omitted from the
different variables during the follewing, but it should be under-
stood that all quantities are expressed in the rotating coordinate
system,

Performing the differentiation and subtracting (3.1.10) from

(3.1.11):
2
Q<avm+l BVQ _%l- 1BV 1 BVr1>+
ar2 r or T ara ;?' %
v vy L 2T Vg
v of- TR U Tt : 2-—33—' *
2 2



|
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= 5(2r cos? 0 - ar cos2¢ + ar sin’ +

o V.
+II
r

cos 2 O + % sin 2 ¢) (3.1.12)

Performing the possible algebraic simplification and introducing

a stream function ¥ such that

.3 : -1 |
v ;%m S v 2 (3.1.13)

equation (3.1.12) can be rewritten as

3 2
R R T S ICE L RET
2 2
e IRCR- Rar IC RS £

3 2

Ry 0 ).

2 2 | 3

ol 5By 13 ED- 324 -
oy L1y a2 8y, 1 Py
i Q<:r +rar2 ;2-5! ;33¢ +;2-3:312>

3

g h 3y -
= s{% sin 2¢+<sp—l‘-:£='-r>cos 2(b+2m.rcc>s2 ¢]

(3;1.1h)
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With the consideration of the following identities

(3.2.15)
F0 - FEDEHE 2 o)
equation (3.1.1k) can be rewritten as
o3& G- DFED -

PrVr
r

Q

= -3 sin 2¢ - cos 2¢ - or

Introducing the notation

1]

=

]
(o]

(3.1.17)

The above equation can be rewritten in the following form:

%% s Ml - gr) gF sin 20 Mcos 2 _ .

The structure of equation (3.1.18) suggests to seek a solution for

F of the following form:
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F = Fl(r) sin 2§ + F2(r) cos 20 + F3(r) (3;1;19)

Hence the first order stream function, defined by equation

(3.1.17) can be written as

v = S[#(r) sin 2¢ + y,(x) cos 20 + ts(r)] (3;1.20)

where '1’ 12, and *3 satisfy the following set of equations:

U ;%i hot R
b + % W' - J% , = F, (3.1.21)
r
1
'Bn + .; *3' = F3

The velocity components are given then in the rotating coordin-
ate system as
¥ y
- = L - -2
V1 -?%@ 2s [r cos 2 - —= sin 2¢] |
(3.1.22)
)
Y ot = S [t sin 20+ vyt cos 2+ yy1]

The new velocity components can now be expressed in a space-fixed

coordinate system as

cos 2(wt = ¢)]
(3.1.23)
o " Sy, sin 2(at - §) - ¥,' cos 2(wt - d))]- ¥3' + ar;
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The boundary conditions (equations 3.1.4 and 3.1.5) imply

o= 0\
= 0
2 at T = Py
B =0
¥ =0

(3.1.2L)
Hn' =0
1 at r = pp
*2| = O .
L gpo at T = p,

Returning to equation (3.1.19) now, the functions Fy, F, and Fy

must satisfy the following conditions:

Pt - M(rL - sr) F, = --% (3.1.25)
R, + MrL - sp) R - -% (3.1.26)
F3' = - gMr (3.1.27)

where the primes indicate differentiation with respect to r. Equation

(3.1.27) can be integrated at once:

F3=-?r+ﬁ (3.1.28)

Introducing the notation

g(r) = M(r~L - sr) (3.1.29)
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equations (3.1.25) and (3.1.26:) yield the following relations:

1 1
F1
d J1,.4
T = o (e —— (—
with B'= ) v 5 &
a 'Y o4 1 M
and FrAra i ST (3.1431)

Equation (3.1.31) is a linear second order differential equation de-

fining the function Fi up to two integration constants and it can be

written in an expanded form as

(Fl-sr) R 2 ) B s P o) R -

(3.1.32)

- gr)% - -;L: (r2 + ) +—12- (rt - r)

r

Mo, -1
I'(r

The function F1

plying the series solution method known as the method of Frobenius

, defined by equation (3.1.32), can be found by ap-

to equation (3.1.32). (In fact, a complete solution for the first
order velocity distribution has been found by applying the series
expansion method. For brevity, however, the details of the anal-
ysis will not be given here).

Another way of obtaining a solution for F1 is to apply the

method of successive approximations (Picard's method) to equation

(3.1.31). (See references [20], [21] ).
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Tms defining Fl as

F.(r) = n}ilgo £ (r) (3.1.33)

the sequence of function fn(r) is given by (see equation (3.1.31)):

- E &) et (3.1.34)

!
4 (fa_) - X
dr ‘' g r
With the choice of fo = 0, the indicated integrations are performed,

and the first two functions of the sequence fn are found to be

fl = lenr (5r2 - [nr) + (C11 - 1)/nr
2,2
- .3 (Cjy + M‘ )+ C, (3.1.35)
f2 = Mzﬁxr ((51‘2 - ) - -g M2r2 + 012(5r2/nr -

(ﬁnr)2 - ﬁzrh) +>-% Mz(cll + M2)(r2 -ﬁ 5rh +

52r6) - M2(011 - l)(% (/nr)’ - 5r2 Céhr)z +

+
ol o

eszr)'1 [nr - % azrh) + Mh(% (anf)h - % 61‘2 (ZHT)B +

*
ol

2
52rh (,an)g - % 63r6[nr - {3 I‘h + % 63r6) -/an +
+ C21 (an -g. r2) + 022 3 (3.1.36)

Cll’ 012 and 021, 022 are the integration constants corresponding to

the first and second approximations, respectively.
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The integration constants for the n-th approximation are found

by determining the corresponding stream functions ¥1n’ 'Qn and apply-

ing the boundary conditions (3.1.2L),

The stream function corresponding to the second approximation

can be written as

where

S[*l sin 2§ + ¥, 08 2p + 13] ’

2 -2 2
A+ Bir 7+ Gy 28- I:(‘an)2 - %jnr - -% r2] +
C rzﬂnr-rz,énr (n -!'-)-u-
22 v T enr = 5

-11-5 (M2 + 012)r2[5r2/nr - (,ﬁxr)3 +73i (/mc')2 - -g/nr]

2
-%-2-(7M2+h012 +-§-§ 012 r2) rh+2M (Cll +,M2‘) X
by 298, 80y 2 ¢ 2 )
r(l--31é+%-r) 32 -l)ﬁ;r {(an)

(fnr)? +-§ (for)? - Ban} - -835 ol {(jnr)z -
2
18 +-§— 6jnr- 8 r6J+
Mgg [‘2‘1‘2 {% (bor)® - (far)® + (/nr)é +]31 (Inr)?

Ban} - rll {énr) - 2([nr)2 13 jnr - ..§. }

unr 13

2 2 3
& 0 for (,K*zr - I%) - %%‘ 8 for + %ﬁ— 0 . )T%éﬂg rs:_]

(3.1.37)
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v 2 2
2 -2 r r 2
Vo = A+ B+ Oy Brbar - 0y B ) -

) 2
- %,an—%rzj -M%/nr([nr-}z-) +-58M- (C11 +M2) "
x (% - lr ) . % (€ - l)rzE% @nr)’ - % (Unr)? +
2 g .78 2 M3 2 ro \h

7 & . ¥/ 3
znr-dB-r iy R +-§-Er ((nr)” - (/or)” +

1
8
+ -,31 (an)2 - % Inr - 25rzﬁnr (Ynr -‘%) +-§ Bzrh for -

- 61'2 (-1-9-3-,'*%% 5r2)] (3.1.38)
= A, /n e g (3.1.39)

The integration constants of the second approximation Al, A2, A3, Bl’

B2, B3, 021 and 022 are found by solving the eight simultaneous alge-

braic equations (3.1.2k), as was pointed out previously,




[
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2.) The First Order Magne tic Field

The set of equations describing the perturbation magnetic

field is:
liB.@-.-aBl=E =-3?9 (3'21)
T3 oz ro ar
3B 3B R0
.= . E‘bO = -2 (3.2.2)
dz ar ry
3B
193 I S o S -
T or (rBd)l) r 0 Boo * vroB(l)o v(I)oBro
(3.2.3)

aB aB :
13 i1_9 z1 _
T or (rBrl) * ::'_agL * 3z 0 (3.2.L4)

The inviscid velocity distribution will be used throughout
equations (3.2.1) to (3.2.4).
In order to obtain a solution for the perturbation magnetic
field equations the three field components will be separated now,
Diff;ggntiating ;quation (3.2.4) with respect to z and ex-
01 and <2 (rBrl) through equations (3.2,1) and

3230 dzar
(3.2.2) respectively, the partial differential equation defining

pressing

B can be written as

zl

2 > 2
By 1By 1 3B, 3By o

> YT tger 5 = VB, =0
ar ar r° ab 3z

(3;2;5,)
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Next, the equation defining the magnetic field component Bd)l

will be derived, Differentiating eqyation (3.2.4) with respect to
2 3°B
¢ and eliminating 52@; (rBrl) andm:-}- through equations (3.2,.3)

and (3.2.1) respectively, the following equation is obtained for
B¢l H

2 2
-

2
13 13 3 2 -
arz(r%l) * 2 3By ) "2 ¢2(?B<b1) ¥ azﬁ(rBd)l) = VirBy) -

i r2' <Ezo

ok :
ro,
o + vroB(bo -vy B )-r 3 (3.2.6)

o ro Y4

Finally, an equation for Brl is derived by differentiating

(3.2.L) with respect to r and making the proper substitutions:

2 2 2
2 gaBr1+E?+_13aBrl*aBﬂ_
ar2 r ar r 34)2 aZ2
(3.2.7)
3B JE
- .22, %0 12 ; :
= T T T TH ) (Bo * VroPho v¢oBro) 3

Separating the variables, the solution for the equation

(3.3.5) can be written as
By = )\Z {[ & cos Mot - ) + B, sin Mot - ¢)J .
»n

. [An €cos nz + Bn sin n ] . (3.2.8)

. [cn I(nr) + D Kx(nr)J}
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An inspection of the zeroth order quantities which define the
perturbation magnetic field (see equations (3.2.1) to (3.2.3) to-
gether with equations (2.2.L4))suggests the admissible values for A

and n as
AN = 1l;n = ms;s = 1, 3, 5 ...3 B_ = 0(3.2.8a)

Hence

B,y = {%_'Z cos(smr) {[éls Il(smr) *+byg Kl(smr)] cos (wt - )
S8
+ [éls I,(snr) + d) Kl(smr)] sin (ot - ¢)} . (3;2.9)

vwhere the constants a dls’ are left undefined,

1s* P1s? C1s’
Next, a solution will be found for equation (3.2.6) which can

be rewritten in an expanded form as:

2 - - .
v (rB¢1) = 2B+, B¢p v®oBro)*

3 -
rrgy Bt vroB o ™ Yoro

2 q%? 2 (sm) sin (smr) {[As Il(smr) + BS Kl(smr) +

p- V.
+ ;%; {%1<%m’+ IrI:{]cos (ot - ) + [bs Il(smr) +
. , 1A N
* Dy Ky(omr) - - m\{% 3 | sin (ot - 9} (3.2.10)
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Assume now a solution of the form

B¢1 = % ffl(r,z,s) cos (wt - ¢) + fz(r,z,s) sin (ot - ¢)J
(3,2.11)
Equation (3.2.10) yields two independent correlation for £, and f,:
2 2
3°f af T 3 f .
—-2}- +%-a—r}- - -% + 21 = 2 \E-'z (sm) sin (smr) {ASIl(smr)
ar r oz 8
A
1 2 °1'1
+ BJ¥y (onr) + ?m\l?(wr L) Gear
2 2
9 f af f af
2 ., 1%2 72 2 \I_z‘ .
+ = £ o + = 2\= = (sm) sin (smr) {C I.(smr)
ar? r o ? az§ L. {s 1
A (2 8
+ DSK1 (smr) - 52m \l—: = } (3.2.13)

The structure of (3,2.12) and (3.2.13) suggests the application of
finite Fourier sine transforms to these equations. Indeed, intro-

ducing the transformation coordinates r, = mr ; zl =mz ; m= /L

1
and defining the following transform functions:

11 —_—
2 .
Sln [i'l-] = \'; f fl sin (nzl) dz1
o

> (3.2.1k4)

w
Soq [r2] - \I% J' £, sin (nz) da,
. il
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The functions fl and f, are given by the inverse transforms: -

2
2 . T
fl = \= nil S1n sin (nzl)
> (3.2.15)
2’ @ .
£, = q:? 2 . 8, sin (nz,)
2 oL S 1|
One may note here that
n 0 if nf s
f sin (nzl) sin (szl) dz1 =
- /2 if n=s
o
; (1)
' . - 1l - (=1
andj‘ g(r) sin (nzl) dzl = (-—-—-n———>g(r)
)

n-= 1, 2, 3, see0e

(3.2.16)
Then for n-= 2, h, 6, seece 2k k = 1’ 2, 3, h, IR
dzsh 1 45, 2 1.\ 2 n
3 bdE-w s, - n\l—;(fl)b((-l)-l) = 0
T
1 1
d2s2n 1 Bop .2 1.5 a2 () ((-1)%-1) = o
T rE, c W) {2y
rl 1771 rl

(3.2.17)

since (-1)"~1 = 0 for even values of n. (fl) and (f2) in
b b

(3.2.17) denote the values of i‘1 and f2 on the boundaries 2, = 0;
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2, = 7 and they will be left undefined at the present.
The solutions to the homogeneous differential equations cor-

responding to (3.2.,17) are given by
(o o)
Sy(ok) " k§1 [aZk I, (2knr) + b, K (2kmr)]

(3.2.18)

w .
S = ) [eg Iy (2enr) + apy ) (2knr) |

Since the zeroth order field quantities entering in the defi-
nition of the perturbation magnetic field do not contain terms with
even values of the index n, the solutlonslsl(zk) and S2(2k) will be
neglected again all together.

For odd values of n n=8=1, 3, 5, 7, +... and

.[(-1)8-1] = -2 equations (3.2.12) and (3.2.13) are transformed into

2 ‘
a-s. ds
s ,1 S1s 2. 1 o \Ig'
T (™ + 2) Sls = -2s v (fl) *
dr:L 11 r1 b

v
22 45 1y (smr) + By X (omr) + %E_‘('% T1 Y t’z I)]

s m 1
(3.2,19)
dgszs 1 B 2 1 2
—5 o - (s + ——5) S,y = -2 \l_-;(fz) +
dr1 1 1 rl b
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+ 2r£n [CS Il (smr) + D K1 (smr) - —s]-‘é-‘_%\ %:’

(3.2.20)

The general solutions for the above equations can be presented in

the following form

Sls = a,g I1 (smr) + b2s K.L (smr) + gl(s, m, r) +

'. +-x:-"ﬁ [As rlIo(smr) - 211‘(smr)> - By vy K (smr)]-- :%I\J—%xi-r%)
(3.2.21)

Sog = coe I (smr) + d,g Ky (smr) + g2(s, m, v) +

2 . 2 [2' Q
+s [CS (rlIo(smr) - 2Il(smr)> - DTy K (Smr)] + ;3;\1? ;.;

(3.2.22)
In the equations (3.2.21) and (3.2.22) the constants 8 b2s’ Cog?
and d2S are left undetermined just as are the functions gy and g,

defining the particular integrals corresponding to the unknown func-
tions (fl) and (f2) s respectively,
b b

Hence the general solution for B‘bl is found to be

I, (smr) Kl(smr)
- 2 : 1
By = 3 Z sin (smz) {[azs i A
g I.(smr)
1 271
*E o+ AS CIO(smr) - )- BS KO (smr) -
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X o,V I.(smr)
= 2o r ZE) Jeon (ot - )+ [, 2

Kl(smr) g, T (er)

+d28—-—-;-—+—r—+C<I(smr)-— ) DK(smr)+

"'_32"2 \[—?%J sin (wt - 1))}
S m r
S = 1, 3, 5, 7, eeose (zk + 1) (3'2023)

Finally, the general solution of (3.2.7) defining the third pertur-

bation field component Brl will be found.

Equation (3.2.7) can be rewritten in expanded form:

2 2 2
aBr1+§ aBr1+Br1+;_aBrl+aBr;_ -
ar? r _ar 1'2- I"2 a¢2 622
I_(snr) Kl(smr)
2 in(omz){[a. o’ L. 1T 2 )
2\1:‘2 (sm)sm(smz?{[alsv —— + b —+ =5 \‘: —§]cos(mt $)
s sm r
I.(smr) K (smr)
1
* [cls 5 * 95 4 (o - —T)}m(mt - ¢)}
(3.2.211)
Assume now a solution for Brl of the following form:
B, = Brn(r,z,s) cos (wt - »¢>) + B ,,(r,2,s) sin (mj; - §)
(3.3.25)

Substituting this back into (3.2,2k) two independent equations are
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obtained for Brll and Br12:
7 . 2
881, 3%, 3% |
ar2 r or az2
I {smr) K. (smr) =1
5 . l\amr/ 1 1 2' Q
= 2\]— 2 (sm) sin (smz)[a +b + ‘_ ]
"o %18 r 1s r o2y I ;'2'
(3.2.26)
2 2
3 B 3 aBr12 Br12
ar r ar 522
I (smr) K (Smr) p-V
= a1 1 1 - FT I _
2“ Z (sm) sin (smz){ 18 = + dls = 2 rcp- ]
.(3.2.27)
Defining now the finite Fourier sine transforms of Brll and
Brl2 as

o
3 .
53n Brll] = \l?? f B,y Sin (nz)) dzy
(o]

(3.2.28)
w
Shn"[Brlzj = \J?f Bypp 5in (nzy) dzy
(o]

where zl=mz;m=n/-t;rl=mr .

The inverse transforms yield:

(235
Bax " V7.5 S3p 8in (nz,)
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[ ® )
Br12 - {:;Tnél Shn sin (nzl) (3.2.2k)

The differential equations (3.2.26), (3.2.27) can be transformed

into
s 5 8y,
+ = -n S = 0
dr12 r1 dr1 3n
(3.2.30)
2
a’s) 3 as), S22
2 ' r. dr ' °)n
dr A T
1
.fOI‘ n = 2, h, 6, 8, o0t e 2k
k=1,2,3, L
and
d25 dsS
35,3 D3 20 L |2 2T q
w2 & %% T 25’«(311)+s‘l—n—'~2*
T 171 , b r
1 1
: I (smr) K, (smr)
1 1
+28(a1 ) L >
(3.2.31)
dzshs 3 g 2 2 2.2 0 Pr'r
— tran 5B T N\ (Bgp) 'EW(T‘ =50 ¢+
dr 171 b r
1 1
Il(smr) KT(smr)
425 (cls———-+ s )
T |
for n == l, 3, 5, R (2k+ 1) (3-2.32)




-80-

where (Br and (Br12)b are the values of B and B o on the

11)b rll rl
boundaries 2, = 0 and Z) = T, Both these functions will be left
undefined at the present,

On the basis of an argument similar to that presented in con-
nection with S1 (2k) and s'2(2k) all solutions S3n and Slm for even
numbers n: n =2, L, 6, 8, .... (2k) will be neglected again.

The differential equations (3.2.31) and (3.2.32) are satis-

fied by the general solutions:

Il(smr) Kl(smr)
S3 % TR TP TR te(nn)-

24298 -
_33\{:;_5+alsxo(smr) by K (smr) (3.2.33)

1
Il(smr) Kl(smr)
Shs = C34 r) * d35 ry * €), (s, I‘1) *

p.V.
+ %\I% (_mé' - I2T‘) + clSIO(smr) - dlsKo(smr) (3.2.34)
S m T.
1

where the constants of integrations a s will be left

38 P32 %397 %
undetermined just as are the functions g3 and gh, representing the

particular integrals corresponding to (Brll)b and (Br12)b in
(3.2.31) and (3.2.32).
Thus the ccmplete general solution for Bﬂ can be written as
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I (smr) b, K. (smr)
2
1 =\J:‘Z sm(smz){r13 ris lr + gy -

- __32 5 \{?% + alSIo(Smr) - blsKo(smr)}os (ot = §) +

s™m r

joy)

I(smr) d. K,(smr) 0.V
1 2 I1I
frE A

* ey Io(smr) - dlSKo(smr)] sin (wt - d))} (3;2.35)
8 =1, 3, 5, Ty 95 vese (2k +1)

The next step is to find those values of the integration con-

stants a)gs 8,05 @305 Bygs Dogs Bags s Cogs Cag5 Ay dygy do,

for which the basic correlations (3.2.1) to (3.2.L) will be satis-~
fied. The undefined particular integrals 81» 85> g3 and gh will
be determined in the same manner,

Substituting B(bl and B. given by (3.2.23) and (3.2.9) into

zl
(3.2.1) the following correlations are obtained:

ajg = Smcy = (1 - 2s) Cls
b, =8snd = D
1e . ® L (3.2.36)
Cig *OMa, = - (1 - 2s) A
s .+ sm b,y = - By ]
g, = 0 o
‘ > (3.2.36a)
g = 07 —
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Equation (3.2.2) with B, and’le given by (3.2.35) and (3.2.9)

yields a second set of correlations:

als + sa38 = Cls _-1
b1s * SbBS = Ds
} (3.2.37)
cls + sch = -As
d1s + sd3S = -Bs ]
gy, = O T
> (3.2.37a)
g, = 0

The correlations obtained by substituting B, and B¢1 into (3.2.3)

are as follows:

Mys = €3¢ 2h,
mb28 - d38 = 0
} (3.2.38)
mc2s + aBs = 2Cs
mdyg = b33 =0 ]

The divergence equation (3.2.4) does not yield new information, it
merely reproduces some of the correlations given above,

Thus twelve equations (3.2.36, 3.2.37, 3.2,38) with twelve
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unknowns are obtained. Four of these correlations, however, are
not independent (equations 3.2.38 for example can be obtained by
combining equations 3.2,36 and 3.2.37). Hence the specification
of an additional condition becomes necessary which must be based
upon the physical nature of £he field configuration discussed
here and which yields four additional correlations similar to
those presented above,

There are various possibilities for specifying the addi-
tional condition needed but not all of them are of practical value
if the consistency of the solution is to be preserved,

The choice of an additional condition is governed by the as-
sumption used in the solution of the perturbation velocity field
equations, that is by the neglect of the end plate effects., In-

deed, if the influence of end plates is disregarded the perturba-

tion field component le vanishes,
. But By = O (3.2.39)
means ag = by = o = dls m 0 (3.2.40) .

and the system of equations (3.2.36) to (3.2.38) yields the values

of the remaining integration constants at once:




8l

_ 2s-1 I AP
a3 = “am As 835 T Cs

- =1 = 1 .
b25 " sm S bBS T 8 Ds

‘ $(3.2.h1)

. 2s-1 -

os sm C ch ) As
-1 _ =1

dos = s Ds A =3 Bg__,

The complete solutions for the first order perturbation magnetic

field components can be written now as follows:

AT (smr) B_ K, (smr)
2 "QIQ s 1
- 53m2 -T?? cos(cnt-d)) +[_.S_Iﬁ.__.1.:_._. e +

> 2 Prlr 7 .
.2 ‘E(‘*’ - _;2_)] sin (ot - )} (3.2.42)

s™m

Il(smr) K. (smr)

Bm_ F?Zsu1®mﬂ ﬂ}(l wm)-—;;——)-BéKému)+ )

smr

smr)

> 2 PVy , I
- —Sjl? E(m + —rQ_)J cos(w + (b) + [Cs(Io(smr) - —E?n}———-) - DS(KO(SHI‘)

K, (smr) ‘
+ _léTsﬁrL) +"-Tg:—%] sin (ot - d))} (3.2.43)

r

le = 0 H (302.11)4)

where s = 1, 3, 5, es oo (2k +1);
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the constants A_, B, C, and DS are given by equations (2,2.l1) and
(2.2.42).

3) The First Order Electric Field

Since the known quantities entering in the definition of the
first order electric field (such as the perturbation magnetic field
components) were computed by neglecting the end plate effects, the
same assumption will be used in the determination of the perturba-
tion electric field,

As a result of this approximation no electrostatic field
appears in the first order solution., Indeed, the electrostatic
field denoted in the zeroth order solution as EZz was the result
of charge accumulation build up at the end plates in such a manner
that the normal current component vanished at the nonconducting
boundaries,

In the first order approxiration the currents are unrestric-
ted in the z-direction hence the charge accumulation with the cor-
responding electrostatic field are omitted from consideration. The

complete first order electric field is defined by the equations:

b oE dB :
1%a _“h . ‘¢,

aErl - aEzl - - aBQl

"‘SE" ar Bt (30302)

3k 3B '
13 1 _ _ 'zl
2 ) CE 3 (3-2:3)
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r Y4

By &
13 1 1 2zl _
S (B ,) + 2 —-%a + = 0 (3.3.)

The assumption of vanishing divergence (equ. 3.3.4) is based
now on the fact that with the removal of the end plates there is
no charge accumulation in the entire flow region,

Following the method applied in the solution of the first
order magnetic field, three separate second order partial differ-
ential equations can be derived for the three perturbation electric
field components and the general solutions to these equations can
be obtained by applying a finite Fourier sine transform to the equa-
tion defining Ezl’ and finite Fourier cosine trgnsforms to the equa-
tions defining the field components Erl and E¢1. A number of cor-
relations is obtained then among the various integration constants
by substituting the general solutions in the set of equations
(3.3.1) to (3.3.4). If one specifies now an additional condition
(the neglect of end plate effects in the given case), all integra--
tion constants can be determined uniquely.

The procedure outlined here has been in fact carried out but
it will not be presented here for brevity.

Instead, a solution for the perturbation electric field will
be obtained by neglecting the end plate effects a priori, and the
simplified set of differential equations corresponding to this
field configuration will be solved, (The two procedures outlined

above are consistent as is evidenced by the fact that the solutions
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were found to be identical,)

Indeed, the radial and azimuthal components of the electric
field vanish in the absence of the end plates and the various field
components cease to be functions of the z cocordinate.

Thus

E, = E¢1 = é% = 0 (3.3.5)

and the equations (3.3.1) to (3.3.L) can be rewritten as

T _ . Pn |

5@ 3t 1
~ (3.3.6)

Fa . BEp

ar at |

In this approximation one should not attempt to satisfy the
divergence equation (3.3.4) for the following reason. The neglect
of end plate effects implies that the physical quantities do not
vary in the z-direction. However, as the result of the finite
Fourier transforms applied during the previous derivations with re-
spect to the z-coordinate, all first order field quantities are

expressed in infinite sine or cosine series containing z as argu-

aEzl
a2

lar situation exists when one expresses the unit step function

ment., Thus the condition

= 0 cannot be satisfied (A simi-

through a Fourier series of argument x. Although the function it-

self is constant, its derivative with respect to x will not wvanish

though it may numerically approach zero if a sufficiently large
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number of terms of the Fourier series is taken, )

Equations (3.3.6) can be rewritten in expanded form as:

aEZl = m\/zz sin(smz)[-[is-'I ( )+-}-3—S-K (smr)
) ms {smlsmr sm 1 ST T

]cos (ot - §) + [__g I. (smr)+

D
A 1 (smr) - ——?[QJ sin (ot - ¢)} (3.3. 7a)

3E L, (smr)
-a-_r-:ﬂ = /Ez sin (smz){[C (I (smr) - 5“:‘ ) -

: K., (smr)
D, (K, (amr) - 20y ¢ Ly (2 8 cos (at - 03

s m r

) K. (srr)
)+ BS(Ko(smr) * 1smr

I.(smr
1
f[—AS(Io(smr) - ==

) +
2 2 ( pIVI) *
+—p |z (0 =57 ] sin (ot - 4))} (3.3.7b)
s m T )

The solution for Ezl defined by equations (3.3.7a) and

(3.3,7b) can be written up at once:




?
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t=
i

C
2 . s
.1 m,l}- I sin (smz){[;r-n Il (smr) +

S

+

D (-
s 2 /2Q
= Kl (smr) - ——-S3m2 Vﬂ ;] cos (ot - §) +

+

A B

[- 's'% I1 (smr) - -éé Kl(smr) + ;;r;é\@ (e -
PV |

- L] sin (ut - §)} (3.3.8)

Equation (3.3.8) together with Eq E’E‘bl & O defines the per-

turbation electric field.



PART B, ENERGY CONSIDERATIONS

IV, THE POWER CGENERATION

1. The Energy Equation

The complete energy equation for an electrically conducting

fluid moving in the presence of a magnetic field can be written as

(see references |_92-| and l-gh])

D v - - ot
pD—t(CpT+—§-) = 9, (Kvl) +¥v. (TxF) +

+

2 .
-Ia- +ow . (VEV) + 9 (La1.1)

where Cp is the specific heat of the medium at constant pressure,
T is the temperature,
K is the thermal conductivity of the medium, and

§ is defined as the hydrodynamic dissipation function;

b = auz z> (;xg> 3(v . 7) ]

k = 1, 2, 3 ; £ = 1, 2, 3 (h.l.?)

(In expression 4.1.2 the summation convention is used),

Equation (k4.1.1) introduces another field variable: the tem~
perature, If one succeeds to compute the temperature change charac-
terizing the generator-cycle, the change of energy content per unit
mass of the fluid can be determined subsequently. This in tum
yields the necessary information about the power extracted from the

fluid in form of electrical energy,
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Although equation (L.1.1) is linear in T its solution is quite
difficult for the given case, due to the complicated expressions
found for the electromagnetic field components,

The nature of the process discussed here, however, makes it
possible to determine the power density generated in the fluid with-
out computing the temperature field disfribution explicitly.

Indeed, the high electrical resistivity of the fluid makes the
ohmic losses dominant over the losses due to viscous effects and
thermal conduction., The generator chamber is assumed to have per-
fect thermal insulation hence there are no heat losses to the en-
vironment. Furthermore, the power extracted from the fluid in mag-
netohydrodynamic generators is usually of the same order of magni-
tude as the heat gained by the medium through the ohmic heating be-
cause of its low electrical conductivity. Hence there will be no
large terperature gradients induced by the generator cycle.

Under these conditions the energy balance of the working
fluid can be described by forming the scalar product of the velocity

with the momentum equation:

7.0

V.5 . (TxB + i;>.‘va§>

1 -
-y, +
5 ¥p

Rel o

or neglecting the viscous term:

TE 17wl @ )
(1) .(II) (II1)




where
(I) 4is the rate of change of the kinetic energy of the fluid
(positive if the velocity increases)
(II) is the rate of work done by the pressure forces on the fluid
(positive in case of adverse pressure gradient)
(III) 1is the rate of work done by the electromagnetic forces on
the fluid (positive for electromagnetic driving i.e, pump-

ing action).

For steady, incompressible flow equation (L.1.3) can be re-

written as

v.(Tx® = 7. (} %§?+ 7#). =

% (&% +») (1)

In case of generator action the power is extracted from the

fluid, thus 7. (T>x'§3 is a negative quantity. Hence the power

Dp
o= V. @xW - - (h1.5)

where the subscript v indicates quantities per unit volume and Pp

is the total pressure defined as

As could have been anticipated, the generated power density




is proportional to the total pressure drop.

The power density given by (L4.1.5) is not all useful power as

can be seen from the following argument:

-V .(TxH = T.FxH -

]
H
T e

#t
1
=
.
H
A
alh

(L.1.6)

The useful or effective power generated is given by the (-E.1)
term (the minus sign indicates that the energy is being extracted
from the fluid), and (Iz/or) is the ohmic dissipation.

The basic performance characteristics of the converter system

can be defined now as

N = effective power extracted - fg (111.7)
rate of work done by the fluid P

where

Pe =J(-E’>.'f’dv

P =f[-?., (Z-[>x -1-3>)] dv (L.1.8)
v

The integrals are taken over the volume of thé generator

chamber,

The total ohmic losses are given by the integral




-9l
12
L = = dv (Le1.8a)
v

The electrical efficiency defined by equation (L.1.7) is

closely related to the magnitude of the "slip" s, defined in elec-

S = -R}}'—'—g (Llclo9)

where

oA is the conductor velocity and

vbh is the phase velocity (velocity'of'propagation of the mag-
netic field).
For the case of slug motion of a conducting fluid between two
infinite parallel plates in a transverse ﬁagnetic field propagating
in the direction of fluid motion the followihg relation has been ob-

tained by I. Bernstein (see ref, [12]):

M= 73 (Lo1.9a)

Hence under idealized conditions (uniform motion, zero slip,
absence of eddy currents) the electrical efficiency may approach to
unit value,

In the following, dimensionless quantities will be used again
and all variables entering in the definition of the various power

densities will be expanded in terms of the magnetic Reynolds number,




Hence

or since

= P + R P * oeens =
m

- (Vo +Rm;; + o'on)_t,[(T: + Rmfi + acl') X

x (.EZ ‘R, o+ )] (L.1.10)
T =5 +vyx% and
(o] (o] [o] [o]

- _ = -
L= H+WxE+vVxH

the following expressions can be obtained:

P = -?.(?X?) =
0 (o] 0

Vo

- = = - =,
= -V . [Eo x B + (vo x BO) x i:] (L.1.11)

- - -—> -> —_>
Pvl = -[vi . (Io x Bo) A (T x Bo) +

1

- - =
V. (Io x Bl)] =

- A T T
- . [f; X Bo +,(vb X Bo) x Bo] +

- = = - =
A AL S S USSP

+(VxE)xE + (| xB)xE (L.1.12)
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The ohmic losses are represented by the term . Applying

the series expansion technique (ohmic losses = Lv):

L =L +R L., +,.., =
v vo m vl

[}

= = - >
(I°+RmIl+ooto) . (I°+RmT1+roo) =

[B+TxB)+R @ +TxE + 7 xF) +nd ]
(R T R T B G xE) ]
(L.1.13)

Equating the terms containing like powers of Rm:

L =1I.T =
voO (o] (o]
_ (™ =
= ()« ?o x Bo) . ('Ez + ?rz x Ts';) (Lo1.1L)
Lv1 = 2 IO . Il

2 CE: +¥xFB) . (E; +-;§ x §§.4'?i xF)

o" o : o

(L.1.15)
Finally the effective power is defined as Pev = P, T. Ex-

pranding the terms in infinite series
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P = P +RP + eeee
ev evo - m evl

- (EZ + Rﬁﬁi + oenn) u (Tz + RQT; + rese) =

S(ERE ¢ ) L [B 4T x ) 4

+R(E +7¥ x ﬁq +-¥§ x §:) S ]

m1l o]
(h,1.16)
Thus the following correlations are obtained:

=-E.T = -E.E+¥xE)

evo o o
(L.1.17)
Py = -E.T+E.T) -
- -[ﬁ;.@';»f; xE + W xF) +
¢ BLE T )] (4.1.18)

In order to compute the electrical efficiency of the generator
cycle (7) the above expressions must be integrated over the total

volume of the generator chamber,

2., Zeroth Order Power
Expanding equ. (4.1.10) and making the proper substitutions
the following expression is obtained for the zeroth order power den-

sity:



d
]

vo - o ]_Bro " Vro Bd)o) Izo B

= - (pIVI cos (wt - ¢) - Q sin (wt - é)ﬂF%-‘z

I (smr)

Z (sm) sin (smz) {[A

I (smr)

Kl(snr)

]cos (ot = ) +[C

+ D ! (jmr)] sin (wt - (b)}

- % 2 (sm) sin (smz) {pI (a -I% +B_ ,}-i-,l) cos? (at - ¢) -
- (c, % +D_ fr-.l-) sin® (at - §) .
*3 [ (Cs'IEl * Kl) - Q (‘*s'I:El *
+ B -lri)] sin 2 (at - ¢)} (h.2.1)

where the following symbols are introduced:

I1 = I1 (smr)
K, = K (smr)
and as earlier 8 = 1, 3, 5, Ty eee. (2k + 1)
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The total power generated in the generator chamber is given

by
L 2n 21 ,
P = j f f P Tdr d dz (L.2.2)
°© o p,
Since
L
il L
J (sm) sin (smz) dz = - cos (si- z) /7= 2
s o
21 ‘ 21
f cos? (ot - ¢)ap = Jr sin2 (ot - ¢) dd = n
o o
2n
j sin 2 (ot - §) dp) = 0
s ‘
Pt 1 Pr
Jﬂ (I, + xl) r = = IIO - KOI
Po Po
where Io = Io (smr)
R, = K (smr)

The integral (L.2.2) yields the following expression for the

zeroth order total power:
_ 2n |2 1 .
By = == \I_n—é s [(pIVIAs QCS)(

(smp )} + (pyV;By - Q DX

Is s

(v ( T
sm -
\*o\ PI) 1o

(K (smp,) - K_ (smor)) | (L.2.3)
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Next, the total ohmic losses shall be computed., As given by

equation (h4,1,13)

and

One may noté that

Furthermore;

Lo = Fro * 14)o + I, (Lho2.k)
i
- . d d ( g
L J ur L, Tdr dd dz (4.2.5)
°o o pg
I = E
Iro Iro
oo = o
Tio = Bpo ? vroBd)o - v(boBro

+

% [2 (sm) cos (smz) Fls(r)]? cos® (ot - ¢)

+

% [2 (sm) cos (smz) Fzs(r)]z sin2 (ot - ¢)

% [: (sm) cos (smz) Fis(r)] cos (ot - ¢)

“we

l (r)
. [z (sm) cos“(smz) L r ] sin (ot - ¢)‘
(h.2.6)
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I¢02 = % [2 cos (smz) Fls((b):’z cos2 (ot = §) +
+ % [i cos (smz) Fzs(d))]z sin? (0t = ) +
+ % T cos (smz) F.,s(d)):[z cos (smz) F,,S(d))}sin(d)‘b-d))cos(mt-(b)
“g - s & :
(L.2.7)
Iz02 = 2 [ﬁ (sm) sin (smz) Fls(z)]z cos® (at - 9) +
+ %[2 (sm) sin (smz) F2S(Z)]2 s:'Ln2 (ot = ¢) +
N . (z)
+ = [2 (sm) sin (smg) Fls z J cos (wt - 0)
;- [-2 (sm) sin (smz) Fzs(Z)] sin (ot - ¢) (h;2.8)
where
: p- V.
Fls(r) " As ('-Io * -éL-lr'n_r) * BS (Ko +-s-3r-l;) " :321? .'2? (o2 i['QI)
(r) I el 2 2 Q
F2s - c:s (_I.O+EIE)I+D3 (K°+§)-;§r? w ;ﬁ
I X s o (L.2.9)
Fls(¢) = ‘Cs—r;'*Ds-rl-T w _QE
. ; sm r v
o
Fzs(m = oA 2. B L+ ;%r_n % (o - —f?-l-) (4.2.10)
(z)
Fls “ = AsI]. * BsKl
FQS(Z) = ¢ I +DK (4.2.11)
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First of all, one notes that
2n

f sin (wt - ¢) cos (wt - ¢) dd = 0

0

hence the non~quadratic terms drop out from equations (L.2.6) to
(L.2.8) after integrating with respect to ¢.

Furthermore, expanding the quadratures as, for example:

[2 (sm) cos (smz) Flsjz =

= m2 [F 2 cosz Zl + 32 F

2 2 2 2
1 13 cos 321 +5 F15 cos 5z1 + vee

+ 2.3 Fil FiB cos z, cos 321 + 2,5 Fil FlS cos z, cos 521 +.J

= I
wherezlzmz,m-L.
Since
i O for s#n
yr cos sz1 cos nz1 dz1 = {%
o « for s =n
2
L 2
Jﬂ [2 (sm) cos (smz) Fis] dz =
o
2 .
= g mZs Fis2 s 1= 1, 2, (L.L.12)
s
Therefore
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o]
I
2 2 2 ~
J‘ (I, + Tpo +I°)rdrd¢dz =
P

2 2
- F 2.2 (r) 2.2 R (4
T m 2 [m s 1:‘ls +ms ng * F1s *

2 2
eor B, 225 (2)

2 . .
og - 1s + m232 Fzs(z) J rdr (L.2.13)

Substituting (L.2.9) to (L.2.11) into (L4.2.13) and performing the

algebraic simplification available, the zeroth order ohmic losses

can be computed as follows:

L
o

p
I
v 2 2\ .2 2 2 2
= ‘r § r {(As + Gs )[s m (Io + I, ) +
)

)
21 I1I

1 _ 0] 2 2.2 2 2 2
—;5— 2sm —> ] + (Bs + DS')[S m (Ko + Xy ) +

2
K K K
1 o1l 2.2
2 - * 2sm —2 ] + 2(AB_ + Cst)[s n° (LK, -

I
6 2
1K)+ (LK - IK)+2 1T]+12 (o +
2 2 2
pIVI *Q Ly 2
r m[(AI-BK)+ /;(ch-
I
pIVIAs) (;% -2 -3) - "/F—(QD vaiB )(-§ )} dr =
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2

- (3,

o'l

"'? smr (A2+02)II +D2)KK
ms[ {s s o'l s

| 2
-2 (AsBs * Cst) IlKo} h (AsIl ¥ BsKl) -

pr Vo +Q
(CI +DK)2+—,8—2.(mr .._l_.I_T___)_
smn‘ r

h‘;/— (AI +BK)+Tf(m

S m

K, P
PrVrAs) £rl' * ;%n/g(ws S er'%) & ]p 2k

(o]

]
<}

withs = 1, 3, 5, 7, 9_, XX (2k + 1). .
The coefficients A_, B, cs and D_ are defined in Sec. (11.2).

3. The First Order Power
The expression for the first order powér production density

can be written in expanded form as

Py = -V LCxBE+TxB)-7 . (L x¥) =

= T (Ezo * vroBd)o - v%Bro)(v(boBrl - vroBdJl * 'vd)lBro - v.'t'lB(bo)

-yt vrle)o - v(blBro * vroBQ)l " V6o B ) (Voo - vroB¢o)

(h;3;1)
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The ohmic losses per unit volume are given by the following

expression:

_ >3 - =
Lvl = 2 I; . 11

2 (E:o ¥ vroB¢)o B v@éBro) (Ezl * vrlB(!)o -

0150 * ro 01 ~ Potr1) (h.3.2)

Finally, the net power density generated can be written as

= -E, Byt vrle)o - v(blBro ¥
* TooBgy = 4P )
-1 Bug * V2oBho = YgoPro) (1.3.3)
The above expressions will be rewritten now in a somewhat different
forms

_ vl v1ll v12
where

Pvll B (Ezo ¥ vroB¢)o B v@oBro) <vfoB®l B v¢oBr1) *

e

¥ (?zl * vroB¢)1 - v¢oBr1) (vfoB¢o - v@oBrb)
PV12 = (Ezo ¥ vroB(bo B v@oBro)(vrlB®o - v¢lBro) *

+ (vI‘lB(bO - vd)lBro )(vroB¢o - V¢OBI‘O) 3 (4e3. h)
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vl vll vl2

where

L = 2 (E

v1l 20 vroB¢o - v¢oBro) (Ezl * vfoB¢1 - v¢oBrl) 5

v12 2 (Ezo * vroB¢o B v¢oBro) (vr1B¢° ) v¢1Br°) (b.3.5)
and finally

ev1 = Pevil * Fevi2

where

z - E ’ -
Pevll 2 EzoEzl * zo(v¢oBr1 vroB¢1)

*Ea (v¢oBro - vfoB¢o)

Pev12 = Ezo (v¢1Bro - vrle)o) (1-14306)

The equations defining Pvll’ Lvll’ P 19 represent the power con-

evl
version due to the interaction of the unperturbed velocity field
with the first order electromagnetic field components. The remain-
ing three equations defining Pv12’ Lv12’ and Pev12 correspond to
the interaction of the perturbation velocity field with the unper-
turbed electromagnetic fields.

Since the above expressions represent power densities, the

total power converted in the generator chamber is given by the

corresponding volume integrals:
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L 2nm FI

Py =ffJ Pvlirdrd(bdz;
o o0 p
L %ﬁ %I

Ly =fJ j Lvlirdrdd)dz ;
o o p
# o

- r .

Pes =] J | Fevay ™ o dbdz

S
i = 1, 2 ()-10307)

In fact the three above quantities are not independent since

P, . = P, =1L

lei 1i 11 i=1,2 (L.3.8)

Thus calculating any two of the above integrals the third
quantity can be computed using equation (L.3.8).
Performing the integrations indicated the following expres-

sions are obtained:

Lt [20 1 ‘312 12
11 mY™ g s 2ar [ 2 2 5

o704, T, (smr) +«--'—‘,:,£—I—) D, - py¥y@8,) K, (smr)]

1—2 [(QA + p;V.Cg) I (emr) - (QB viD, )‘K (smr)]

—z;n(Asll(smr) + BK, (smr)) - pI b /—Q

2 2.2 {‘-1
5o (O +po V) O )T Io(smr) dr

+

-2 18

0 .
- é% Q2 + I vy 2y D \r rt K (smr) ar } I (13.9)

o
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The two integrals ‘Ja rt Io(smr9 dr and j ot Ko(smr) dr
indicated in the above expressién can be evaluated numerically,

using the series-definition of the modified Bessel functions, for

example.
sl Lk
P = —
ell 2 s=1 "

- —]j- [(QAS + pIVICs) Io (smr) -

w
=

- (QB + pr VD, )K (smr)] - T_ @ (I (smr) -

2I_(smr) 2K. (smr)
S e PR Ll B
- & (a1, (smr) + B x1<smr>)} (4.3.10)
2s 0
(o]

Furthermore, the integrals expressing the interaction of the per-
turbation velocity field with the unperturbed electromagnetic
field can be written as follows:

P

I

Plo "a)SE'(wz -—-r):] +

-+

2 Pr
morVS fg 7 - 24 -
o]

1
mS[(Qy + erVrvp) *
0

+

¥ ¥ ‘
2 I (Q—;l- + prV; _}g ) dr ] (4.3.11)
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where the first order stream functions ¥ ¥ and 13 are given by
equations (3.1.37) to (3.1.39). '

Finally, the net or effective power generated by the inter-
action of the perturbation velocity with the unperturbed electro-

magnetic fields is given as

2 oy T
Pop = ms'[-i- (-‘é’ r? - 2y,) - - J r2\03 dr] (h.3.12)
pO
(¢}



V. RESULTS AND CONCLUSIONS

1. MNumerical Computations
The following dimensionless quantities have been computed
for a number of basic hydrodynamic and geometric input parameters:
a) the zeroth order average power density ‘P-o
b) the zeroth order average ohmic loss density, -I':o
c) the zeroth order average net (i.e. effective) power den-
sity, ?eo
d) +the first order average net power density Tsel
e) the electrical efficiency of the power converter system
based on zeroth order quantities 7.
The average power densities described above are defined as

power produced in the generator chamber divided by the volume of

the chamber:

I_; = -;C—)P% H where
P = ijdv (5.1.1)
v
vol, = f dv
v

The average power densities (i.e. average power generated per
unit volume of the generator chamber) give a convenient basis for
.
comparison of the performance data obtained for different geometric

configurations and input parameters.

~110=-
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Since

(P.) dimensional

P = =t d
22 an
o(aV) B,

(5.1.2)

(Vol.) dimensional
(4R

Vol.

the dimensional average power density can be obtained for each

particular application by computing the following quantity:

(av)? B,
(1) (é :) (5.1.3)

dimensional (AR

where P is defined by equation (5.1.1) and is computed for various
sets of input parameters. The numerical results are tabulated be-
low,

The efficiency computations are based on the zeroth order
quantities. The first order net power has been also computed, its
influence on the zeroth order quantities is, however, negligible,

The following dimensionless quantities and ratios were
chosen as basic parameters (i.e. input data for the subsequent
calculations:

the injection velocity: (v.)
. non dim,

the ratio of the exit velocity and the

injection velocity: VO/V
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the radius ratio of the inside and

the outside cylinders: RO/RI
the ratio of the length of the annulus

and the radius of the outside cylinder: L/RI
the angular velocity of the magnetic

field: »

Introducing the notation

VI Vo L
Q = m;;_/\_! '\'T;;LI = = (5.1.4)

the above quantities can be written as

(V) -

non dim,

e

(v.) -
non dim,

(5.1.5)

oo

(@) non dim,

\se

(R;) -

non dim,

(k) -
non dim.

e

0
Nn-1
Na_
-1
1-8
-1
1
1-8
B
1-8

where B = Ro/RI as has been defined previocusly.

The length ratios L., enters in the definition of the para-

I’
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meter ™m® applied throughout the finite Fourier transformsand it

can be written now as

n - Hi=p) (5.1.6)
I

The parameter () is closely related to the slip factor s,
defined in the previous section. In fact, for the slip factor
s, measured at the outside radius R‘I the following relation can

be derived:

Q = 1-38; or s = 1-0 (5.1.7)

The zero slip condition corresponds to 0 = 1. One may note, how-
ever, even if the 0 = 1 condition is satisfied at the outer radius,
for the present configuration the bulk of the fluid will still
have an excess velocity over the propagating magnetic field due
to the vortex type velocity distribution given as o = (pIVI/r).
The larger the duct width, AR = BI - Ro’ is, the farther jis
the bulk of the fluid from the no-slip condition, even if Q = 1,
Throughout all computation the magnitude of the exit velocity
was assumed to be 1% of that of the injection velocity which cor-
responds to _/\_= ;Ol.
The choice of ( is such that for reasonable generator sizes
and commercially available frequencies (60 cycles per sec., for
example) the injection velocity would have a value at which the

fluid can be still treated as an incompressible medium, This con~
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dition is satisfied forJl = 1.5.
The length ratio Ly varies between the limits 1.0 and L.0
vhich correspond to reasonable design configurations. For one set

of input data the length ratio L. = 50.0 was chosen to obtain in-

I
formation about the performance characteristics corresponding to
reduced end-plate effects,

The magnetic pressure coefficient S is assumed to equal to
unity.

For a laboratory size generator (RI =0.5m to 1,0 m) operat~
ing on a working medium whose electrical conductivity does not ex-
ceed 100 mho/m the above assumptions restrict the values of the
magnetic Reynolds number so that Em < .01, Since the nondimensional
first order power output was found to be of the same order of mag-
nitude as the corresponding zeroth order power, its effect on the
performance characteristics is negligible,

A "Burroughs 229“ digital computer was used for the perform-

ance calculations.

The numerical results are tabulated as follows:
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TABLE NO. 1
N = 1.8 L. = 1.0
B P B Ul
( zergth <zer8%h
\order \order
.5 .963hL -1L455 .1510
.6 6259 21332 ,2123
o7 .L082 .1222 . 2990
.75 .3291 .1165 .3538
.8 .2651 .1102 L1156
.85 .2135 ,1031 1830
?5, Peo
A
1, .5
P
P
.8 \i i b
N e
6 / o3
i < .2
B T~
02 eo R .1
.5 .6 o7 .8 .9

The plot of the average power density T’; and average ef-
fective power density P, vs. the radiu§ ratio p for

ne

1.5

L

I

= 1.0

>
p
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TABLE NO, 2
= 1,5 I = 2.0
b2l 3 1
P zergth zerS%h
(order order )
o5 2.1204 5495 .2591
.6 1.L99k4 1863 .3273
.7 1.0L66 1251 L1061
.75 .8738 .39L5 Lkh93
.8 .7365 .36L0 943
.85 6170 3333 .5403
eo M
A 4
2.2 .6
No
1.8 \\ /V .5
N //
10’4 \\ / e)-l
1.0 ] \ .3
/
0«6 Pe() \ '02
0.2 1 ]
.5 .6 N .8 .9

The plot of the average power density P_ and average ef-
fective power density Peo vs. the radius ratio g for

- 1% L = 2.0
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TABLE NO. 3
= 1.5 L = Lo
B P P 1
zerdth zer $%h
order order
.5 3.50L45 1.0688 3050
6 2,6173 .9705 3708
.7 1.9591 .8600 .Lh2o
.75 1.6927 811k L9k
.8 1.L595 L7554 .5175
.85 1.255L .6980 5560
Fo’ -eo
3.58
3.0 \ ° 6
N
2,5 \\ /T'/ 05
\ }/
2.0 i
/
/
0 S et ] 3
F
1.0 — o2
\\
0.5 >
S 06 .7 '8 .9 B
The plot of the average power density P and average e
fective power density ?eo vs, the radiuf ratio p for
= 1,5 Ly = b.o
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TABLE NO. L
= 1.5 LI = 10.0
B P j3
zergth zerce)%h L
order order
.5 L5701 1,473k .322)
6 3.5388 1.3671 . 3863
N 2.7hLU5 1.2461 1540
.75 2.4128 1.1803 1892
.8 2.1129 1.1093 .5250
.85 1.8577 1.0365 5609
P, P M
o’ “eo
A 4
50 *
l\ Y T]
5 e — ///
3. >’7\
. /L/ \\
r Y
— -0
ll
L
05 ‘6 07 '8 I9
The plot of the average power density P and average ef-
fective power density Peo vs, the radiu$ ratio g for

1.5

Ly
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TABLE NO. 5 n = 1.1 Ly = 50.0
B P co 1
.5 54,437 22,65 1161
.6 39,69 19.97 .5033
o7 28,06 16.78 .5979
.75 23.39 15,12 6166
.8 18.9k 13,22 .6980
.85 1L4.97 11.26 7517
.9 11.35 9.1k .8058
.99 5.95 5.19 .8769
3 Po* Feo Tl
‘. ] / % .9
So,\\\\\ ; 1
|
5 .8
Lo, \\\
L] 7
N
30. k\\\\\ »
>< 6
20, ~—-Ro NG
\ 5
\ °
10, | \\\\“‘~»-“\a\\ ‘
- T .
.5 06» 07 " 08 09 . 1.0 ﬁ

The plot of the average power density P_ and average effective

power density Feo vs, the radius ratio

Q

= 1.1 L. =

I

for

50.0
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l TABLE NO, 6
i . :
I p_= .85 1.0 .L830
2.0 5403
' Q = 1.5 L.0 5560
I 10,0 5609
|
n
l k
60
i f ‘
l 55 //;
p /
/
| ]
' 1o J ' : : —L]
2. L. 6. 8. 10,
l The plot of the efficiency 7 vs. the length ratio LI for
B = .85 n = 1.5
i
i
|
i
i
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2. Discussion of the Results.

The numerical data tabulated in the previous section are
indicative of the performance characteristics of a vortex type
MHD induction generator and can also be used for comparing the
gystem discussed here with a linear induction generator, analyzed
by Bernstein (ref. [12]).

An inspection of the tabulated results reveals the follow-
ings

As the width of the duct decreases (i.e. B increases) the
average power generated per unit volume decreases, but at the
same time the efficiency of the conversion cycle increases, Thus
the effective power decreases at a much smaller rate than the
total power., Both the total and the effective power decrease
quite rapidly at small values of B, the slope of the power curves
decreases as B -> 1.

Furthermore, with the increase of the length of the annulus
(i.e. of the L; ratio) both the power output per unit volume (in-
cluding the total and the effective powers) and the cycle effi-
ciency increase, The improvement of the performance character-
istics corresponding to increasing LI ratio is more pronounced
at small values of L (LI ~0 (1)), Forl << Ly the efficiency
changes very slowly as can be seen from Table No. 6,

The changes described above correspond to a given ratio of

injection to phase velocity, .




The decrease of the power generated per unit volume and the
increase of the efficiency corresponding to increasing B can be
explained as follows: as the width of the duct decreases the
largest value of the tangential velocity (v¢ = pIVI/r) is re-
duced for a given (constant) injection velocity.

Thus the bulk of the fluid moves with a reduced average vel-
ocity. For a given (, where 1 < (that is, given an injection
velocity exceeding the phase velocity) the reduction of the aver-
age fluid velocity reduces the actual slip between the bulk of the
fluid and the propagating magnetic field.

Equation (L.1.9a) indicates (see also ref. [12]), that the
smaller the slip is the larger the efficiency of the energy-con-
version process. Zero slip corresponds to maximum efficiency and
minimmm (i.e. zero) power production, the latter being caused by
the absence of intersection of the magnetic flux lines by the mov-
ing conductor. Hence, the reduction of the average fluid velocity,
corresponding to large values of B, causes an increase of the con-
vergsion efficiency due to the reduced slip factor on ane hand, and
it reduces the power generated per unit volume due to the decreased
interaction between the velocity and electromagnetic fields on the
other hand, /

Furthermore, the above argument indicates that for a given
value of the duct width (i.e, fixed p ratio) the power conversion

density can be increased by increasing the injection to phase vel-



=123~

ocity ratio: Q.

The general improvement of the operational characteristics
with the increase of the annulus length is explained by the fact
that the relative magnitude of the eddy (or closing) currents is
reduced as the length of the cylinders increases, The end plate
effects are more pronounced for small values of the length ratio
L (LI < 3.0) and they become practically negligible when the
ratio Ly = 6.0 is exceeded,

At this point comparison between the linear generator de-
scribed in reference [12] by Bernstein and the limiting case of
the vortex generator configuration discussed here can be made,

Bernstein analyzed the motion of a conducting medium mov-
ing in the x direction with a given, uniform velocity Vx be tween
two infinite, parallel planes placed at y = + a and its interac-
tion with a traveling magnetic field given by By ~ const, [exp
(kx - wt)] propagating in the x direction with a phase velocity
equal to w/k. The induced currents are directed along the z-axis
and their path is not restricted by any nonconducting end plates;

The present analysis differs in two significant aspects
from Bernstein's in that it is based upon a finite configuration
and a realistic velocity distribution., The currents are deflec-
ted from their principal direction by nonconducting end plates,
placed at a finite distance from each other,

In the limiting case, however, when the vortex velocity dis-
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tribution approaches a wniform velocity (that is, when the width
of the duct is reduced to near zero) and the end plates of the
cylindrical annulus are separated by a considerable distance (the
Iength of the cylinder approaches to infinity); the characteris-
tics of the vortex generator should converge to those of a linear
generator.

Indeed, when Ly 00, (3> 1.0 and J¢ - 1.0, the efficiency
of the conversion cycle should approach its limiting value: Q-—»
1.0.

In order to check the consistency of the numerical computa=
tions presented here, a set of input parameters were chosen so
that the asymptotic value of the efficiency could be approached.

For LI = 50.0, f3=- +99 and 2= 1.1 the electrical effi-
ciency computed is .8769 (see Table 5). For the corresponding
linear generator with s = -=.1 (s =1 -f2) the efficiency can be
computed using the expression given by Bernstein:

52 = 1 = ,909. The difference between the two efficiencies
- g

is due to the end plate effects. Although the Ly = 50,0 ratio
reduces the relative importance of the closing currents substan-

tially, it does not eliminate them completely.
Finally, the question as to which of the configurations (linear
or vortex) is better, cannot be answered until the characteristics

of a finite linear generator are known.
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3, Summary

The primary purpose of the present analysis was to gain in-
formation about the performance characteristics of a vortex type
magnetohydrodynamic AC generator. The configuration chosen for
the analysis was suggested by its compactness and the relatively
small amount of work done so far in the field of rotating magneto-
hydrodynamic flows with emphasis on power conversion. The analysis
has been carried out by taking advantage of perturbation technique
and other approximate methods used in operational mathematics,

The numerical computations were carried out on an electronic digi-
tal computer; the obtained results are consistent with data, pub-
lished by other authors, In particular, for high length-radius
ratios, the generator characteristics converge to fhose of a lin-
ear generator,

For a given injection to phase velocity ratio (), the power
output is largest at small radius ratios B, but the operation is
the least efficient there, As B increases the efficiency increases,
but the power output decreases, Thus the choice of design paramet-
ers for a practical generator must be based on a compromise between
efficient operation and maximum power output. The range ,75 <B
seems to be best for practical applications.

Since the improvement of the efficiency with increasing the
length ratio L

I is quite slow after the ratio LI ~ 6,0 is exceeded,

the practical design values should be chosen in the interval 3.0 <

L. < 6.0,

I
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LIST OF SYMBOLS

8162P15°%19°% g constants, defined by Eq. (3.2,L40)
8,49Pg42%25294 constants, defined by Bq. (3.2.L41)
aBs’b35’°33"d38 constants, defined by Eq. {3.2.41)
A_;By,C, 5D, ?czn:;zrglgs, defined by Egqs. (2.2.39),
:11’221’231,211’0 constants defined by Eqs. (3.1.L43)
21°73127212 7227732
A total area of exit ports (mz)
7 magnetic induction field (volt sec/m?)
Ci 3 ?mction obtained through a finite
ourier cosine transform

D constant defined by Bq. (2.1.11)

E electrical field intensity (volt/m )

fn(r) function defined by BEq. (3.1.28)
fi(r,s,z); i=1,2 functions defined by Eq. (3.2.11)

F body force (Kg)

F function defined by Eq. (3.1.17)
Fls(r), F, s(’ ) functions d&fined by Eqs. (L.2.9)
Fls(¢) , F2s(¢) functions defined by Eqs. (L.2.10)
Fls(Z), FZS(”) functions defined by Eqs. (4.2.11)
Fl(r),rz(" ),FB(") funstions defined by Eq. (3.1.19)

g(r) function defined by Eq. (3.1.2))

v magnetic field intensity (amp/m)
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current density (amp/mQ)

current density in field coils (amp/m2)
thermal conductivity (Cal/m.sec.%K)

surface current density (amp/m2)

length of the generator chamber (m)

ohmic losses per unit volume (dimensionless)
average ommic losses per unit volume (dimensionless)
length ratio (= L/B.I)

left hand side

constant (= fT/1%)

constant defined by Eq. (3.1.17)
"magnetohydrodynamic®

magnetic interaction parameter

pressure (Kg/mz)

injection pressure (Kg/ma)

total pressure (Kg/mz)

power per unit volume (dimensionless)
effective power per unit volume (dimensionless)
average power per unit volume (dimensionless)
average nét power per unit volume (dimensionless)
constant related to the total volume flow
radius (m)

radius ratio defined by Eq. (2.1.19)

radius ( = mr)
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inside radius (m)

outside radius (m)

Ro

Ry

Re hydrodynamic Reynolds number:

Rm magnetic Reynolds number

RHS “right hand side"

s slip factor defined by Eq. (4.1.9)
S

. magnetic pressure coefficient

Si j function obtained through a finite Fourier

sine transform

t time (sec.)

T temperature (°K)

v velocity (m/sec.)

VI injection velocitly (m/sec. )

v, exit velocity (m/sec.)

z coordinate (m)

2y coordinate ( = mz )
2% cylindrical function
AR duct width ( = Rp - Ry ) (m)
AV velocity differential ( = Vo QJRI) (m)
B radius ratio ( = RO/ R, )
5 ratio defined by Bq. (3.1.17)
e electric permittivity (coulz/Kg.mz)
electrical efficiency

2 index for Bessel functions
m magnetic permeability (volt. sec/amp.m)
v kinetic viscosity (mz/seco),,
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hydrodynanic density (kgm/m3 )
electrical charge density (cou I,/mB)
dimensionless radius ( = RO/ AR)
dimensionless radius ( = RI/ AR)
electrical conductivity (amp/volt m)
azimithal coordinate |

potential function describing the zeroth order
electrostatic field

hydrodynamic dissipation function

stream function for first order velocity

® angular velocity (1/sec)
Subscripts
X,¥,2
r,d),z components along the corresponding coordinate axes
0 zeroth order
1 first order
c complementary
n normal
P particular
t tangential
Superscripts
( ") quantity expressed in a rotating coordinate system;
or derivative with respect to
3

nondimensional quantity




