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Numerical modeling of collisional dynamics of Sr in an optical dipole trap
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We describe a model of inelastic and elastic collisional dynamics of atoms in an optical dipole trap that utilizes
numerical evaluation of statistical mechanical quantities and numerical solution of equations for the evolution of
number and temperature of trapped atoms. It can be used for traps that possess little spatial symmetry and when
the ratio of trap depth to sample temperature is relatively small. We compare simulation results with experiments
on 88Sr and 84Sr, which have well-characterized collisional properties.

DOI: 10.1103/PhysRevA.83.032705 PACS number(s): 34.10.+x, 51.10.+y

I. INTRODUCTION

Understanding the collisional dynamics of trapped, ultra-
cold atoms is essential for optimizing forced evaporative cool-
ing [1,2] and obtaining quantum degenerate Bose [3] and Fermi
gases [4]. It also allows determination of ultracold collision
properties from the evolution of number and temperature in a
trapped sample of atoms or molecules [5–7].

Many recipes have been presented for relating the evolution
of the trapped gas to underlying physical parameters. Typically
the collisional dynamics are described by differential equations
for the time rate of change of the atom number (N ) and the total
energy (E), as originally suggested by [1,2]. The method has
been extended and developed in many other works [8–15]. The
standard treatment of evaporation is described by Luiten et al.
[10], which derives expressions for thermodynamic quantities
from the kinetic equations using an assumption of sufficient
ergodicity and a truncated Boltzmann velocity distribution.
Analytic evaluation of these expressions is straightforward for
power-law traps. Noteworthy subsequent improvements over
this work include the addition of effects of time-dependent
potentials [11], energy-dependent cross sections [12], and
quantum statistics [13]. Prescriptions have been offered for
optimizing evaporation [14] and deriving scaling laws [15].
Direct Monte Carlo simulations have also been presented to
relax the assumption of sufficient ergodicity [16] and treat
hydrodynamic effects [17].

A common simplifying assumption is that η, the ratio of
trap depth εt to sample temperature kBT is large, where kB

is the Boltzmann constant. For example, this yields analytic
expressions for thermodynamic quantities and allows approxi-
mation of optical dipole traps [18] as parabolic potentials [19].
By taking advantage of the high degree of spatial symmetry
in a linear potential, analytic expressions for thermodynamic
quantities were derived for the low-η situation (η < 4) in this
particular geometry [20]. It is worth emphasizing that the
model of Luiten et al. [10] is, in principle, valid for low η

as long as the assumptions of ergodicity and a truncated
Boltzmann distribution are also valid.

If the potential lacks the ideal shape of a power-law trap,
simple analytic expressions for many quantities of interest
cannot be found, and numerical methods are required. This
is the case for low η in an optical dipole trap and especially
when gravity is significant. 88Sr in an optical dipole trap falls
into this situation because of its large mass and extremely small
s-wave scattering length a88 = −1.4(6)a0 [21], where the Bohr

radius a0 ≈ 0.53 Å. Here, we describe numerical methods
appropriate for modeling collisional dynamics in an arbitrary
trap in the low- or high-η regime, which can be used for 88Sr.
Our approach builds on the works of Luiten et al. [10] and
Comparat et al. [19]. As a check of the model, we also compare
predictions with measurements of forced evaporation in 84Sr,
which has an s-wave scattering length of a84 = 122.7(3)a0 [21]
and attains a much higher η, which allows direct evaporation
to quantum degeneracy [22,23]. This model has also been used
to interpret data on collisions involving Sr atoms in metastable
states [24] and evaporative cooling of 87Sr and 88Sr for
quantum degeneracy studies [25,26]. The main assumptions
are ergodicity and the appropriateness of truncated Boltzmann
distributions.

This paper is organized as follows. Section II describes the
experimental setup, and then Sec. III presents the collisional
processes important in the trapped sample and the differential
equations for evolution of N and E. The numerical calculation
is described in Sec. IV, and applications of the model to
describe trapped 88Sr and 84Sr are discussed in Sec. V. The
Appendix describes an approximate treatment of the energy
dependence of the 88Sr elastic collision cross section.

II. EXPERIMENTAL SETUP

The creation of samples of 88Sr or 84Sr atoms in an optical
dipole trap (ODT) starts with laser cooling and trapping phases
that have been described in detail previously [22,27–29].
Atoms are trapped in a magneto-optical trap (MOT) operating
on the 461-nm 1S0-1P1 transition (Fig. 1) and cooled to about
2 mK. There is a decay channel from the 1P1 state to the
1D2 state with a branching ratio of 2 × 10−5. 1D2 atoms can
decay to the 3P1 state, which decays to the ground state to
allow further cooling, or to 3P2 state, which can be trapped and
accumulated in the magnetic trap formed by the quadrupole
MOT magnets [27]. 3P2 atoms are repumped by applying a
3-µm laser resonant with the 3P2-3D2 transition that returns
these atoms to the ground state [30]. The repumped sample of
atoms contains up to 2.5 × 108 88Sr atoms or 2.5 × 107 84Sr
atoms.

After this initial MOT stage, the 461-nm light is extin-
guished and the atom sample is transferred with more than
50% efficiency to a second MOT operating on the 1S0-3P1

intercombination line [31]. The atoms are cooled to 3 µK in
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FIG. 1. (Color online) Atomic Sr energy levels involved in laser
cooling. Decay rates (s−1) and excitation wavelengths are given for
selected transitions. Laser light used for the experiment is indicated
by solid lines. Atoms decaying to the 3P2 level may be repumped by
3 µm light.

the 88Sr sample or 1 µK in the 84Sr sample, both producing
peak densities of ∼1012 cm−3.

Atoms are then transferred to an ODT generated from a
21-W, 1064-nm, linearly polarized, multilongitudinal-mode
fiber laser. The experimental setup is shown in Fig. 2. The
trap is in a crossed-beam configuration, derived from the
first-order deflection of an acousto-optic modulator. The beam
is focused on the atoms with a minimum e−2 intensity radius
of w ≈ 100 µm. It is then reflected back through the chamber
to intersect the first beam at 90◦ and refocused to have
approximately the same waist at the atoms. Both beams lie
in a plane that is inclined 10.5◦ from horizontal.

The number of atoms and sample temperature are
determined with time-of-flight absorption imaging using the
1S0-1P1 transition. The ODT trapping potential is calculated
from measured laser beam parameters and the polarizability
of the 1S0 state [32], and it is checked by measuring the
trap oscillation frequencies through the parametric resonance
technique [33]. This allows us to infer the sample density
profile from the temperature and number of trapped atoms.

FIG. 2. (Color online) Schematic of our experiment illustrating
the overlap of ODT beams with MOT beams and relative positions
of magnetic coils.

III. MODEL OF COLLISIONAL DYNAMICS

The evolution of atom number N and total energy E is
described by a system of differential equations. Different terms
in the equations represent physical processes, such as elastic
and inelastic collisions, and processes involving laser fields.

A. Description of basic processes

1. Background collisions and inelastic collisional losses

One-body losses due to collisions with background gas and
two- and three-body inelastic collisional losses are described
by the local equation

ṅcoll = −�bgn − βinn
2 − Ln3, (1)

where n is the atomic density. In simulations described here,
we assume that the loss rate constants �bg, βin, and L are
independent of temperature. Integrating Eq. (1) over the trap
volume gives

Ṅcoll = −
(

�bg + βinN
V2

V 2
1

+ LN2 V3

V 3
1

)
N, (2)

where the effective volumes are

Vq ≡ 1

n
q

peak

∫
d3r[n(r)]q, (3)

where npeak is the peak density in the trap. We have also made
use of the relationship between peak density and total number,
npeakV1 = N .

The energy or temperature evolution due to these processes
for a constant trap potential can be found as follows. The rate
of energy change in an infinitesimal volume dV is

dĖcoll = −ṅcoll(r) dV [U (r) + Ēk(r)], (4)

where U (r) is the trap potential and Ēk(r) is the average
kinetic energy per atom located at r. U (r) is defined to have a
value of U = 0 at the trap minimum. We assume a truncated
Boltzmann phase-space distribution (this is valid if the trap
is sufficiently ergodic [10]), which implies that the kinetic
energy in a given differential volume also obeys a truncated
Boltzmann distribution truncated at the kinetic energy required
for an atom to escape the trap from the differential volume.
Thus the position-dependent average kinetic energy can be
expressed as

Ēk(r) =
∫ εt−U (r)

0 dEkE
3/2
k e−Ek/kBT∫ εt−U (r)

0 dEkE
1/2
k e−Ek/kBT

. (5)

Integrating Eq. (4) over the trap volume yields the rate of
change of total energy

Ėcoll = −�bg

(
T1 + P1

V1

)
N − βin

(
T2 + P2

V 2
1

)
N2

−L

(
T3 + P3

V 3
1

)
N3. (6)

We have introduced the effective kinetic energies

Tq ≡ 1

n
q

peak

∫
d3r[n(r)]qĒk(r) (7)

032705-2



NUMERICAL MODELING OF COLLISIONAL DYNAMICS OF . . . PHYSICAL REVIEW A 83, 032705 (2011)

and effective potential energies

Pq ≡ 1

n
q

peak

∫
d3r[n(r)]qU (r). (8)

Note that the total energy of atoms inside the trap is E =
(T1 + P1) N

V1
. To connect with a more intuitive expression, note

that in the high-η limit, Ēk(r) = 3
2kBT , which can be taken out

of the integrals to yield

Ė
high-η
coll ≈ −3

2
kBT

(
�bgN + βin

V2

V 2
1

N2 + L
V3

V 3
1

N3

)

−
(

�bg
P1

V1
N + βin

P2

V 2
1

N2 + L
P3

V 3
1

N3

)
. (9)

2. Off-resonant laser scattering

The scattering of off-resonant photons, such as from the
ODT laser, heats the atoms due to momentum diffusion (MD)
[34]. The rate of change of total energy due to this process is

ĖMD = �laserNErecoil, (10)

where the total scattering rate of light from the laser field
is given by �laser. If the light scattering rate is dominated
by one transition, �laser = s0γ /2

1+s0+(2δl/γ )2 , in which s0 is the
saturation parameter, δl is the detuning of the laser, and
γ is the linewidth of the transition. The recoil energy is
Erecoil = kBTrecoil = h̄2k2/m, where h̄ is Planck’s constant h

divided by 2π , k is the photon circular wave number, and m is
the atom mass.

3. Evaporation

To describe the rate of atom loss due to evaporation, we
follow the treatment of [10], which assumes ergodicity and a
truncated Boltzmann distribution in phase space,

f (r,p) = n0

(2πmkBT )3/2
exp

[
−U (r) + p2/2m

kBT

]
×�(εt − U (r) − p2/2m), (11)

where �(ε) is the Heaviside step function and p is the atom
momentum with p = |p|. Note that n0 is not the peak density
(the density at the trap minimum) unless the trap is infinitely
deep. This yields a density distribution given by

n(r) = npeakAe−U (r)/kBT

{
erf

[√
εt − U (r)

kBT

]

− 2

√
εt − U (r)

πkBT
exp

[
−εt − U (r)

kBT

]}
, (12)

where the normalization constant A is given by

A = n0

npeak
=

{
erf

[√
εt

kBT

]
− 2

√
εt

πkBT
exp

[
− εt

kBT

]}−1

.

(13)

The peak density is given by

npeak = n(r)|U (r)=0 = n0{erf[
√

εt/kBT ]

−2
√

εt/πkBT exp[−εt/kBT ]}. (14)

The total number of atoms lost per unit time due to
evaporation can then be written as

Ṅev = −�evN, (15)

where the evaporation rate per atom is

�ev = N

V 2
1

A2σelv̄e−ηVev. (16)

Here, σel is the elastic collision cross section, which is
assumed to be collision-energy independent in this treatment.
v̄ = ( 8kBT

πm
)1/2 is the mean atomic velocity, and the effective

volume for elastic collisions leading to evaporation is

Vev = 
3

kBT

∫ εt

0
dερ(ε)[(εt − ε − kBT )e−ε/kBT + kBT e−η],

(17)

where


 = (2πh̄2/mkBT )1/2 (18)

is the thermal de Broglie wavelength. The density of states in
the trap is given by

ρ(ε) = 2π (2m)3/2

h3

∫
U (r)�εt

d3r
√

ε − U (r). (19)

Similarly, the rate of change of total energy due to
evaporation is

Ėev = −�evNĒev, (20)

where the average energy loss per evaporated atom is

Ēev = εt + Vev − Xev

Vev
kBT , (21)

with

Xev = 
3

kBT

∫ εt

0
dερ(ε)[kBT e−ε/kBT − (εt − ε + kBT )e−η].

(22)

We note that the assumption of ergodicity that underlies
this treatment is equivalent to assuming three-dimensional
evaporation or that any atom with an energy greater than the
trap depth escapes the trap before suffering a collision. This
assumption is questionable when evaporation is over a saddle
point, such as when gravity significantly modifies the potential.
However, recent experiments in a trap geometry [35] similar to
ours have shown that the evaporation efficiency can be near the
three-dimensional limit if the trap is sufficiently asymmetric
and nonseparable, which is the case here. Hydrodynamic
effects can also limit evaporation efficiency when the colli-
sional mean free path is on the order of or smaller than the
sample size [19], but our experiments do not approach this
regime, and we neglect these effects here.

4. Time-dependent traps: Forced evaporation

When the trap confinement is varied adiabatically, such
as during forced evaporation in an ODT when the trap-laser
intensity is decreased, there is also an energy change due
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to reduction in the potential energy [11,15,19]. This energy
change can be expressed as

Ėpot = −�potNP1/V1, (23)

where �pot = U̇/U and P1/V1 is the average potential energy
per atom. In most experiments with forced evaporative cooling,
η is relatively high, and �pot can be calculated using a harmonic
approximation of the trap. For an isotropic trap, U (r) =
1
2mω2r2 and �pot = 2ω̇/ω. For a nonisotropic potential, ω

is taken as the geometric mean of the angular oscillator
frequencies [19]. When describing evaporation of 84Sr in
Sec. V, we use this approximation for �pot, with P1, V1, and
ω found numerically for the trap as a function of ODT laser
intensity.

5. Final equations

Accounting for all processes, the equations for number and
energy evolution become

Ṅ = −�bgN − 1

V 2
1

(
βinV2 + A2σelv̄e−ηVev

)
N2 − L

V3

V 3
1

N3,

(24)

Ė = −�bg

(
T1 + P1

V1

)
N − βin

(
T2 + P2

V 2
1

)
N2

−L

(
T3 + P3

V 3
1

)
N3 + �laserNErecoil − N2

V 2
1

A2σelv̄e−ηVev

×
[
εt + Vev − Xev

Vev
kBT

]
+ 2ω̇

ω

P1N

V1
. (25)

IV. DESCRIPTION OF THE NUMERICAL PROCEDURE

Equations (24) and (25) and the quantities contained therein
provide a complete description of the evolution of the trapped
gas within the approximations of ergodicity and a truncated
Boltzmann distribution. Approximations are usually made to
arrive at analytic results for required quantities (e.g., [19]) in

order to facilitate solution of the differential equations. This is
straightforward for high-η conditions [9] and also in situations
of low-η and with sufficient trap symmetry [20]. For low-η
conditions and traps that lack spatial symmetry, numerical
evaluation of statistical mechanical quantities is the only
option, and that is the approach we follow, with the exception
of calculation of �pot. Numerical evaluation is essential to
describe our experiments with 88Sr in an ODT because of
the small scattering rate for this isotope, the importance of
gravity, and the small inclination of our trap lasers away from
horizontal, which makes the trap very asymmetric. We perform
all calculations in MATHEMATICATM.

The first step in the procedure is to find an appropriate
expression for the potential, U (r), at a given ODT laser
intensity, for input to the numerical calculations. Starting from
the theoretical expression for the optical potential [18] created
by the known atomic polarizability [32] and laser wavelength,
powers, and waists, we employ an algorithm to find the trap
minimum, the trap depth (εt ), and the saddle points. This
defines the trap boundaries and allows us to offset the trap
so that the minimum is U = 0. An example is shown in Fig. 3.

The formula for U (r) and description of the boundary is
then passed to numerical integration routines for calculating
statistical mechanical quantities described in Sec. III at a given
temperature. For spatial integrals for Vq [Eq. (3)], Tq [Eq. (7)],
Pq [Eq. (8)], and ρ(ε) [Eq. (19)], the integration extends
over the entire region contained in the trap as determined
with the algorithm described above. (This region is the
connected region of space with U (r) < εt that contains the trap
minimum.) An interpolating function representing ρ(ε) is used
in evaluation of Vev [Eq. (17)] and Xev [Eq. (22)] in integrals
over an energy interval from 0 to εt . An adaptive-step-size
integration routine in MATHEMATICATM is used to evaluate
these integrals.

To provide a check of our programs, we compared the
results of numerical calculations of all statistical mechanical
quantities for power-law traps to various analytic expressions
that are available in situations with such a simple form of the
potential [36]. Expressions in terms of incomplete � functions
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FIG. 3. (Color online) (a) The x-y cut and (b) the y-z cut of the ODT potential for approximately 9 W per beam. The boundary of the trap
is the set of points with potential energy equal to the lowest saddle point, which is along the z axis. Gravity is oriented in the -ŷ direction. The
beam nearly parallel to the x axis is slightly weaker and less focused than the beam along z, leading to the observed asymmetry.
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can be obtained for power-law traps without making a high-η
approximation [10]. These are exact within the truncated
Boltzmann distribution approximation, and our numerical
results agree with them exactly. In the high-η regime, simple
analytic expressions can be found by making a high-η
approximation [9,20]. We find excellent agreement between
our numerical calculations and these analytic expressions
within their regime of validity.

The statistical mechanical quantities vary with temperature
and ODT laser intensity, so integrals are evaluated at a
dense series of temperature and laser intensity points. The
variation with temperature and laser intensity is used to find
interpolating functions for the temperature and laser intensity
dependence of all quantities, which can then be used in place
of time-intensive integral evaluations. Additionally, for time-
dependent traps, lookup tables of trap depth and geometric
average of the angular oscillator frequencies, which are the
functions of ODT laser intensity, are necessary. It is important
to note that the variation of U and all quantities calculated
from U with ODT laser intensity allows us to model forced
evaporation, since the ODT laser intensity is varied in a known
way with time during the evaporation trajectory.

Using the interpolating functions, the atom number and
temperature evolution can easily be found for a given initial
condition from Eqs. (24) and (25) using an ordinary differential
equation (ODE) solver in MATHEMATICATM. All terms are
either constants or functions of number and temperature and
the independent variable time. This includes the total energy,
E, so the ODE solver solves for N (t) and T (t) for the particular
initial conditions and experimental parameters. Typically, one
day is needed to create all lookup tables. After this preparation,
a complete ODE solution for tens of seconds of sample
evolution only requires a few seconds of computer evaluation
time. The programs used for these simulations are available
upon request.

V. EVAPORATION OF 88Sr AND 84Sr

Figure 4 shows the number and temperature of atoms as
functions of time for 88Sr 1S0 atoms in the ODT with a constant
potential. Various quantities such as the one-body loss rate, the
two-body inelastic collision rate constant, and the elastic cross
section can be determined by fitting the calculated evolution
curves to experimental data. Three-body inelastic collisional
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FIG. 4. (Color online) Variation of atom temperature and number
with time for 88Sr atoms in the 1S0 state in a constant potential with
a trap depth of 36 µK. The solid curve shows the fitting result for
the upper bound of the s-wave scattering length of 88Sr a88 = 5.8a0,
while the dashed one shows that for the lower bound of a88 = 5.0a0.

loss is negligible here due to the extremely small three-body
loss-rate constant L of 88Sr [37].

We exclude the first second from the fit because we expect
that atoms are far from equilibrium and significant population
is still trapped in the individual beams of the ODT and not
in the crossed region at this time. For this fit, we obtain the
one-body loss rate �1 = 0.04 s−1, the ODT photon scattering
rate �ODT = 0.03 s−1, and the s-wave scattering length of 88Sr
a88 to an uncertainty of ±0.4a0 (Fig. 4), but uncertainty in
trap waists of ±5 µm increases the uncertainty of a88, and
we quote a final value of a88 = 5.4+0.8

−0.6a0 (the elastic scatter-
ing cross section σ 88

el = 730+230
−150a

2
0), which matches what is

predicted by theory based on photoassociative spectroscopy
data [21]. Note that at the temperature of the sample studied
here, σel differs significantly from its zero-temperature value,
but sample temperature variation is small enough that the
approximation of a constant cross section during the simulation
can describe the data well. (The Appendix describes how the
energy dependence of the cross section is accounted for when
comparing σel determined from this analysis with theory.) A
good fit is found with βin = 0 as expected since there are
essentially no inelastic two-body loss processes in this system.

Figure 5 shows the simulation and data for 84Sr 1S0 atoms
in a time-dependent trap. The power of ODT beams is ramped
down according to P = P0/(1 + t/τ )β , with time denoted
by t , β = 1.5, and τ = 2 s, and the trap depth is reduced from
36 µK initially to 5 µK within 3.1 s. The peak phase-space
density during this interval is about 0.06, so effects of quantum
degeneracy can be neglected.

The s-wave scattering length of 84Sr is a84 = 122.7(3)a0

[21], so evaporation is much more efficient than for 88Sr. Due
to the large scattering length, three-body loss also becomes
important. In this fit, we assume a value of the three-body
loss-rate constant, L84 = 3 × 10−27 cm6/s, which is found
from the measured value for 86Sr [38] and the a4-scattering-
length dependance of L [39]. The fit determines a84 to an
uncertainty of ±20a0 (Fig. 5), but uncertainty in trap waists of
± 5µm increases the uncertainty of a84, and we quote a final
value of a84 = 120+30

−40a0, which is in good agreement with
previous determinations [21,40]. We are relatively insensitive
to the values of �1 and �ODT because the sample evolution is
fast, so we set these parameters to values implied by 88Sr data.
The agreement with the experimental value of a84 confirms
the validity of the model for time-dependent traps, which was
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FIG. 5. (Color online) Variation of atom temperature and number
with time for 84Sr atoms in the 1S0 state in a time-dependent trap. The
solid curve shows the fitting result for the upper bound of the s-wave
scattering length of 84Sr a84 = 140a0, while the dashed one shows
that for the lower bound of a84 = 100a0.
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valuable for guiding recent experiments attaining quantum
degeneracy in Sr [22,25].

VI. CONCLUSION

In this paper, we have presented a model describing inelastic
and elastic collision dynamics of trapped atoms that can treat
traps lacking spatial symmetry and samples with a wide range
of η, especially in low-η conditions. The main assumptions
are ergodicity and a truncated Boltzmann velocity distribution.
The model was used to describe 88Sr and 84Sr in an asymmetric
ODT with low η and high η, respectively, and collisional
parameters extracted from the data were found to agree well
with those from previous works. This model has been used to
extract elastic and inelastic cross sections from experiments
with metastable Sr atoms in an optical dipole trap [24] and to
guide achievement of quantum degeneracy [22,25].
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APPENDIX: ENERGY DEPENDENCE OF THE 88Sr
ELASTIC COLLISION CROSS SECTION

Evaporation with an energy-dependent elastic collision
cross section has been modeled in [12,19], but these treatments
assume a large cross section that varies because of the unitarity
limit. In 88Sr, the cross section varies because the scattering
length is very small, as shown in Fig. 6 [21]. This variation
is significant at microkelvin energies, which complicates
comparison of theory and experiment because a distribution
of collision energies contributes in a thermal sample in
the ODT. A full energy-dependent kinetic calculation is
beyond the scope of this model. We treat the variation in
approximate fashion by assuming the system can be described
by an effective, temperature-dependent cross section, 〈σel〉,
that is an average of the collision-energy-dependent cross
section.

To relate 〈σel〉 to the underlying energy-dependent cross
section, first consider the number of elastic collisions per
second per unit volume at position r [41,42],

Z(r) = 1

2

∫
d3p1

∫
d3p2σel |v1 − v2|f (r,p1,t)f (r,p2,t),

(A1)

where v1 = p1/m and v2 = p2/m. For the ultracold regime,
σel(Ecoll) can only depend on the collision energy Ecoll =
p2/2µ for p = µ|v1 − v2| and the reduced mass µ = m/2.
The average cross section will not depend on density, so we can
assume a constant density. For simplicity, we use untruncated
Maxwell-Boltzmann distributions for f , which yields

Z = 2πn2
0

µ

∫
dpp3 σel(Ecoll)

(2πµkBT )3/2
e
− p2

2µkB T . (A2)
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FIG. 6. (Color online) Measurements and theories for the 88Sr
elastic collision cross section, σel. The dashed curve is the energy-
dependent elastic collision cross section [21] for a collision energy
of Ecoll = 2kBT , which is an average collision energy as described in
the text. The solid line is an average cross section, weighted by the
rate of collisions of a given energy, for the temperature T .

For an energy-independent cross section, this would reduce to
the standard result [41]

Z = 2σeln
2
0

√
kBT

πm
. (A3)

For a given sample temperature, there is a distribution of
collision energies, and if the cross section is energy dependent,
this would imply a distribution of cross sections. We treat
this possibility, which is important for 88Sr collisions, by
calculating an effective cross section, 〈σel〉, that can be used
in our simulations. This quantity is an average of the true
cross section over energy, and in principle it can vary with
temperature.

To arrive at a value for 〈σel〉 from the theoretical σel(Ecoll)
for 88Sr [21] we assume that the evaporation rate can be
described by an average of σel(Ecoll) in which the weighting
is proportional to the contribution of each collision energy
to the total number of collisions per time in the sample.
(Using this weighting, the average collision energy for a
given temperature T for an energy-independent cross section
is 2kBT .) For a given equilibrium temperature, this average
cross section is given by

〈σel〉 = Z

2n2
0

√
kBT
πm

, (A4)

where Z is calculated numerically using Eq. (A2) and the
energy dependence of σel that was determined from photoas-
sociation data [21]. Contribution to Z is not exactly equivalent
to contribution to the evaporation rate, but this is a reasonable
approximation in the spirit of [12].

Figure 6 shows variation of σel(Ecoll) and 〈σel〉 for 88Sr as
well as experimental data in which the numerical model is used
to determine the best-fit σel in Eq. (25). The reasonable match
of theory and experiment gives confidence in the numerical
model in the low-η regime. Error bars represent statistical
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variation. In addition, there is systematic uncertainty due
to uncertainty in the trapping potential of typically a factor
of 2, but this becomes more of an issue for lower sample
temperatures and shallower traps, which are more challenging

to characterize and model due to the importance of gravity.
The assumption of ergodicity may also be less valid at lower
temperature because the elastic collision rate and η become
very small.
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