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AAS 13-264

MULTI-OBJECTIVE OPTIMISATION OF MANY-REVOLUTION,
LOW-THRUST ORBIT RAISING FOR DESTINY MISSION

Federico Zuiani *, Yasuhiro Kawakatsu T and Massimiliano Vasile *

This work will present a Multi-Objective approaah the design of the initial,
Low-Thrust orbit raising phase for JAXA’s propostthnology demonstrator
mission DESTINY. The proposed approach includesnldfied model for Low
Thrust, many-revolution transfers, based on anyéinal orbital averaging tech-
nigque, and a simplified control parameterisatiodifgses and, perturbation are
also accounted for. This is combined with a stotibaptimisation algorithm to
solve optimisation problems in which conflicting rfggmance figures of
DESTINY's trajectory design are concurrently opsedl. It will be shown that
the proposed approach provides for a good preliminavestigation of the
launch window and helps identifying critical issuese addressed in future de-
sign phases.

INTRODUCTION

The Demonstration and Experiment for Space Teclgyoland INterplanetary voYage
(DESTINY)! is a technology demonstrator mission which isenfty being developed as a can-
didate third mission of ISAS/JAXA’s small sciencatellite series. Its main objective is that of
gaining flight heritage for a number of novel teclugies, which include, among others, the new
120 lon engine, the new Epsilon launch vehicle adightweight solar panels and an advanced
thermal control. In addition, it will also provide test-bed for new techniques for Low Thrust
(LT), interplanetary mission design and operation.

The proposed mission profile for DESTINY, as shawfigure 1, envisions:

1) Injection into an inclined elliptical orbit (withesni-major axis around 20000 km) by
means of the Epsilon rocket.

2) Spiralling phase in which th&0 engine will raise the orbit in order to encourtte
Moon.

3) Lunar swing-by.

4) Injection into a Halo orbit at the Sun-EarthRoint.

5) Additionally, if possible, a final escape fromis also desirable.

" Ph.D. Candidate, School of Engineering, UniversityGlasgow, James Watt South Building, Glasgow GQR,
United Kingdom. E-mailf.zuiani.1@research.gla.ac.uRurrently at ISAS/JAXA as JSPS Fellow.

T Associate Professor, Institute of Space and Aatrical Science, Japan Aerospace Exploration AgeBel-1
Yoshino-dai, Chuo-ku, Sagamihara-shi, Kanagawa-RBg;5210, Japan. E-mallawakatsu.yasuhiro@jaxa.jp

* Reader, Department of Mechanical and AerospacénEegdng, University of Strathclyde, Graham HillsiBling, 50
George Street, Glasgow G1 1QE, United Kingdom. H:messimiliano.vasile@strath.ac.uk




(1) Launched by Epsilon Rocket (4) Injected into L, Halo Orbit

__(3) Lunar Swing-by
(2) Accelerate with lon Engine

(5) Escape from L, Halo Orbit

Figure 1. DESTINY preliminary mission profile.

The early LT orbit raising phase presents an istarg mission design challenge, since a
many trade-offs are to be made between differeriopeance figures; at the same time, techno-
logical limitations from bus design impose a nhumbkconstraints on trajectory design. In par-
ticular, the time to reach the Moon encounter ipanbounded at 1.5 years but shorter transfer
times might also be advantageous. On the other, hiaride latter case, the requird¥ is likely
to be higher; while this, given the available faed the high efficiency of the20 engine, will
not prevent reaching the Halo orbit, it will podgibffect the feasibility of the optional post-Halo
escape phase. It should also be noted that, dtivengrbit raising phase the spacecraft will spend
a long period of time within the highly radiativawironment of the Van Allen belts. This time
should be minimised in order to reduce the totdlation dose and therefore the mass of the re-
quired shielding for electronic components. Sinllaeclipse duration during the transfer, influ-
ences both trajectory design, since engine operdiis to be interrupted while in shadow, and
spacecraft bus design because it imposes const@inbattery sizing. Finally the conditions, in
terms of orbit geometry, with which the Moon is eastered, also require trade-off analysis,
since they are strongly linked with the trajectdssign of the following phase which will lead
DESTINY spacecraft to the designatedHalo orbit.

The presence of many conflicting requirements Wl tackled in this work by adopting a
Multi-Objective (MO) design approach, in which niplé performance figures are concurrently
optimised. Multi-objective design of Low-Thrust jgetories is a challenging optimisation prob-
lem and the reasons for this are twofold: firsé, tomputation of a single LT transfer is already a
complex problem because it generally requires ohgtisn of a Low-Thrust, Two Point, Bounda-
ry Value Problem (LT-2PBVP), and given the comptimamics involved and the potentially
large number of control parameters this is usuadipputationally very expensive. Secondly, the
solution of multi-objective optimisation problens usually accomplished by means of global
multi-objective stochastic algorithms which requine evaluation of a large number of candidate
solutions in order to find a set of Pareto optimaés. This fact makes the application of tradi-
tional LT trajectory design techniques computatilynanfeasible. Therefore, in this work a novel
approach will be proposed, which combines an aigalydveraging technique with a simplified
parameterisation of the thrust control. The forimaneant at considerably lowering the computa-
tional time needed to propagate long spirallingeti®ries, like the one of DESTINY, while the
latter is aimed at reducing the number of pararsesdrich define the thrusting strategy. This al-



lows combining the proposed analytical averagedagmh with a MO optimisation algoritHrin
order to solve a complex MO problem in which huddref thousands candidate solutions are
evaluated.

LOW THRUST, MANY-REVOLUTION TRANSFERS

In past works, other authors have already propegguioaches to the design of low thrust,
many-revolution transfers. Among them, there iadgnumber of methods based on analytical
solutions of the equations of motion, for exampheler the assumption of small eccentritity
averaging techniqué$ have also been combined direct transcription dpéition techniques.
However, most of these proposals lack flexibility freating generic many-revolution transfer
problems. Adding to this, Multi-Objective LT traesfoptimisation is a field which is still in its
infancy.

In the proposed approach, the motion of the spafteisr propagated by means of an orbital
averaging technique, in which the net variatiothef orbital elements along a single revolution is
computed; then this averaged over the orbit peximtithe resulting quantity is integrated numer-
ically over the long time periods. In particulae thariation of orbital elementsE,, along a sin-
gle revolution due to the thrust is computed bynseof an analytical, first-order solution of per-
turbed Keplerian motidii*° which has shown to guarantee adequate accurackpaker compu-
tational cost compared to numerical integratiore Tantribution of the, perturbation is also in-
cluded. An extensive description of the analytiwaimulae and of their accuracy can be found

in®*°and will not be repeated here in detail for tHeesaf conciseness.
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Figure 2. Thrusting pattern.

In order to keep the number of parameters low, mbar of assumptions on the thrusting
strategy are introduced. First of all, an on/offitol is assumed, in the sense that at a given in-
stant, the thrust magnitude can be either zerbentaximum value permitted by engine specifi-
cations. Secondly, it is assumed that the thrustcton is purely in plane and directed along the
tangential direction, which maximises the instaatars variation of orbital energy. Thus, one has
to define the timing of the thrust switching. Thentrol parameterisation is similar to the one
proposed i, in which each revolution is divided in 4 sectas,shown in Figure 2: a Perigee
thrusting arc, an Apogee thrusting arc and two tiogsrcs in between. The first, of amplitude
AL, is meant ideally to alter apocenter altitude Hrys$ting in either way along the tangential di-



rection. Similarly, the second alters the periceaiétude by thrusting tangentially around the
apoapsis for an arc of amplitude,. The variation of the orbital elements along th&isting arcs

is computed with the analytical formulae. If a macthange were also required, an out-of-plane
component described by elevatifinandp,, could also have been introduced, but this isciooe
here. Therefore, the amplitudes of the aficsandAL, are the quantities to be set to define a con-
trol profile.

Given the above mentioned control profile, the pigation of the equations of motion is per-
formed by means of an averaging technique:

E(t) =E, +anvg (T,E(T) AL, (7) ,ALa(r))dr

1)
_AE

Ea 2
Vg
T271
whereAE,, is the variation of the orbital elements compuiggropagating the discontinuous
control profile, as described in the previous segtover an arc of2 T,, is the orbital period as-

sociated to this ardAs already mentioned, this propagation overi® performed analytically,

while the averaged variatiolEavg is propagated with a Runge-Kutta integration meétho

The termsAL , and AL, are defined as a piecewise linear interpolatiaih wéspect to time,
from nyges NOdal values, uniformly spaced within the inteigratboundaries. For example, in the
case ofAL ,, one can write:

ALp (t) = fipep (1AL ) @)
whereAL , is a vector containing the..es nodal valuest is the vector which collects the cor-
responding times at which the nodal values areifspe:di ., defines a piecewise linear interpo-

lation.

In previous work$™, it has been shown that this technique allowsafdast propagation of
long, many-revolution, Low-Thrust transfers, whitaintaining adequate accuracy. However, an
obvious drawback is that, since the propagatiothefmotion is performed by averaging, all in-
stantaneous information, like for example the dgbaaition of the spacecraft along an orbit, is
lost. However, for the purposes of the presentimpmeary analysis, this is a secondary concern
and the averaged propagation is deemed as addgquaienputing the figures of merit required
by the Multi-Objective optimisation process.

Eclipse modelling

As already mentioned, one of the tasks of thisystigdthat of minimising the maximum
eclipse encountered by DESTINY during the orbisirad phase. At the same time, constraints on
power generation require the interruption of engiperation while the spacecratft is in shadow.
In this sense, with reference to Figure 2, alogg/an orbit, it is necessary to compute the eclipse
entry and exit points in order to modify the thiagtstrategy accordingly. In this work, a cylin-
drical model for Earth’'s shadow is adopted (seaifeig8), which is deemed as adequate in the
case of a spacecraft in Earth orbit. In order &niily the eclipse entry and exit points one has to
find the true anomalies of the geometrical intetisas between the cylinder and the osculating



orbit. The mathematical formulation of this problean be found #**and will not be repeated
here. Starting from the Osculating Orbital elememtd the current Sun-Earth vector, this formu-
lation leads to a quartic equationcosd, which can be solved either analytically by meainBer-
rari's method, as is done in this work, or numdlycaith a root-finding algorithm. Note that out
of the 4 roots of the quartic polynomial, two apeisous.

z

Eclipse exit point

Sun-Earth direction

Eclipse entry point

Figure 3. Shadow model.

Once the shadow entry and exit points are knows,cam correct the thrusting and coasting
arcs as shown in Figure 4. Apart from identifyiing tshadow regions, this formulation also al-
lows one to analytically compute the durattgnof the eclipse itself, and thus from this the dura
tion of the maximum eclipsg nex Can be easily estimated.

Orbital
motion

Shadow
region, no
thrust

Figure 4. Thrust pattern with eclipse region.

Note however, that this model is valid under thsuasgption that the relative position of the
shadow region with respect to the orbit plane mdlt change considerably during an orbital revo-
lution. In other words, the shadow region is asslimeebe “frozen” along a single revolution.
Given the typical time frame of the Sun’s dynamitss assumption is perfectly valid when the
orbital period is comparatively small, roughly upa few days. For larger orbits, what happens is
that the orbital period becomes of the same orfleramnitude of the time which takes the orbit
plane to cross the shadow region. In this sensénglan orbital period the portion of orbit in
shadow changes considerably, and thus the “from@tfel proposed here is no longer applicable.



At the same time, however, it also means that thdfdoe just a single eclipse in that revolution
and not a sequence of eclipses in close succeasigrhappens when the orbital period is small.
Therefore, it can be assumed that with proper phasbrrection at some point before this single
eclipse, the latter can be shortened or even agattegether. For this reason, it is decided here
to ignore these isolated eclipses, in the compnatif the maximum eclipse duration, since
eclipse avoidance strategies can be easily impledext a later, more detailed design stage.

DESTINY TRAJECTORY MODEL

The purpose of this study is that of optimising strategy for DESTINY’s orbit raising phase
in order to concurrently minimise four figures o€nt: the time of flightToF, the total lon En-
gine System operation timM&S, the time spent within the radiation bgli; and finally the dura-
tion of the maximum eclipse encounteted.... The latter, in addition, is to be kept below 1 h,
due to constraints on battery size. The maximune tififlight allowed for the orbit raising phase
is 550 days, i.e. about 1.5 years.

As a result of the inputs from the design teamhefEpsilon Launch Vehicle, the initial orbit
parameters after release from the launcher arenassto be those reported in Table 1.

Table 1. DESTINY initial orbit parameters in the J2000 Earth Fixed reference frame.

a (km) e [ Q ) M

20953 0.69 32° 21° 124° 5°

Note that, the initial orbital elements are spedfivith respect to the J2000 Earth Fixed refer-
ence frame, i.e. a moving frame, and thus the hutldae ofQ in the inertial reference frame is
dependent on the launch epoch. After release frenfiauncher, a 30-day commissioning phase is
imposed, in which the spacecraft is not allowedadorm any manoeuver.

The terminal condition to be reached at the entth@forbit phase is a radius of 300000 km at
the intersection between the orbit and the curamir orbital plane. This condition reflects the
fact that at this preliminary stage it has beernd#ztto uncouple the design of the orbit raising
phase from that of the Lunar encounter and subs¢duterplanetary phase. Note also that, given
the relative angle between the lunar orbit plareRESTINY’s, the intersection between the two
might occur quite far from DESTINY’s apoapsis ahérefore the latter might be much higher
than 300000 km.

The preliminary specifications for DESTINY spacdteae reported in Table 2.
Table 2. DESTINY spacecraft characteristics.

Initial mass (kg) Engine thrust (mN) Specific impail(s)

400 40 3800

The powerfulu 20 engine, mounted on a small spacecraft, producektively high accelera-
tion of 10* m/<. At the same time, the high specific impulse @ tbn engine ensures good pro-
pellant efficiency.



The design parameters which are to be optimisedhareleparture epoch and the parameters
of the thrust vector. For each candidate set fesé¢hparameters, the propagation technique pre-
sented in the previous section is used to propaiteorbital until the terminal condition of
300000 km radius on the lunar orbit plane has heeified, or else when the maximum time of
flight allowed, 550 days, has been reached. Framitlis possible to compute the total time of
flight ToF, total engine operation timM&S the time within the radiation bdlf; and the duration
of the maximum longest eclip$g nx. NOte thatt,: is defined simply as the time for which the
spacecraft is below 20000 km altitude. The candigarameter sets will be generated by means
of a Multi-Objective optimisation algorithm.

MULTI-OBJECTIVE OPTIMISATION OF DESTINY’S ORBIT RAI  SING
The design of DESTINY's orbit raising phase carfdrenulated as a Multi-Objective optimi-
sation problem in the form:
minf (x) (3)

XD

wheref is the vector of the objectives:
f=[TOF IES ty tem] 4)

X is the parameter vector aBds its domainx comprises the departure epoch, decomposed as
date in MJD2000 andime and the semi-aplitudes of the perigee and aptigasting arcs, ex-
pressed as the valuesAif, and4L, at 8 reference nodes, as in Eq. (2). Notedbt#is meant as
the integer part of the number of days since ep6chMJD2000, whildime is intended as the
number of hours since the midnight of the day aefibydate.

x=[date time - AL, - AL, -] i=1..8 (5)

The reason, for which the departure epoch is hgoeessed as day and hour, is that prelimi-
nary tests revealed that the objective functiomsveld wide oscillations with respect to the depar-
ture epoch and that the two scales of these asoiilawere of the magnitude of a day and a year.
This is related to the orientation of the initiabibal plane with respect to the Ecliptic plane and
the lunar plane. Since, as mentioned earlier, thi@li orbital elements in Table 1 are defined as
relative to the Earth, i.e. a rotating refereneerfe, it follows thaf? in the Equatorial inertial ref-
erence frame experiences a short term evolutiortaltlee Earth’s rotation around its axis, super-
imposed to a long term variation due to the Eantigion in the solar system (plus other secular
perturbations). Therefore, by decomposing the demaepoch intalate andtime, one is able to
decouple these two dynamics. The boundaries fordh@ainD are reported in Table 3.

Table 3. Boundaries for optimisation parameters.

Variable date (d) time (h) AL (°) ALa; (°)
Lower bound 0 0 0 0
Upper bound 365 24 180 180

In summary, each transfer is described by a tdtaBmptimisation parameters. Regarding the
performance parameters in the vedtomas already mentioned there are four figures ofitme
which are to be concurrently minisethF, |ES tyy; andtey max, Which would translate into a 4-
objective optimisation problem. In the followingbsgection, it is decided to solve a reduced 3-



objective problem first, withouty nex @S an objective or constraint. This is done bexagsneral-

ly speaking, a 3-objective problem is easier toaiise and analyse. It will also show how the so-
lution set changes, when the fourth objective bdlre-introduced and the full optimisation prob-
lem solved. In both cases the Multi-Objective ofgmtion problem in Eq. (3) is solved with

MACS2, a hybrid-memetic optimisation algorithm dgsid by the authors™

3-Objective problem

For this 3-objective problem, MACS?2 is set to ran & maximum of A0° function evalua-
tions. Population size is set at 150 individuafsylich 30 perform social actions.
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Figure 5. 3-Objective problem: a) Pareto front. Prgections on the b)ToF-1ES c) ToF -ty d) IES-

that SUb-spaces.

Figure 5a shows the optimal objective set. For notaty, Figure 5b-c-d show their projec-
tions on the bi-dimensional subspaces. By examittiegextreme points for each objective, one
can see that, for example, the minimum transfee israround 400 days, which requires a total of
8600 hours of engine operations. On the other hdw@dminimum IES solution requires around
6300 hours for a 550 days transfer. Similarly, thi@imum time spent in the radiation belt is
above 1400 hours. ThEOF-IES projection in Figure 5b shows the typical pattefrpropellant
versus transfer time trade-off. This implies thay aeduction in propellant consumption is paid
for by an increase in transfer time and vice-veltsa.also interesting to note from Figure 5d that
in a similar way, any reduction in propellant comgtion below 7300 hours invariably requires
an increase it,y;. Moreover, the minimunioF solution is also a minimiser fogy:. The reasons
for this will be explained later in this sectioriglire 6 shows the distribution of the optimal solu-
tions along the launch window and shows that threyadigned along a diagonal line in the date-
time space. As mentioned earlier, date and timedatermining the initiak2 in the Equatorial



reference frame. Given the relative inclination@sn the Equator and the lunar orbit plane, this
parameter consequently affects the elevation ofaftss direction w.r.t. the lunar orbit plane.
Since the termination condition is defined at thterisection with this plane, the higher the eleva-
tion is, the higher the final semi-major axis wilkve to be and therefore the longer or the more
expensive the transfer will be. Therefore, the mptisolutions line on the diagonal line which
corresponds to the initi& which gives the lowest elevation of the line o$igpon the lunar orbit
plane at the end of the transfer.
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Figure 6. 3-Objective problem: distribution of the optimal solutions w.r.t. the departure date: a)
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From Figure 5a one can identify three differentssés of solutions: those which minimise
time of flight and time in the radiation belt (Ijose which minimise propellant cost (2); and fi-
nally, those which minimisg.; but at the same time also somewhat mininhis® by allowing
for the maximuniroF of 550 days (3).

Table 4 reports a comparison of the three solutypes. As one can see solution 1 has the
lowest time of flight, 392 days and at the sameetatso the lowest time spent within the radia-
tion belt, 1431 hours. On the other hand, ion emgiperation time is the highest, at 8632 hours.
The opposite applies to the second solution, witlergine operation time of just 6349 hours but
with the highest admissible time of flight of 558yd and a higlt,y; of over 2000 hours. The
third case is very interesting, for the reason thaas the minimunt,y, like the first one, but at



the same time its fuel consumption is not as higtha first case, since the time of flight has been
allowed to increase up to almost 550 days.

Table 4. Summary of sample solutions

Type date (d) time (h) | ToF (d) | IES (h)| toa ()
1 min(ToF) 295 9.2 392 | 8632 1431
2 min(ES) 266 8.7 550 | 6249 2032
3 MiN(toer), Max(ToF) 329 8.3 550 | 6865 1457

In order to better understand the differences batwtbe three cases, Figure 7, Figure 9 and
Figure 11 show the thrusting arc length and the tiistory of the perigee/apogee radii for each
of them. From Figure 7a one can see that the sewpiitaide of the thrusting arc for the minimum
ToF case is always 180 degrees (except for the imtiaimissioning phase), which translates in-
to a continuous thrust profile. And as Figure 7bvehy perigee and apogee are concurrently
raised, with a monotonic decrease of the eccetytriwhich reaches 0.2 at the end of the transfer.
Note also that the Apogee is around 300000 km wherterminal condition is reached, which
confirms what said earlier that the optimal soligeach the terminal condition with the line of
apses lying on the lunar orbital plane.
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Figure 7. Minimum ToF solution: a) thrusting arc length; b) perigee/apoge radii.

From Figure 8, which plots the trajectory in th®QQ reference frame, one can also clearly
appreciate that the typical shape of a continuangential thrust trajectory as the orbit shape
gradually becomes less eccentric.
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Figure 8. Minimum ToF solution: trajectory.

From Figure 9a, one can see that for the minimi&8 solution, the thrusting arcs are located
always around perigee with a semi-amplitude ardlb@160 degrees. Consequently, the rate of
increase of the orbit size is much lower (see KEd@b) and at the same time the effort is focused
on raising the apogee while the perigee experiennogsa comparatively small increase up to
around 30000 km, leading to the higl mentioned before.
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In contrast to the minimunioF case, the long coasting arcs around apocentertdeadon-
siderable increase in the eccentricity, as showkigare 10.
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Figure 10. Minimum | ES solution: trajectory.

The control strategy of the third case, as showrigire 11a, is a mix of the first two. In the
first part, the thrust is continuous in order tseathe perigee above the radiation belt as soon as
possible. After this has been achieved, at arod@ddays, the length of the thrusting arcs is radi-
cally reduced in order to save propellant by cotreging on raising the apogee while keeping the
perigee almost constant (see Figure 11b).
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Figure 12 shows a view of the complete trajectany eearly reveals the uninterrupted thrust-
ing strategy in the initial part of the trajectofgllowed by a phase with long coasting arcs around
apocenter which lead to a gradual increase of ¢hergricity, which is however lower than in the
previous case.
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Figure 12. Minimum tpg;, maximum ToF solution:trajectory.
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4-Objective problem
For the 4-objective case, MACS?2 is run for a tofeh 10° function evaluations.
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Figure 13. 4-Objective problem: Projections of thel-dimensional Pareto set on the ajoF-I1ES b)
theit-teci max C) TOF-tpeit d) | ES-tper €) TOF-teg max f) | ES-tee max SUb-Spaces. Black asterisks denote solu-
tions With teg max<1 h.

Figure 13 shows the set of the Pareto-optimal &wisf projected onto each of the bi-
dimensional sub-spaces. Black asterisks denotedluions which have the longest eclipse be-
low 1 hour. In this respect, it is immediately aprd that there is no feasible solution WiES
below 8000 hours (see Figure 13a). Similarly, fiéigure 13b one can see that all these solutions
havetyy; which is 1600 hours at most. This suggests thahis case, solutions with a fast initial
orbit raising phase are optimal for avoiding edips
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Figure 14. 4-Objective problem: distribution of the optimal solutions w.r.t. the departure date: a)
ToF b) IES C) tyet d) tey max- Black asterisks denote solutions witlyg max<1 h.

Figure 14 shows the distribution of the optimalusioins with respect to departure date and
departure time. Generally speaking, their distidoutis similar to that of the 3-objective case
shown in Figure 6, as they are roughly aligned glardiagonal line. Solutions with a feasible
eclipse, however, are restricted to a very smagjiore around 24/0 h and 365/0 days, at the cor-
ners in Figure 14 (Note that, due to the annudbgdmity of the Earth system, the regions at the
four corners of thelate/time plot, are by all practical means contiguous). Taésrly shows that
the introduction of the upper boundary on the maximeclipse time is considerably limiting the
launch opportunities and their performance, attleader the control model adopted. At the same
time, however, it is important to consider that Hwdution of the Multi-Objective optimisation
problem as formulated in (3) will return only thielgally optimal solutions. This means that fea-
sible, although inferior, solutions might still ekifor other departure dates but, since they are
dominated by other solutions, they are discardethduhe optimisation process. On the other
hand, at the preliminary design stage, it is dekir#o investigate the existence of feasible solu-
tions in less optimal regions of the launch windasvwell. This could also provide a good data-
base of back-up solutions, should the optimal jgefar departure, as shown in Figure 14, be-
come unfeasible due to other factors. A simple teagerform this kind of analysis would be to
partition the parameter space (see Table 3) imngbeu of subsets along tkdate coordinate, and
run separate Multi-Objective optimisation instantesach of them. However, this would require
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as many optimisation instances as the partitionthe@fdomairD and at the same time, the fact
that they would run separately would prevent arharge of information between each of them.
Therefore, the following alternative has been agdptvhich requires only a single MO instance,
and which consists in modifying the 4-Objective lpemn in (3) by adding twaummy perfor-
mance parameters tpas:

(6)

M 365 365

This modification makes such that a solution, eiféhis inferior to another with regard to
ToF, |ES tpet OF te max, IS Still NOt discarded by the optimisation alganittas long as its departure
date is different from the other. Or, in other wirthe optimiser will automatically search for and
store the optimal solutions, in termsTadF, |ES tpe; OF tey max, fOr €ach departure date. This mod-
ified 4-objective problem, formally a 6-objectivae is again solved with MACS2, with %0
function evaluations.
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Figure 15. Modified 4-Objective problem: distribution of the optimal solutions withte max<1 h

w.r.t. the departure date: a)ToF b) |ES ¢) tye d) teg max-

Figure 15 shows the distribution of optimal solagowith maximum eclipse duration shorter
than 1 hour and reveals the existence of two nestels of solutions in addition to those already
identified in the previous, 4-objective case. Ges In the summer period close to midnight time
while the other is in autumn in the 15-20 h ranighough they differ slightly in terms of per-
formance parameters, a number of considerationky apgdooth groups. First, they both have a
higher time of flight than the winter/midnight ckaganging from 480 to 550 days. At the same
time, their propellant cost is also quite highjsatsy:, which is between 2000 and 2600 hours. As
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an example, Table 5 reports the relevant paramfeteestypical solution in this group, which can
be compared to those in Table 4. Figure 16 pletthitusting arc length and time history of peri-
gee and apogee radii.

Table 5. Sample solution in Summer with feasible &pse.

date (d) time (h) | ToF (d)|1ES (h)| toar () |teamax ()

198 23.3 498 8581 2140 0.92
Thrusting arc length % 10° Perigee/Apogee radius
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Figure 16. Summer solution with feasible eclipse:)ahrusting arc length; b) perigee/apogee radii.

As Figure 16a shows, at the beginning, the thrgstirts are located around perigee with a
semi-amplitude of 120 degrees, which then progrebsincreases to 180 degrees (i.e. continu-
ous thrust) at 250 days. This might seem quite aidifst since it has the obvious drawback of
increasing both the total transfer time and theosupe to the environment of the radiation belts,
as testified by Table 5. Moreover, the relativergetrsy between the spacecraft’s orbit and the lu-
nar one is far from optimal because, as can be ise€igure 16b, the final apogee is well above
300000km, which means that the intersection with Itmar orbit plane is far from the line of
apses. On the other hand, it is important to keemind that the driving factor for which this
candidate solution has been selected is its lowimmar eclipse duration. In this sense, the con-
trol profile is meant at altering the geometry tigla geometry between DESTINY’s orbit and the
shadow region in order to minimise eclipse duratitdhile a more detailed discussion of the spe-
cific issues of eclipses during DESTINY’s orbitsiaig and related avoidance techniques will be
the topic of a future work, it is still importard tntroduce here a number of observations. First,
one has to consider that, due to the relativeli imglination of DESTINY’s orbit with respect to
the Ecliptic, and due to the periodicity of the ammt motion of the Sun around the Earth, the
shadow region will intersect the orbit plane at enor less regular intervals. Therefore, eclipses
are typically encountered in a number of separhés@s. In other words, there will be parts of the
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transfer in which there is one eclipse per orld@pasated by phases in which there are no eclipses
at all.

Eclipse duration and argument of pericenter
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Figure 17. Eclipse duration, argument of pericenteand true anomaly of shadow region for two
sample solutions.

A visualisation of this can be found in Figure Which shows the time history of three im-
portant quantities: the duration of each singl@selty (blue line), the argument of perigeein
the ecliptic reference frame (green line) and findie true anomaly of the axis of the shadow re-
gion f, on the orbit plane (red line). The continuous liaters to the case of the solution in Ta-
ble 5, while the dashed line refers to a trajectoith same departure epoch as the previous one,
but with a simple continuous thrust profile as tme shown in Figure 7. As mentioned before,
one can recognise three different eclipse phasegrya short one during the commissioning
phase, a relatively long one between 50 and 188 day a shorter one between 240 and 290
days. In the case of the trajectory with reduceddting, in none of these three phases the dura-
tion of a single eclipse exceeds one hour, makiigyd feasible trajectory. On the contrary, for
the continuous thrust case, in the third sequeh@zlpses there is a peak of 2 hours duration.
One can seek an explanation for this fundamentf@rdnce by examining the time historyaf
(the true anomaly of the axis of the shadow regionkeach case. Given the ellipticity of
DESTINY'’s orbit, this parameter becomes very imabttsince, the closer to the apocenter the
shadow region is, the longer is the time the spafiewill need to cross it. In the first cagk, is
around 90 degrees, which means that the shadownréigs much closer to the pericenter than
the apocenter. In the second ca#sgjs around 130 degrees, i.e. closer to the apacantethis is
the main reason for which eclipses are longerim d¢hse. The cause for the different position of
the shadow in the two cases is found if one chdéwkdehaviour of the argument of pericenter: in
both cases there is an asymptotic increase wfth time. However, in the cases with full contin-
uous thrust the transient phase ends earlier antbtal variation ot is some 40 degrees smaller
than in the other case, leading to the criticalpsel at 300 days. This variation ofis essentially
due to thel, effect. In this sense, while the continuous theadtition experiences this perturba-
tion for less since it raises the orbit very quickhe solution with initial reduced thrust spends
more time in proximity of the Earth and therefdne X, effect acts for longer and leads to a larger
rotation of the line of apses. As a side note, adde that, in this case, the second eclipse phase
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lasts longer and the third one is encountered aaalfer date than in the continuous thrust case.
Without entering into too much detail, this is dadhe fact the rotation of the line of nodes @& th
orbit is different in the two cases, again duehdifferent action of thé, perturbation.

In summary, it can be said that this solution igleiting theJ, perturbation to passively rotate
the line of apses and obtain a favourable relageemetry with the shadow region in order to
avoid long eclipses. In order to obtain this, ofirse, it sacrifices time of flight and transit tifme
the radiation belt and consequently it is not glly optimal transfer but nevertheless it consti-
tutes a feasible alternative if a departure daseasons other than winter becomes imperative.

CONCLUSIONS

This paper presented the preliminary design ofitiit@l, Low-Thrust orbit raising phase for
DESTINY mission. Multiple design drivers and coastts were taken into account by formulat-
ing the design problem as a Multi-Objective optiatien problem. The high computational cost
and number of parameters related to Low-Thrusédtajy design was overcome by adopting an
averaged analytical propagation technique and liygus simplified control parameterisation.
The MO problem was solved by means of a stochgkilzal optimisation algorithm. The results
obtained provided a good picture of the differeanhsfer options and their inherent trade-offs. At
the same time, detailed analysis of the resultsvaltl for a better understanding of the dynamics
of the orbit raising problem. In particular, thenstraint on maximum eclipse duration was shown
to be a very critical requirement, which restrittte optimal departure opportunities to the win-
ter/midnight range. However, if sub-optimal solaScare also considered, transfer opportunities
are available for 75% of the year, albeit with ghhiransit time within the radiation belts. Analy-
sis of some of these solutions also suggested lpessbntrol strategies aimed specifically at
avoiding long eclipses, and these will be the tapia future work.
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