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 

Abstract-- Condition Monitoring can greatly reduce the 

maintenance cost for a wind turbine. In this paper, a new 

condition monitoring method based on the Nonlinear State 

Estimate Technique for a wind turbine generator is proposed. 

The technique is used to construct the normal behavior model of 

the electrical generator temperature. A new and improved 

memory matrix construction method is adopted to achieve better 

coverage of the generator’s normal operational space. Generator 

incipient failure is indicated when the residuals between model 

estimates and the measured generator temperature become 

significant. Moving window averaging is used to detect 

statistically significant changes of the residual mean value and 

standard deviation in an effective manner; when these parameters 

exceeds predefined thresholds, an incipient failure is flagged. 

Examples based on data from the Supervisory Control and Data 

Acquisition system at a wind farm located at Zhangjiakou in 

northern China have been used to validate the approach and 

examine its sensitivity to key factors that influence the 

performance of the approach. It is demonstrated that the 

technique can identify dangerous generator over temperature 

before damage has occurred that results in complete shut down of 

the turbine.  

 
Index Terms-- condition monitoring, Nonlinear State Estimate 

Technique, residuals analysis, trend analysis, wind turbine, 

generator temperature. 

I.  INTRODUCTION 

Hallenging environmental factors combined with high and 

turbulent winds make serious demands on wind turbines 

and result in significant component failure rates, highlighting 

the importance of maintenance.  Appropriate use of condition 

monitoring can, by detecting faults at an early stage, reduce 

turbine repair and maintenance costs.  In [1], an overall review 

of Condition Monitoring (CM) methods for different wind 

turbine components was made. Temperatures are important 

and easily measured indicators of the health of many wind 

turbine components and are often recorded automatically by 
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the Supervisory Control and Data Acquisition (SCADA) 

system. An unexpected increase in component temperature 

may indicate overload, poor lubrication or possibly ineffective 

passive or active cooling, as for example if the generator 

cooling system becomes partially blocked or defective for 

some other reason [2]. Previous work, [3], used a neural 

network to construct the normal operating temperature models 

of gearbox and generator based on SCADA data. When the 

residual between the model prediction and the measured value 

becomes very large, a potential fault is identified. Multi-agent 

methods can be used to combine the CM results of different 

components together to give a total operating condition of the 

wind turbine. In [4], the authors proposed a method using a 

Multiple Layer Perception (MLP) to build a temperature 

model of the gearbox. When the measured temperature value 

is outside the confidence range of the value predicted by the 

model, a fault is registered. Both of the papers just mentioned 

used an Artificial Neural Network (ANN) to construct the 

normal operating model based on SCADA data. But the ANN 

has demerits of requiring a time consuming training process 

and there can be local minima problems that may limit the 

improvement of model accuracy, [5]. In this paper, a 

temperature trend analysis method based on the Nonlinear 

State Estimate Technique (NSET) is proposed. At the outset, 

NSET is used to construct the normal operating model for the 

wind turbine generator temperature and then at each time step 

the model is used to predict the generator temperature. The 

time series of residuals between the real measured temperature 

and the estimate is smoothed using a moving average window 

in order to reduce the sensitivity of the method to isolated 

model errors, thereby improving its robustness. When the 

generator has a potential fault, the time evolution and the 

distribution of temperature residuals will be different from that 

for normal operation. Using the moving window approach still 

allows faults to be detected at an early stage, as will be 

demonstrated.  

The paper is arranged as follows. Section two provides an 

introduction to turbine and generator including the air-cooled 

generator arrangement and available SCADA data. Section 

three explains how the NSET temperature model is 

constructed and then used to predict the generator temperature. 

The fourth section focuses on the moving average windowed 

residuals to detect early-stage faults of the wind turbine 

generator and examines the impact of data sampling interval. 

Section five presents two examples demonstrating the 

capability of the method for early fault detection, and also 
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compares the proposed NSET modeling with an artificial 

neural network model. A final section provides discussion and 

conclusions including suggestions for further research. 

II.  STRUCTURE OF THE AIR-COOLED WIND TURBINE 

GENERATOR AND THE SCADA PARAMETERS 

The wind turbines studied in this paper are located at 

Zhangjiakou in northern China for which SCADA data was 

available covering the period 04/01/2006 to 24/12/2006.  The 

turbines, manufactured by GE (model 1.5SLE) are variable 

speed with rated power of 1.5MW. The asynchronous 

generator with slip rings (DFIG) is forced air-cooled using a 

closed-loop with air to air heat exchanger to discharge heat to 

ambient. Two Pt100 thermal resistance probes measure the 

stator winding temperature (for simplicity, we call it generator 

temperature) and the cooling air temperature. 

The SCADA system at the wind farm records all wind 

turbine parameters every 10 seconds. Each record includes a 

time stamp, output power, stator current and voltage, wind 

speed, environment and nacelle temperature, generator stator 

winding and cooling air temperature amongst many others; in 

total 47 parameters are recorded. At the same time, the 

SCADA system keeps a record of wind turbine operation and 

fault information, such as start up, shutdown, generator over 

temperature, pitch system fault, etc. Each fault record includes 

a time stamp, state number, and fault information. For 

example, at 9:38, 29/04/2006, the state number was 99 

indicating that a generator over temperature alarm occurred. 

Since 10 second resolution is unusual this data has been 

averaged up to both 2 and 10 minute periods prior to analysis 

and model development.   

Analysis of a data highlighted the dramatic changes in the 

local climate through the year at this site reflecting the 

continental climate in that region. In summer, although the 

ambient temperature is high, wind speed is relatively low, and 

the generator load is low and generator failures are seldom. In 

winter, the wind speed is high, but the ambient temperature is 

very low, usually around –10 Celsius, and again generator 

failures are infrequent. Most generator over temperature events 

and failures occurred in spring and autumn, especially spring. 

The reason is that during springtime the ambient temperature 

increases significantly and the wind speed remains high. If the 

wind turbine shuts down due to generator fault in the windy 

spring period, significant energy generation will be lost due the 

time required to change the generator. With appropriate 

condition monitoring, generator faults can be detected at an 

early stage, and the maintenance time and cost can be reduced 

dramatically. 

III.  NSET MODEL CONSTRUCTION FOR GENERATOR 

TEMPERATURE 

A.  Nonlinear State Estimate Technique (NSET) model 

construction 

NSET is a non-parameter model construction method 

proposed first by Singer [6]. It is now widely used in the 

nuclear power plant sensor calibration, electric product 

lifespan prediction and software aging research [7-9]. The 

principle of NSET is as follows. 

   Let there be n  variables of interest in a process or device. 

At time i , a single observation of the variables can be written 

as an observation vector: 

 T21)( nxxxi X               (1) 

Construction of a memory matrix D  is the first step of 

NSET modeling. In a period of normal operation of the 

process or device, m  historical observation vectors are 

collected covering the range of different operating conditions 

(such as high or low load, start up, before shut down, etc) to 

construct the memory matrix D , denoted as: 
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Each observation vector in the memory matrix represents a 

measured operating state of the process or device. With proper 

selection of the m  historical observation vectors from an 

extended period of normal (un-faulted) operation of the 

process or device, the subset space spanned by the memory 

matrix D  can be taken to represent the whole normal working 

space of the process or device. The construction of memory 

matrix D  is actually the procedure of learning and 

memorizing the normal behavior of the process or device 

analogous but different from the training of ANNs. 

  During subsequent operation, the input to NSET at each 

time step is a new observation vector obsX  and the output 

from NSET is a prediction estX  for this input vector for the 

same moment in time. For each input vector obsX , NSET will 

produce a m  dimensional weight vector W : 

 T21 mwww W           (3) 

with: 

                    

)()2()1( 21est mwww m XXXWDX        (4) 

 

Equation (4) means that the estimate of NSET is a linear 

combination of the m  historical observation vectors in the 

memory matrix D . The residual (or model error) between the 

NSET estimate and the input is simply: 

 

estobs XXε             (5) 

 

In order to determine the weight vector W that minimizes 

the residuals overall the following relation is used: 
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The derivation of equation (6) can be found in [7] and [10], 

  is a nonlinear operator used to replace the regular 

multiplying operator in matrix multiplication. It is important to 

note that the weight vector is recalculated at each time step, in 

contrast to standard multivariate regression where the weights 

are calculated only once, [11]. There are many optional 

nonlinear operators to choose from [12], and in this paper, the 

nonlinear operator is chosen as the Euclidean distance between 

the two vectors: 
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This norm is chosen since it is simple to evaluate but clearly 

reflects the difference/distance between two vectors in a 

manner that is easy to understand; it is the distance measure 

used in other application areas, see [13] and [14].  It is of 

course possible that alternative norms might perform better in 

the context of NSET, but this is a matter for future research.  

The nonlinear operator has a direct physical interpretation. 

When two observation vectors are the same or similar, the 

distance between the vectors will be zero or near zero. When 

one vector is very different from the other, the distance 

between them will be great and the result of the nonlinear 

operator will be large. The weight vector in (6) reflects the 

similarities between the NSET input vector obsX  and the m  

historical observation vectors in memory matrix D . If obsX  

is similar to only one particular )(iX  in the memory matrix 

D , the corresponding weight iw  in W  will be near unity and 

otherwise near zero. 

   With (4) and (6), the final estimate of the NSET model 

for the process or device is: 
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            (8) 

 

In the construction of memory matrix D , the Euclidean 

distance between every two observation vectors of the m  

vectors should be big enough to make sure that the condition 

number of DD T  is not too large. Otherwise, it will be very 

difficult to calculate the inverse matrix of DD T  and the 

NSET model becomes an ill-conditioned problem [15]. 

When the process or device works normally, the input 

observation vector of NSET is most likely to be located in the 

normal working space that is represented by the memory 

matrix D , in that it is similar to some historically measured 

vectors in the memory matrix. As a result, the estimate of 

NSET will have a very high accuracy. When problems arise 

with the process or device, its dynamic characteristics will 

change, and the new observation vector will deviate from the 

normal working space. In this case the linear combination of 

the historical vectors in the memory matrix will not provide an 

accurate estimate of the input and the residual will increase in 

magnitude. 

B.  The Variable Selection for the Generator Temperature 

NSET Model 

In order to construct the NSET model of generator 

temperature, the variables included in the observation vector 

should be carefully chosen. Because we are concerned with the 

generator temperature, variables that have close relationship 

with generator temperature should be taken into account. 

Following a review of the 47 variables recorded by the 

SCADA system, the following five variables were selected to 

construct the observation vector. 

(1) Power (P). Power has great influence on the generator 

temperature. When the output power is high, the stator current 

will be very large which will lead to the generator temperature 

increasing. 

(2) Ambient Temperature (T). Because the local temperature 

that the wind turbine experiences changes greatly in the short 

term (from day to night for example) and in the longer term 

(weeks to months) due to passing weather systems and seasons 

it must be taken explicitly into account. At Zhangjiakou during 

March and April, ambient temperature changes can be as large 

as 30 degrees Celsius because of fast moving weather fronts. 

(3) Nacelle Temperature (NT). The nacelle temperature has 

close relationship to the generator temperature. 

(4) The temperature of the generator cooling air (GAT) 

directly impacts on the stator cooling. 

(5) The generator stator winding temperature itself (GT). 

The normal records of SCADA are divided into two groups. 

The first group is an extensive set (at least several thousand 

data points) that includes the m  observation vectors selected 

to construct the memory matrix D . The second set comprises 

normal records not used for selection of the memory matrix. A 

part of the second group, set V , will be used for validation of 

the NSET model. After the construction of memory matrix D , 

model estimates and residual analysis can be carried out as 

shown in Fig.1 to monitor the generator operating condition. 

 
 

Fig.1 NEST generator temperature trend condition monitoring 

 

C.  Construction of memory matrix D  

Because the five variables in the observation vector have 

different units and their absolute values are very different, the 

initial values of the five variables are rescaled to the range 

 10  according to their maximum and minimum values. 

After rescaling, each variable has same weight in the 

calculation of Euclidean distance, the chosen nonlinear 

operator. 

In previous work, [7], two algorithms are used to extract 

observation vectors from the normal working period to 

construct the memory matrix. In the first algorithm, vectors are 
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selected that correspond to the extreme normal working states. 

For each variable in the observation vector, the algorithm finds 

the minimum and maximum measurements from the normal 

working period. The observation vectors containing these 

measurements are added to the memory matrix. In the second 

algorithm, the remaining observation vectors from the normal 

working period are ordered by their Euclidean norms. For n  

dimensional vector X , the Euclidean norm is: 

 

    22
2

2
1 nxxx  X          (9) 

 

The algorithm then selects evenly spaced elements from the 

ordered set and adds their corresponding observation vectors 

to the memory matrix. This construction method is simple, but 

has some problems. Observation vectors can exist with 

Euclidean norm values that are similar or even exactly the 

same, but the vectors may be quite completely different, such 

as for the following two vectors: 

 T1 00001X  and  T2 00100X  

Selecting one of such similar Euclidean norm equivalent 

vectors will result in the discarding other equivalent norm 

vectors. Then only the working space near the selected 

observation vector is covered by the memory matrix, while 

parts of the parameter space near the discarded ones will be 

neglected. In order to minimize this effect a new memory 

matrix construction method is proposed that builds on the 

method used in [7] to give much improved NSET model 

accuracy. The new method is as follows. 

Assume the historical observation vectors during the normal 

working period in April are )(,),2(),1( MNNN
XXX   and 

make the matrix: 
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The number of vectors in matrix K  is M. Each observation 

vector includes power, ambient temperature, nacelle 

temperature, generator cooling air temperature, generator 

temperature, denoted 521 ,,, xxx   respectively, and n  in (1) 

takes the value 5n . 

 Every observation vector in the normal working space 

covers the five variables and is normalized as described above. 

In order to ensure that memory matrix D  covers the vectors 

with different variable values in the normal working space, for 

each of the five variables, the range  10  is equally divided 

into 100 sections and the observation vectors from matrix K  

selected at steps of 0.01. Observation vectors at each step of 

0.01 for each variable in turn are added into memory matrix 

D so long as variable in question is sufficiently close to the 

value in the observation vector. For example, for variable 1x  

(turbine power), the method of adding observation vectors to 

D  is shown in Fig.2. 

 
 

Fig.2 Construction of memory matrix D  for variable 1x  

 

In Fig.2,  is a small positive number, taken to be 0.001 in this 

work. With this method, observation vectors with different 

variable values can be included in the memory matrix D .  

 Memory matrix construction thus has two steps. The first 

step is using the method in [7] to select observation vectors 

from the normal working period. And the second step is using 

the new method outlined in this paper to add further 

observation vectors to D . Before adding a new vector to the 

memory matrix, the Euclidean distances between the new 

potential vector and the vectors already in the memory matrix 

is checked. If the distance is too small, that means the memory 

matrix already has a vector that is quite similar to the one 

being considered and consequently it should not be added into 

the memory matrix. This check will limit the size of the 

memory matrix and ensure that it is well-conditioned. The 

validation of the NSET model will demonstrate significant 

improvement of model accuracy with the combined memory 

matrix construction method outlined above. 

When the memory matrix it complete, the NSET model can 

be used to estimate the generator temperature for new input 

vectors. 

IV.  GENERATOR TEMPERATURE NSET MODEL RESIDUAL 

STATISTICAL ANALYSIS 

A.  Moving window calculation of residual mean value and 

standard deviation statistics 

When the wind turbine generator suffers from some 

abnormality, the new observation vector will deviate from the 

normal working space and the distribution and time 

development of the estimate residual will change significantly 

from the normal condition. The mean value and standard 

deviation will reflect a change in the distribution of the 

residuals. In order to detect the changes in the variables in a 
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timely manner, a moving average calculation is used. At a 

certain instant, the residual sequence of generator temperature 

from the NSET model is: 

       N 21GT ε             (12) 

A time window with width N  is adopted to calculate the 

moving average or mean value and standard deviation for the 

N  successive residuals in the window: 
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The moving window is shown in Fig.3. 

 
 

Fig.3 Residual moving average window used in residual analysis 

 

B.  Residual statistical distribution when generator has an 

abnormality 

When the generator works normally, the NSET model 

provides very accurate estimates of generator temperature. The 

residual sequence has a mean value near zero and the standard 

deviation is small. When a problem occurs with the generator, 

the new observation vector may deviate from the normal 

condition and the generator temperature residual distribution 

will thus also change. Abnormal generator operation can be 

identified as follows: 

(1) The residual mean value remains near zero but the standard 

deviation increases dramatically. In this condition, the 

distribution of the residuals becomes wider. 

(2) The residual mean value deviates from zero with an 

obvious magnitude and the standard deviation remains small. 

In this condition, the residual systematically departs from zero. 

(3) A combination of the above two situations. 

In order to detect early faults of the generator, failure 

thresholds are needed for both the residual mean value and its 

standard deviation. Assume that the thresholds for them are set 

respectively as YE  and YS where these are determined 

according to operator experience or determined through model 

validation as presented below.  

The residual sequence has been obtained using observation 

vectors from the validation data set as input to the already 

identified NSET model with subsequent application of the 

moving average window to the time sequence of residuals. By 

trail and error the optimal size of the moving window is 

determined. The maximum absolute mean value and standard 

deviation allowed are, as defined above, respectively VE  and 

VS but note that these will be dependent on averaging window 

size. Then the thresholds for generator failure detection are as 

follows: 

 

     V1Y EkE  , V2Y SkS               (14) 

where 1k  and 2k  are positive coefficients and can be chosen 

based on operator experience. Relatively larger 1k  and 2k  

will increase the robustness of CM method and reduce the 

false alarms. In this paper, 31 k  and 22 k .  

 As the non-parameter model is not a perfect estimator there 

will be some uncertainty associated with each estimate.  This 

uncertainty should ideally be quantified when a technique for 

condition monitoring is presented [16]. In most applications of 

NSET the residual sequence has an approximately normal 

distribution but with mean value and variance to be 

determined. When calculating the mean value and standard 

deviation within the moving window, a confidence interval 

with confidence level 1  should be set. Assuming a normal 

distribution with mean value and variance unknown, the 

confidence intervals for the mean value and standard deviation 

are respectively: 
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where, N , X  and S are respectively the moving window 

width, mean value and standard deviation. 2/t  and 2/
2
  

are respectively the 2/  quantile of the t  distribution and 
2  distribution. When the confidence interval of the mean 

value or standard deviation exceeds the set thresholds, a failure 

alarm should be triggered. In our example of NSET, the 

operators would be notified to stop the wind turbine, if not 

already stopped by the control system, and check the generator 

condition so that serious damage can be avoided. 

V.  CASE STUDIES 

A.  Case 1: 

    1)  Generator Fault Description 

Actual failure of major components like a generator is 

relatively rare and for this reason much research in this area 

has to make do for now with analysis of isolated incidents.  

This work is no exception. SCADA data of a particular turbine 

at the Zhangjiakou wind farm exhibited a generator failure and 

automatic shut down on the last day of April 2006.  In the days 

before this event there were frequent generator over 

temperature alarms.  

As already mentioned, the SCADA system at the 

Zhangjiakou wind farm is unusual in that it collects 10 second 

data. To reduce the size of the data sets and because 10 second 

resolution is not required for thermal modeling due to thermal 

inertia, the data was averaged up to give 2 minute data sets. 

These data have been used to develop an NSET model but 



 6 

because 10 minute SCADA data is more common, the data has 

also been averaged up to give more standard looking data sets 

and these have also been used to develop and assess the NSET 

approach.  In fact rather little difference in model performance 

is found. For April, we have over twenty thousand two minute 

average records and over four thousand 10 minute records. 

According to the manufacturers fault handbook an over 

temperature alarm will occur and the wind turbine shuts down 

when the generator temperature reaches 150 Celsius over a 

continuous period of 60 seconds. When the temperature falls 

to below 135 Celsius the wind turbine will restart. According 

to the fault records of the wind turbine, during April 29 and 

30, the over temperature alarm occurred over five times. At 

9:50 on 30/04/2006, it shuts down for good due to failure of 

generator. The trends of the five selected variables over the 

five days from 10.00 am on April 25 to 10.00 am on April 30 

are shown in Fig.4. The both two and ten minute averaged data 

sets from during this wind turbine’s normal working period 

earlier in April are used to construct the NSET generator 

temperature models as described in Section Ⅱ above. 

 
 

Fig.4 Trends over 5 days of the selected variables 

 

    2)  The Validation of Generator Temperature NSET Model 

600 successive 2 minute vectors taken from the validating 

data set V are used as input to the NSET model to validate its 

effectiveness. For simplicity, only the generator temperature 

element, x5, of the vector and its residuals are studied here as 

this is the parameter of interest. As with data used in the NSET 

modeling, the generator temperature and its estimate are all 

normalized values. In the normal working space for April, the 

maximum generator stator temperature is 150 Celsius, and the 

minimum is 38.2 Celsius. The residual of generator 

temperature is: 

      55GT x̂x              (11) 

where, 5x  is the generator temperature within the input vector 

of NSET model and 5x̂  is the corresponding model estimated 

temperature from the NSET output vector. Firstly, we validate 

the NSET model constructed using the method in [7]. The 

vectors with minimum and maximum Euclidean norm during 

normal working period are respectively: 

    048.0028.0080.0133.0049.0nmin X  

and  

    998.0974.0684.0667.0974.0nmax X  

Their Euclidean norms are respectively 0.173 and 1.951. With 

a Euclidean norm step set to 0.004, we select 440 vectors for 

memory matrix D . Taking the vectors containing minimum 

and maximum measurements of each variable into account, the 

total vector number in memory matrix constructed using the 

method of [7] is 460, and the validation result is shown in 

Fig.5. 

 
 

Fig.5 Validation results for the NSET model with method in [7] with 2  

minute data 

 

Next we assess the NSET model with the extended memory 

matrix constructed as described in Section Ⅱ. A further 401 

observation vectors are added to the 460 vectors using the new 

algorithm.  Fig.6 shows the results for the same time period 

and it is immediately clear that the residuals have been 

significantly reduced.  The root Mean Square (RMS) residual 

is a useful but simple measure of model accuracy. The RMS 

for the generator temperature residual of the NSET model 

constructed according to [7] is 0.0034, and that for the NSET 

model with the extended memory matrix construction method 

is 0.002. It is clear that the new approach to memory matrix 

construction has greatly improved the model accuracy. 
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Fig.6 Validation results for the NSET model with combination method 

 

In Fig.6, most residuals are below 0.5%. It should be 

noticed that in Fig.6 there are several isolated places where the 

residual is significantly larger, such as at points 226 and 504. 

This can be explained in terms of model coverage. For some 

certain very small working spaces, such as the areas near point 

226 and 504, the NSET model’s covering ability may be not as 

good as for other areas, and the residuals will be relatively 

large. And this behavior should not automatically be regarded 

as a generator failure indicator. The moving averaging should 

reduce significantly the impact of these isolated larger 

residuals on the proposed method of fault detection.   

 

    3)  Compared With Artificial Neural Network 

As mentioned in Section I, an artificial neural network 

(ANN) is an effective non-parametric modeling method. In 

order to compare with the NSET method, an ANN is 

developed and then used to model the normal behavior of this 

same wind turbine.  

The ANN used here is a conventional three layer network 

with one input layer, one hidden layer and one output layer 

since there is considerable experience with such models, [17] 

and [18]. For equivalence to the NSET model, the network has 

four inputs (power, ambient temperature, nacelle temperature 

and generator cooling air temperature) and the network output 

is generator temperature. The hidden layer has twenty neurons 

which is typical of models of this complexity, [17].  

In order to be able to benchmark against the NSET, the 

training data set for ANN are the historical observation vectors 

in the memory matrix of NSET and the validation data set for 

ANN is also same successive 600 vectors as used above for 

NSET assessment. As is common, the back propagation 

algorithm is used to adjust the weights and so train the network. 

The training process is then iterated until the total error for all 

training patterns satisfies a preset criteria or a set number of 

training cycles is completed. In order to alleviate the local 

minima problem and accelerate the training process, 

momentum term is added to the weights adjustment, [19]. For 

the ANN used here, the learning rate and the momentum factor 

are respectively 0.05 and 0.8. The training process is ended 

when the learning cycle reaches 10000 if not before. The 

network training process took about 14 minutes on a 2GHz PC.  

Fig.7 shows the trend of the total error for the training dataset 

as a function of iteration number. It can be seen that the total 

error reduces quickly in the early stage of the training but 

reaches a steady after approximately 4000 iterations. 

Subsequent to training, the same successive 600 two-minute 

observation vector points are used to validate the ANN model. 

Fig.8 shows the output values predicted by the ANN  and the 

calculated model residuals.  

 
 

Fig.7 Trend of the total error during ANN training 

 

 
 

Fig.8 Validation result for artificial neural network 

 

 Comparing Fig.8 with the NSET validation result(Fig.6) it 

can be seen that NSET achieves considerably higher accuracy 

in modeling the normal behavior of the wind turbine generator 

temperature. And the RMS for the ANN at 0.0151 is much 

larger than that of the NSET.  

 Besides higher modeling accuracy, NSET has another 

benefit compared with neural network in that it can more 

easily adapt to new normal working condition. When the wind 

turbine generator’s normal behavior changes due to factors 

such as a change in the meteorological conditions, the new 

normal behavior can be modeled by the selection of new (or 

additional) observation vectors for the memory matrix whereas 

the ANN will require another time consuming training process 
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which may be inappropriate in on-line condition monitoring. 

Adaptive development of the NSET method is seen as a 

promising area of further research. 

    4)  Moving Average Filtering and Improved Residual 

Analysis 

First, the moving window calculation outlined in Section IV 

above is applied to the residual sequence of the validation set 

in Fig.6. The window width N  should be properly selected so 

that the influence of the occasional isolated large residual 

caused by the imperfect coverage ability of memory matrix D  

can be minimized. At the same time, a moving window with a 

properly selected N  must be able to detect the changes of 

mean value and standard deviation in a quick and effective 

manner. For the 2 minute data 150N  reflects a useful 

balance between these two conflicting requirements. Fig.9 

shows the trends of the mean value and standard deviation for 

the validating set after moving average filtering.  

 
 

Fig.9 Statistical characteristics of validating sequence 

 

From the trends, we estimate 

     3
V 108.0 E , 3

V 102.2 S        (17) 

and the thresholds for the mean value and standard deviation 

are chosen respectively as: 

      3
Y 104.2 E , 3

Y 104.4 S    (18) 

SCADA records show that the first generator over 

temperature alarm occurred at 9:38 29/04/2006. The 550 two-

minute observation vectors prior to this alarm are used as the 

input to NSET model of the generator temperature. The NSET 

model estimate and residuals time sequences are shown in 

Fig.10.  

 
 

Fig.10 Estimate and residual before the first over temperature alarm 

 

When the confidence level for the mean value and standard 

deviation is chosen as 95%, the trends and confidence intervals 

for the mean value and standard deviation of the filtered 

residual sequence are shown in Fig.11.  

 
 

Fig.11 Statistical characteristics before the first over temperature alarm 

 

The mean value shows no great changes and is near zero, but 

the standard deviation changes significantly. At time point 

145, the upper confidence interval of the standard deviation 

exceeds the failure threshold, and an incipient generator failure 

has been detected. The time of incipient fault detection based 

on the threshold crossing of the standard deviation is eight and 

a half hours before the first over temperature alarm (at 9:38 

29/04/2006) and over 32 hours before final shutdown and 

generator failure The time sequence of events is summarized 

in Fig.12 below. 
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Fig.12 Generator state changes 

 

Because 10 minute SCADA data is most common, the 

above analysis has been repeated with the 10 minute averaged 

data, both for the model identification, and the validation.  It 

should be noted that the same time window has been used for 

the moving average filter so that N is reduced from 150 to 30.  

The final results are shown on Fig.13 and Fig.14 below and 

show very little difference in fault detection.  : 

 
 

Fig.13 10 minute NSET estimate and residual 

 

 
 

Fig.14 10 minute statistics prior to the first over temperature alarm 

 

In Fig.14, it can be seen that, the upper limit of the standard 

deviation exceeds the thresholds at point 24 and the incipient 

generator failure was detected about nine hour before the first 

over temperature alarm. The 10 minute average data shows 

nearly the same results as for the 2 minute averaged data. 

B.  Case 2 

In order to further validate the effectiveness of the NSET 

method for wind turbine generator condition monitoring, 

SCADA data from a second wind turbine from the same wind 

farm is used to further investigate the NSET method. The raw 

SCADA data for this wind turbine during May 2006 also have 

a ten second resolution, and as before have been averaged to 

give 2 minute data values.  

For this wind turbine, 600 successive 2 minute observation 

vectors from 0:00 18/05/2006 are shown in Fig.15. 

 
 

Fig.15 Trends of selected variables from 0:00 18/05/2006 

 

Using the same method as case 1 the memory matrix was 

constructed for this wind turbine based on May data prior to 

the 18th day of the month. The total number of observation 

vectors in the final memory matrix is 781. Subsequently the 

600 successive observation vectors shown in Fig.15 were 

scaled and used as validation data for the NSET model. The 

results are shown in Fig.16 and as before show excellent 

model accuracy, better indeed than in case 1. 
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Fig.16 Validation result for wind turbine 2 

 

Regrettably, turbine 2 showed no inclination to fail and as a 

result a temperature rise was manually added to the above 

validation sequence to test the NSET method’s abnormality 

detection capability. A fixed temperature rise of 0.001 per time 

step (corresponding to about 3.3 degrees C/hour) was added 

from data point 451. The result is shown in Fig.17. 

 
 

Fig.17 NSET estimate and residual after manual temperature rise added 

 

Application of the moving average window with the width 

150N  as before to the validation sequence gives the 

maximum absolute mean value and standard deviation 

respectively as: 

  
4

V 106.3 E , 
3

V 107.1 S . 

And the thresholds of mean value and standard deviation for 

case 2 are thus: 

   4
Y 108.10 E , 3

Y 104.3 S . 

Application of the moving average filter and thresholds to the 

data sequence with artificial trend added as in Fig.17, results in 

the plots and threshold crossing points as shown in Fig.18. 

 
 

Fig.18 Statistical characteristics after temperature rise added 

 

From Fig.18 it can be seen that the mean value first exceeds 

the threshold at point 349 and the artificial temperature drift 

has been detected. Since the manual drift was added at point 

451 and the window width is 150, the drift is identified only 98 

minutes after its initiation. 

VI.  DISCUSSION AND CONCLUSIONS 

This paper uses a nonlinear state estimation technique 

(NSET) to construct a generator temperature model. Detail of 

how to construct memory matrix is provided. A new approach 

that improves the coverage of the normal operational space of 

the wind turbine by extending the memory matrix of the NSET 

model is presented. Compared with a neural network method, 

the NSET model has the advantage of not requiring a time-

consuming training procedure and has been demonstrated for 

the case of the generator temperature to provide higher 

modeling accuracy.  The method has the advantage of being 

remarkably simple computationally and conceptually (much 

more so than ANNs) and should thus have immediate appeal 

for wind industry practitioners. When the generator 

experiences a fault, new observation vectors will generally 

deviate from the normal working space and the NSET estimate 

of the residual distribution and its time development will 

change. A moving average window filter has been adopted to 

reveal the trends in mean value and standard deviation of the 

residual sequence; this is also very easy to implement 

computationally. Generator condition can be determined from 

crossing of predetermined thresholds. With the effective 

selection of the memory matrix from data from normal 

operation, the presented method can identify incipient wind 

turbine generator failure usefully ahead of the ultimate failure. 

Although the method has only been assessed for a particular 

turbine at a specific site the model is of a sufficiently general 

nature to believe that, with suitable selection of the parameters 

available to the user (window size, vector parameter selection, 

thresholds etc), the method should prove useful for wind 
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turbine condition monitoring more widely. Future research to 

apply the approach to other important components of wind 

turbine such as the gearbox and bearings is planned. 
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