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ABSTRACT

We present the first results from our Red Optical Planet SUROPS) to search for low mass
planets orbiting late type dwarfs (M5.5V - M9V) in their h&ddle zones (HZ). Our observa-
tions, with the red arm of th&Ke spectrograph (0.5-0,9m) at the 6.5 m Magellan Clay
telescope at Las Campanas Observatory indicatextte% of the flux lies beyond 0.@m.
We use a novel approach that is essentially a hybrid of thelsameous iodine and ThAr
methods for determining precision radial velocities. Wplgpeast squares deconvolution to
obtain a single high S/N ratio stellar line for each spectamd cross correlate against the
simultaneously observed telluric line profile, which weidein the same way.

Utilising the 0.62-0.9Qum region, we have achieved an r.m.s. precision of 10'nier
an M5.5V spectral type star with spectral SAINL60 on 5 minute timescales. By M8V spec-
tral type, a precision of-30 ms! at S/N = 25 is suggested, although more observations
are needed. An assessment of our errors and scatter in laéveldcity points hints at the
presence of stellar radial velocity variations. Of our skvgf 7 stars, 2 show radial veloc-
ity signals at & and 1@ of the cross correlation uncertainties. We find that chrqrhesc
activity (via Ho variation) does not have an impact on our measurements anghable to
determine a relationship between the derived photospliegiprofile morphology and radial
velocity variations without further observations. If thgrgals are planetary in origin, our find-
ings are consistent with estimates of Neptune mass pldmtpredict a frequency of 13- 27
per cent forearly M dwarfs.

Our current analysis indicates the we can achieve a sdtgitat is equivalent to the
amplitude induced by a 6 Mplanet orbiting in the habitable zone. Based on simulatioes
estimate thak 10 Mg, habitable zone planets will be detected in a new stellar mexgme,
with <20 epochs of observations. Higher resolution and greastmiment stability indicate
that photon limited precisions of 2 ms are attainable on moderately rotating M dwarfs (with
vsini <5 kms™!) using our technique.

Key words: (stars:) planetary systems stars: activity stars: atnmargshstars: spots tech-
niques: radial velocities

1 INTRODUCTION dwarfs than for F, G and K dwarfs (Cumming etlal. 2008). In fact
models predict even lower incidences of Jupiter-mass [daaé

It is reasonable to expect that planets with predominartiyet though the trend of a decrease in numbers with decreasitigrste

mass may be found orbiting low mass stars. Core accretimmthe = mass agrees with observations. For instance, Ida & Lin (PAGS

predicts that the formation of Jupiter mass planets opitirdwarf dict ~ 7.5 times lower incidence of hot Jupiters around 04,

stars is seriously inhibited (Laughlin etlal. 2004). Thigianent is when compared with 1.0/ and Kennedy & Kenyon (2008) pre-
in good agreement with the Keck survey observations whith es dict a factor of~ 6 difference.

mate that the fraction of Jupiter-mass planets orbiting Mari¢ However, for lower mass protoplanetary disks, predictions
G stars is 1.8%, 4.2% and 8.9% respectively (Johnsonlet@l)20  llda & Lin (2005) indicate that although ice cores can forneythan
More recently, it has been shown that the occurrence rata®f g still acquire mass through inefficient gas accretion. Theiltang
giants orbits of less than 2000 days is 3-10 times smalleMfor  bodies form Neptune mass (er 10 Mg) planets which are able
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to undergo type Il migration, ending in close proximity te thar-
ent star, with radik 0.05 AU. It has also been noted that the semi-
major axis distribution of known radial velocity planetsbiing

M stars peaks at closer orbits than for more massive stangiéCu
2009). While it is expected that the frequency of Neptunesmas
close-in planets peaks for M 0.4 M, stars, the mass distribution
peak is expected at 1BIg for 0.2 M, stars, with a tail extending
down to a fewMg. In fact the Kepler planetary candidates now
confirm thatMgto Myep: planets are- 2.5 - 4 times more numer-
ous around M stars than earlier spectral types (Borucki/@0dll),
and crucially are found in greater numbers than transitinmter
size planets orbiting earlier spectral types. Many of thesedi-
dates are in very close orbits §f0.1 AU. Moreover, there are in-
dications|(Howard et al. 2010; Wittenmyer et al. 2011) tHaB%-
17.4% of solar-like stars possess rocky (1-1@.M,) planets.
Scaling these values by the 2.5 -4 times increased rockeptam
currence rate reported by Kepler indicates that 30 - 70 petr afe

M dwarfs should be orbited by close-in rocky plangts. Borgilal.
(2011) have recently reported on occurrence rates fromaHg-e
M dwarf HARPS (High Accuracy Radial Velocity Planet Searcher)
sample and find a similarly high occurrence rate for rockyeta
(ne) of 0.54"52. Similarly, for Neptune mass planets, scaling the
respective|(Howard et al. 2010; Wittenmyer et al. 2011) desg
cies of 6.5 and 8.9 per cent by the Kepler candidate plangtiémre-
cies leads to expected occurrence rates of 13-27 per ceM for
dwarfs. Whetherocky planets that orbit in the classical habitable
zone (where liquid water could be present) are in realityitable,
may depend on factors such as tidal locking and stellar igctiv
(Kasting et all 1993; Tarter etlal. 2007). More recent stdieat
investigate factors such as obliquity may also be impoitansid-
erations for habitabilityl (Heller et 8l. 2011), althougtesle topics
are beyond the scope of this paper which focusses merelyaon pl
etary detection.

Despite comprising 70% of the solar neighbourhood popula-
tion, the lower mass M dwarfs have remained beyond efficient d
tection with optical based surveys as the stellar flux petlanger
wavelengths. At infrared wavelengths, surveys targetestaich-
ing for low mass planetary systems associated with low nmass s
can be achieved with realistic timescales. Neverthelesslate,
only one survey, using CRIRES (Bean etlal. 2010), has regorte
sub-10 ms* precision, with 5.4 ms! reported using an NHgas
cell and modest 364 of spectrum in the K-band. More recent
surveys have used telluric lines as a reference fiducial waild
Rodler et al.|(2012) have obtained 180 - 300 thgrecision at R
~20,0000/| Bailey et all (2012) have achieveB0 ms™* precision
which is limited by activity on their sample of young activiaus.
Equally, the red-optical regime offers similar advantagéth a
V-1 ~2-5 for the earliest-latest M dwarfs respectively, but with
much improved wavelength coverage over the near-infragidme
ofiBean et al..(2010). There are also significant tellurie pectral
windows in the red-optical.

The effects of jitter due to stellar activity are expected to
present limitations but are also expected to be lower for M
dwarfs than for F, G & K dwarfs since the contrast ratio betvee
spots and stellar photosphere is lower and the starspatbdist
tions may be more uniformly distributed across the stellafase
(Barnes & Collier Cameronh 2001). We have simulated the fadia
velocity (RV) noise for M dwarfs (using a 3D, 2-temperatuialar
model) with low (solar) activity levels and estimate thaa tladial
velocity jitter is~ 1.5- 2 times smaller in the I-band vs the V-band
(Barnes et al. 2011). We estimate that the appropriate jittéhe
near infrared Y-band for even an extreme solar activity M idwa
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Figure 1. The mean flux level of the 33 extractediKE orders cover-
ing 4830-9172A for M5.5V and M9V targets (scaled to the same level
at | band centre). Also shown are the optical dell regime and the
HARPS coverage that overlap with th@ke red arm data. We find that
Fo.7—0.9/Fo.5—0.7 = 11.5 and 19 for the M5.5V and M9V spectra respec-
tively, demonstrating the inefficiency of wavelengtis7000Afor observ-
ing M dwarf targets.

analogue withv sini = 5 kms™* is in the range~0.7-5 ms™* for
an M6V star. The uncertainty arises from estimates of exaéseai
spot contrast, with 0.7 ms corresponding to a photosphere-spot
temperature difference of fot - Tspor = 200 K, while 5 ms*
arises when the contrast is much higher, witQol/Tphot = 0.65.
Given that mean solar spot temperatures are of ordef F Tspot
=500 K (Lagrange et &l. 2010), we can assume &t 3 ms ' is
a reasonable estimate of the spot induced jitter of a 5 Knssar
when we scale our results to the I-band.

Flaring is known to be an important contributor to variaton
in spectral features in stars, but being high energy phenartend
to affect bluer wavelengths more than redder and infrarecewa
lengths. Reiners (2009) investigated flaring in the neartive
M6 dwarf, CN Leo, from nearly 200 observations spanningehre
nights. The spectra, taken with uves at the Very Large Tefesc
array were taken at at R = 40,000, covering 0.64 - 1188 and
thus closely resemble our observation setup witke (§2). It
was found that a large flaring event, easily identifiable byeot-
ing strong transient emission indl could effect radial velocity
measurements by500 ms™* in orders containing strong emis-
sion features. After the flaring event, the precision wastéichto
~50 ms*. In other orders however, it was found that the radial ve-
locity jitter is below the 10 ms? level, even during flaring events.
Careful choice of line regions is therefore important argpaction
of activity indicators, such as ddimportant where sub-10 ms
precision is required.

In sectiong2 we discuss our observations and data reduction
and demonstrate the case for attempting precision radiativies
of M dwarfs at red-optical wavelengths. 8, we justify our choice
of reference fiducial and give details of our wavelengthlration
procedure{ introduces the least squares deconvolution approach
to measuring precision radial velocities before we presestlts
from simulations and our observationsds. In light of our obser-
vational radial velocities, a discussiofglj that further considers
the sources of noise in our results is given, before we makema
concluding statements of the prospects of this kind of su({é).
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2 OBSERVATIONS

We observed a number of bright M dwarf targets with the Mag-
ellan Inamori Kyocera EchelleW(Ke) spectrograph at the 6.5 m
Magellan Clay telescope on 2010 November 21 & 22. Although
the instrument simultaneously records two wavelengthoregin a
blue arm 3350 - 5008 and a red arm 4900 - 9508, we only made
use of the latter owing to the low S/N ratio obtained on our-faie
M dwarf targets. We observed with a 0.glit.

Since ThAr lamps exhibit many lines for calibration, and are
generally always used with échelle spectrographs woratrapti-
cal wavelengths, we made regular observations with the aamp
son lamp available witvIKE. HARPS spectra have been used by
Lovis & Pepe |(2007) to determine ThAr line wavelengths with a
precision of~ 10 ms *(0.18 m&) on average for individual lines.
This enables global wavelength solutions that attain seb'rsta-
bility when several hundred lines, spanning many écheliers,
are used. The median FWHM of the ThAr lines was found to be
4.05 pixels, indicating a mean resolution of R = 34,850. The o
serving conditions over the two nights were very good, withisg
estimates in the range 0.7 - 1.2 for targets observed at s&esg
1.5. Our targets are listed in Talflé 1, and with the exceptibn
LP944-20 are all known to exhibiisini < 5 kms ! (Jenkins et
al., In prep). Our observing sequence comprised of takiegtsp
alternated with calibration frames since it is not possiiiiain a
simultaneous reference observation witike at red wavelengths.
We note thatviKE does possess an iodine cell but that the wave-
length cutoff of~ 7000A means that we are unable to make use of
I2 lines.

2.1 Data extraction

Pixel to pixel variations were corrected for each frame gdlat-
field exposures taken with an internal tungsten referenc®.la
Since few counts are recorded in the reddest orders of the @&

on MIKE when care is taken to keep counts in the middle orders
to no more than 50,000 counts (full well capacity 65,536 ¢sln
we resorted to taking two sets of flat field frames of differext
posure lengths. A total of 60 exposures of 40s each were gsed t
flatfield the reddest orders. The worst cosmic ray events veere
moved at the pre-extraction stage using the StamildaRO rou-

tine BCLEAN (Shortridge 1993). The spectra were extracted using
ECHOMOPS implementation of the optimal extraction algorithm
developed by Horne (19863cHoMOPrejects all but the strongest
sky lines [((Barnes et al. 2007b) and propagates error infiloma
based on photon statistics and readout noise throughoeitheec-
tion process.

2.2 M dwarf spectral fluxes at red-optical wavelengths

Fig.[d compares the wavelength regimes used to make precisio
dial velocities. We note that by utilising the 0.62 - 0,9 region,

we use almost the same wavelength extent/aspPswhich covers
0.38-0.69um. The fluxes observed witillke are shown for an

M5.5V spectrum and an M9V spectrum. The spectral energy dis-

tributions are determined from the observations with no 8ak-
bration, and thus include the spectral energy distributfdhe stars
and the response of the telescope and instrument (i.e. C@b-qu
tum efficiency and instrumental efficiency and blaze fungtidhe
curves are derived by taking the mean counts in each spectral
der recorded on the red arm CCD of MIKE. The benefit of using
red-optical wavelengths for mid-late M dwarfs is obvioughna

(© 2010 RAS, MNRASD0O,[THI4
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recorded flux in the 0.7 - 0.@m regime that exceeds the flux mea-
sured at 0.5 - 0.um (traditionally used by surveys that utilise ThAr
oriodine reference lines), by a factor of 11.5 (M5.5V) to ®Y).
This is equivalent to a magnitude advantage-@f65 - 3.2.

The Doppler information available in these regimes is dgual
important and must be taken into consideration when edtigat
velocity precisions achievable in different wavelengtbimees, as
found by Reiners et all (2010) for example. For a M5.5V dwarf,
the total number of lines available knRPSis ~ 16,000, while the
0.6-0.9um region contains- 12,300 lines that are on average 14
per cent less deep (Brott & Hauschildt 2005). Similarly, then-
ber of lines in the 0.5 - 0.am region plotted in Fid.]1 is-10,3000,
while only ~ 7400 lines are available in the 0.6 - Qu9n region,
with relative normalised depths of 0.67. For an M5.5V dwasf;
suming Poisson statistics correlate linearly with preeisthe rel-
ative precision for a fixed integration time in the red-ogtiis ex-
pected to be 2.4 times that attained at standard opticalleraykas
with the same integration time. In other words, to obtainghme
precision at standard optical wavelengths would requigetifnes
the integration time. Similarly, for an M9V dwarf, the mosaf
Brott & Hauschildt (2005) indicate line number and depthost
(0.7-0.9um / 0.5-0.7um) of 0.755 and 0.925 respectively. Pre-
cision increases by 3.6 times when working in the red-optma
equivalently integration times of onky1/13 are required to achieve
the same precision as standard optical wavelength surveys.

3 WAVELENGTH CALIBRATION

Wavelength calibrations were made by an initial order-byeo
identification of suitable lines using the ThAr wavelengfhsb-
lished byl Lovis & Pepel (2007), which are estimated to enable a
calibration (i.e. global) r.m.s to better than 20 crhdor HARPS
(seef?). Pixel positions were initially identified for a singlecars-
ing a simple Gaussian fit. For each subsequent arc, a crassrma
was made followed by a multiple-Gaussian (up to three psjfiie
around each identified line using a Levenberg-Marquardhditl-
gorithm (Press et al. 1986) to obtain the pixel position afeline
centre. The Lovis & Pepe line list was optimised foxrRPSat R

= 110,000, while our observations were made at-B5,000 ne-
cessitating rejection of some lines. Using a multiple Geums§it
enables the effect of any nearby lines to be accounted fdnen t
fit that also included a first order (straight line) backgrbuAny
lines closer than the instrumental FWHM were not used. Binal
for each order, any remaining outliers were removed aftendita
cubic-polynomial. In addition, any lines that were not detently
yielding a good fit for all arc frames throughout both nighis (
within 3-sigma of the cubic fits) were removed. A total of 32-7
lines were available for the orders centered at 6363 - A47Bor
the redder orders centered at 7636 - 88118 - 25 lines were avail-
able. To improve stability, we made a two dimensional wavgile
calibration, with 4 coefficients in the dispersion direatind 7 co-
efficients in the cross-dispersion direction. By iterdgivesjecting
outlying pixels from the fit, we found that of the input 575d8)
clipping the 15 furthest outliers yielded the most consisti¢ from
one solution to the next. Sigma clipping has the potentiegitoove
blocks of lines in a given region and we found this to give k&ss
ble solutions. Of the 575 input lines, we clipped 15 from efaghne
leaving a total of 550 lines for each solution. The zero pomts.
(i.e. the r.m.s. by combining all lines) is found to be 8%#3.32
ms~ L. Wavelength calibration precision could be improved, i th
reddest orders at least, whexe> 0.85um, by simultaneously us-
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Star SpT Imag Exp wvsin:  S/IN (extracted) S/N (deconvolved)  Number of observations
[s] kms!

GJ 1002 M55V 102 300 <5 113 4610 8

GJ 1061 M5.5V 9.5 300 <5 163 7400 12

GJ 1286 M5.5V 11.1 350 <5 84 3480 8

GJ 3128 M6V 11.1 350 <5 84 3480 8

SO J025300.5+165258 M7V 10.7 350 <5 90 3150 9

LHS 132 M8V 13.8 500 <5 25 875 4

LP944-20 MoV 13.3 500 30 44 1540 7

Table 1. List of targets observed on November 21 & 22 with their estédaspectral types, | band magnitudesin: values (Jenkins et al., In prep.) and
exposure times. Extracted S/N ratio and S/N ratio after aleadation are tabulated in columns 6 & 7. Column 8 lists thaltaumber of observations on each

target.

ing a ThAr and UNe lamps. The UNe lamp has been shown to pro- mirror when alternating between ThAr observations andneee

vide around 6 times more lines in this region than the ThArdam
(Redman et al. 2011).

We find that despite a precision of sub 10 Thon a given
wavelength solution, the solution from one ThAr frame to et
yields r.m.s. residuals of 30-80 m& The difference does not
show a constant shift or tilt across all orders but may apeatom
from one order to the next indicating that the long term soituts
in fact not stable. The dynamic range of the ThAr lines used wa
however large, so that weak lines, especially in the redddero
where fewer lines per order are available, contribute tes $¢able
solution that is desirable. A total of 88 per cent of the lipessess
strengths that arg 0.05 of the maximum line used (even consider-
ing the removal of lines that peaked with more than 50000 toun
before extraction), with most of these lines possessing arfew
thousand counts above the bias level.

3.1 Stability of MIKE

In Fig.[2, we illustrate the stability oftikE by cross-correlating
ThAr frames. This enables us to ascertain our precision viften
terpolating our reference velocity for each target obsemaThe
MIKE User's Guidd indicates that the instrument is stable at the
~ 1 pixel level (in the cross-dispersion direction), owingstoall
temperature changes through the night. However[Fig. 2cinifia
dicates that use afiike as a precision radial velocity instrument
requires that a simultaneous reference fiducial be usedngiso
tent results are to be achieved. The crosses joined by soéd |
represent the drift in ms' as a function of frame number (cov-
ering all science frames taken throughout the night). Theheal
regions represent times at which the telescope was poiatitige
same right ascension and declination; in other words, naeiste
occurred during these intervals. Nevertheless, it can ba et
large shifts of the instrument take place during these vatsr In
some cases, particularly on the second night, the wavéieaut
pears to have drifted by 500 ms!, or ~ 0.25 pixels between arc
observations. In many cases, the drift is somewhat les|&artly
severely prohibits our ability to make precision radiabgity mea-
surements o& 10 ms™! by relying on ThAr measurements.
Moreover, inspection of telluric lines indicates changepa-
sition that do no correlate with the arc lines. We suspedtttiia
apparent discrepancy, and the semi-random nature of theumseh
offsets may arise from mechanical movement of the calibmnati

L http://iwww.ucolick.orgi-rabMiKE /usersguide.html

target observations.

3.2 Precision velocity measurements witivikKe

While Fig.[2 indicates that the ThAr lines can shift by largen-
tities, Fig[3 demonstrates the relationship between thr hifts
and the shifts from telluric lines (i.e. the telluric lines dot show
the same shifts as the ThAr lines). The plot shows the relatift
in pixels as a function of pixel for all orders, clearly indtng that
a tilt is also present. We measured the strongest telluraslirom
observations of GJ1061 since this object has the highestSIBD.
We measured the telluric line positions in the same manndeas
scribed above for the ThAr frames. Plotted in IEiy. 3 are thiftssh
relative to the first observation of GJ 1061 on the first nightan
be seen that there is a significant shift, even between theopai
observations, which were made together with a ThAr obsienvat
between them. Similarly, we compared the ThAr frame between
these two observations with that taken immediately afterfitst
GJ 1061 observation. The scatter in the telluric lines isgi@at to
give a reliable tilt measurement, but the ThAr relationshipuch
tighter. Nevertheless, the tilt appears to be approximdltel same
for the tellurics and the ThAr frames, even of the shift idediént.
The similarity of tilt, but differing shift is seen for otheairs of ob-
servations of GJ 1061. However, owing to the larger scagten $n
telluric pixel positions for all other objects (which typity possess
0.5-0.75 of the S/N of our GJ1061 observations), we are artabl
easily see the tilt.

Our strategy for making precision radial velocities sterogf
the above observations. We assume that the local wavelsolyth
tion can be described as a shift and a tilt relative to a singlster
spectrum. Since we find that the local 2D wavelength solutin
sults in variations of 30-80 ms (§3 above), we instead use the
relative tilt in each wavelength solution to correct the teawave-
length frame (chosen as the wavelength solution at the cftatt-
servations for each target star). Since the tilt is deriveddm-
bining all ThAr orders, we then apply this uniformly to each o
der in turn for the relevant ThAr observation that is madevieen
each observation pair. This procedure is effectively eajaivt to
allowing only the low order terms to vary in the 2D wavelength
lution. Each wavelength corrected frame is then used to rttake
subsequent deconvolved profiles (see &) for the pair of ob-
servations that bracket it. The local shift for a given olsation is
made by measuring thehift of the telluric lines since this shift is
not the same as that seen in the ThAr frames. Since this &ier
is assumed to apply to both the stellar and telluric lines fiim-

(© 2010 RAS, MNRASD00 [TH14
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Figure 2. Stability of MIKE on the 21st (top) and 22nd (bottom) measured
using cross-correlation of ThAr lines (crosses joined Hiddime). Velocity

in ms~1 is plotted against observed frame sequence number. Alsteglo
are the corresponding temperature variation of the dewautta® position
(as altitude and azimuth) of the telescope. The temperetuneasured in K
and multiplied by 1000, while the azimuth can be read diyeictldegrees.
The telescope altitude is multiplied by 4 for clarity. Thetdieed regions
indicated periods over which the telescope was pointingfixed RA and
Dec on the sky (i.e. tracking), and over which no slewing ef télescope
took place.

ited by the stability of the telluric lines. However, the tion,
even for significant shifts only affects the zero point wawgjth
in our calculations. For example, even a shift of 1 pixel (eau
lent to 2124 ms') at 8000A modifies the zero point wavelength
by AX = MAv/c = 0.057A. The corresponding velocity error
arising from a 0.057 shift error (o = 8000 =+ 0.057) is only
~0.015mst.

4 PRECISION RADIAL VELOCITIES OF M DWARF
SPECTRA

Since we are unable to achieve the desired sensitivity fecipr
sion radial velocities using the internal ThAr emissiorelsource,
an alternative simultaneous fiducial is needed. To dateptiy
gas cellto be identified for precision work at optical wavelengths

uses iodine @) as a reference fiducial (Marcy & Bufller 1992) as it

(© 2010 RAS, MNRASD00,[THI4
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Figure 3. Comparison of Telluric shifts and ThAr shifts. The tellulices
positions were obtained from the second pair of observatafnGJ 1061
(our target with the highest S/N) on the first night. The shifte plotted
relative to the first observation of GJ 1061 as plus symbef$)@nd crosses
(green). Similarly the shift in the ThAr positions is plattéor the ThAr
frame taken between the GJ 1061 observation pair relatitreetéirst ThAr
frame (taken after the first GJ 1061 frame) and are plottedradl points
(blue).

possesses a rich source of absorption lines. However, 48 Higs-
trates, thed lines do not extend to the wavelengths we are using. In
the near infrared, there has been some effort made towasusfig

ing suitable cells (e.g. Mahadevan & Ge 2009), while the soiy-
cessful infrared gas cell survey has utilised as\fds cell that pro-
vides lines in the K ban lal. 2010). The use of a lasabc

to provide regularly spaced reference lirles (Steinmett 2088)
has now demonstrated 10 mison stellar target12),
although this technology is still being developed (at irdchwave-
lengths) and currently remains an expensive choice. Theawalil-
able option for our data is to investigate the possibilityratking
use of the numerous telluric reference lines available inspec-
tra. Hence the intuitive requirement of stellar spectrgiaes that
are void of atmospheric lines is replaced by a strategy ttekes
full use of the recorded spectral range in each exposure.rd/e a
therefore faced with a situation where the observed spactimnd
reference lines are often superimposed, in much the samaanan
aswhen using a gas cell inserted into the instrument light p@&ilr
adopted method is dictated by the nature of the spectra isethee
that we do not possess a reliable stellar template spectratrist
free of the reference spectrum (the telluric lines in thsgaWhile
accurate reference spectra can be derived from atmosphede
els, the stellar spectra, at least at high resolution, araigbly ac-
curate, necessitating a semi-empirical approach. Rdtherdross-
correlating small regions of spectra and optimally co-addiwve
employ a hybrid of the iodine technique of Marcy et al. and the
ThAr method first described by Baranne et al. (1996) and new in
corporated into the HARPS pipeline.

4.1 Least Squares Deconvolution

We have applied least squares deconvolution (LSD) to owtspe
to derive a single high S/N line profile for each observed speat
In order to disentangle the stellar signature from the tiellsigna-
ture, we apply the technique using models that represerstéfiar
lines and the telluric lines individually i.e. a stellar difist and
telluric line list giving line positions and normalised dirdepths.
Hence, two simultaneous high S/N ratio line profiles areveek;
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one from the stellar lines and one from the telluric linese Te-
convolved profiles are derived in velocity space, enablingpdrel-
ative shifts to be measured.

The deconvolution procedure has been used in a number of

applications but was first implemented lby Donati etial. ()87
boost the S/N in weak Stokes V profiles in noisy, high resotuti
timeseries spectra, thereby enabling indirect stellarrmatig im-
ages to be derived. It was also implemented by Barnes et88{1
to similarly enable inversion of intensity profiles to preguhigh
resolution surface brightness maps of relatively fairgjdly rotat-
ing Alpha Persei G dwarfs. More recently, the procedure leanb
used to search for the weak signature of planetary signdifgim
resolution opticall(Collier Cameron et al. 1999, 2002; lhedt al.
2003b) and infrared_(Barnes et al. 2007a,b, 2008, 12010)trspec
LSD is also effective for deriving accuratesini values for low
S/N spectra that do not necessarily contain strong phogogph
lines. Thev sini values of a number of M dwarfs were derived in
this way in Jenkins et al. (2009). We employ the same teclenigu
Jenkins et al. (in prep.) to derive thesin: values for our sample of
M dwarfs in this paper.

matrix, «, is effectively a weighting mask which only includes the
regions of spectrum over the desired deconvolution rangeaire-
length/velocity space.

Simply convolving the normalised, observed spectrum (ele-
ments,r;) with the matrix,c, i.e.

Tk =Y kT,
i

would be equivalent to co-adding all the weighted lines endhject
spectrum which occur in the synthetic line list, but would pi@p-
erly account for the effects of blended lines. Blending esdn all
spectra to some degree, being dependent on instrumerdhlties
and astrophysical properties, including stellar rotatidime broad-
ening. Blending occurs when there is more than one set okzeom-
k elements pej element in the design matrix. The least squares de-
convolution process means that the number of lines whichbean
used is independent of the degree of blending.

The output least squares profile is binned at the averagé pixe
resolution of the object spectrum and is determined by the ci

©)

Although the method has been described before, here we givethe CCD pixels (approx. 2.1-2.2 kms in the case of OUMIKE

a detailed account of our implementation to emphasize fiap
tion to precision radial velocity measurements. If the dwobved
profile elements are denoted by, then the predicted datp; (i.e.
the convolution of the line list and deconvolved profile)n dae
written as

Pi =) QjkZk, 1)
K

The elements of théV; x N matrix, c, are defined by the line
depthsd;, and the triangular interpolation functiofi(z), as

aje =y dil(x) &)
where
m:(vk—c<)\j_)\i>)/Av, )
Ai
and
d; = depth of linel
A: = wavelength of line
A; = wavelength of spectrum pixgl
vy, = radial velocity of profile birk
Awv = velocity increment per pixel in deconvolved profile
The triangular functiom\(z) is such that
Alz) =14z for —-1<z<0
=l—z for O<z<1 4)
=0 elsewhere

In this way, the weight of each spectrum elem@nis partitioned
across 2 or more pixel&, This interpolation in velocity space from
each observed line to the deconvolved line thus takes atadun
the change in dispersion seen across the spectral ordemse tée
sparse matrixx is built up such that it contains minor diagonals,
usually with pairs of partitioned elements#rfor each element or
pixel in j. In other words, the method given in equati@hg]2, 3 and
[ is defined such that the interpolated pairs of elements, iat

a givenj, add to give the depth of lingin question. The design

observations). Generally the velocity range over whichdéeon-
volution takes place is chosen to include continuum on egfde

of the profile. They? function is used to obtain the inverse variance
weighted fit of the convolution of the line list with the desoived
profile to the normalised and continuum-subtracted spectry

- > ajkzk)2 ©)

2 Tj
v (P
J
The equation is minimised by finding the solution to the setpfa-
tions

2
X" _
0zk

@)

where the unknown quantity is the least squares prafile, This
yields

1 1
DomD ey anm=) —ariy o (8)
j J Kk 1 j J k
The deconvolution process can be given in the same form a&-Equ
tion 4 in|Donati et al.|(1997). If the inverse variancesﬁl/are
contained in the the vectol/, and the spectrum elementg in
the vector,R, the solution can be written in matrix form as

z=(aTV.a)'aT.V.R 9)

The right hand part of Equatidn 9 (i.e”.V.R) is the cross-
correlation of the observed spectrum with the line masks Tas
mentioned above, is the weighted mean of all the lines. Thitisn
however gives flat continuum outside the least squares ueleul
profile, free of side lobes from blends, provided that the liist
used is reasonably comprehensive, and the weights cofleeto-
lution therefore effectively cleans the cross-correlatiector from
the square symmetrical auto-correlation matéX.V ... The so-
lution to equatiofi 19 requires the inverse of the auto-cati@h ma-
trix to be determined. This can be found by making use of ablst
fast inversion routine such as Cholesky Decompositionangdy
Press et all (1936).

(© 2010 RAS, MNRASD00 [TH14
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GJ 1002 GJ 1061 LHS 132
HJD RV ARV HJID RV ARV HJD RV ARV
(2400000+) [ms1] [ms™1] (2400000+) [ms1]  [ms—1] (2400000+) [ms1]  [ms—!]
55522.538975 8.18 11.47 55522.578698 13.14 6.69 55523602 27.25 20.32
55522.546660 14.97 8.56 55522.585098 30.05 3.88 555235806 20.27 32.18
55522.666140 38.07 11.97 55522.691451 -0.94 6.04 555236680 -0.08 22.65
55522.672159 46.16 14.12 55522.697410 -9.24 6.03 55528960 -47.45 43.58
55523.537970 -10.85 7.70 55522.760129 -17.53 16.32
55523.545250 -33.82 14.95 55522.766101 -3.16 4.68 LP 944-2
55523.658340 -39.21 16.76 55522.852187 -13.86 11.21
55523.665500 -26.14 17.24 55522.858298 -24.38 12.80 5552223 -41.88 36.58
55523.565640 2.53 4.49 55522.622729 185.47 57.42
55523.574010 -0.11 3.29 55522.626982  -130.88 80.21
55523.687180 2.70 14.34 55523.626580 -55.87 45.55
55523.694340 20.80 22.70 55523.630760 43.17 125.84
GJ 1286 GJ 3128 SO J025300+165258
HJID RV ARV HJID RV ARV HJID RV ARV
(2400000+) [ms1] [ms~1] (2400000+) [ms1] [ms—1] (2400000+) [ms1] [ms!]
55522.524989 6.87 8.26 55522.529716 -52.31 9.02 555228607 31.20 9.44
55522.532083 24.11 9.56 55522.533941 -43.36 7.72 55522881  30.96 7.03
55522.617712 27.17 7.68 55522.591953 95.24 4.69 5552722608 77.90 9.05
55522.624517 19.41 7.27 55522.595020 109.71 8.51 5552P761  89.68 9.95
55523.522780 -15.00 8.43 55523.528760 -112.24 10.51 5592870 -10.63 5.36
55523.529990 -13.07 8.98 55523.531840 -97.95 11.69 5662810 -23.29 9.41
55523.614100 -20.65 8.64 55523.588880 29.41 11.00 5562330 -23.52 6.81
55523.621280 -29.27 10.21 55523.592470 71.51 11.42 552310 -84.51 13.88
55523.734950 -87.80 18.23

Table 2. Radial velocities and cross-correlation uncertaintiesfch target.

4.2 Deconvolution line lists

For successful deconvolution, we require a good line list to
represent both the synthetic telluric spectrum and thelastel
spectrum. Since we find that spectra for mid-late M dwarfs
(Brott & Hauschildt 2005) do not adequately reproduce tine li
positions and strengths at the resolutions we are workingvat
have adopted a semi-empirical approach for deriving lisis.lWe
shifted and co-added spectra for one of our higher S/N tai@i
1002). Once a high S/N ratio template is obtained (S/N = 32alfo
co-added GJ 1002 frames), we simply search for absorptias li
and find the line position by cubic interpolation of the linere.
The line depths are measured at the same time for weightitigin
deconvolution. We also included a S/N selection critermavoid
selecting noise features as lines. Since we do not use liatsite
weaker than 0.05 of the normalised depth, this should bedadoi
anyway since even lines with a depth of 0.05 are 16 sigma aheve
noise level. Finally, the lines in the stellar line list thegre either
close to known telluric lines (see below), or actual tetiuines,
were rejected to remove the possibility of cross-contationaThe
line list is not ideal since it is derived at the same resohluis the
observation, whereas a higher resolution spectrum woubteb-
able to disentangle blends. Nevertheless, any incorregtieagth
positions from blended lines will be treated the same wayene
deconvolution of a given target star.

To generate the synthetic telluric spectra, we use the Line
By Line Radiative Transfer ModelLBLRTM) code (Clough et al.
1992,/ 2005), which is distributed by Atmospheric and Enwiro
mental Research (AER) The code uses the most up to date

2 http://rtweb.aer.com

(© 2010 RAS, MNRASD00,[THI4

versions of theHITRAN 2008 molecular spectroscopic database
(Rothman et dl. 2009). We generate a reference spectrunglat hi
resolution, using a meteorological sounding provided by Ré-
sources LaboratoryaR LE. The soundings are available at a time
resolution of 3 hours for the longitude and latitude of Lasnca
panas Observatory. The sounding contains an atmosphes@r-ob
vation containing wind speed, wind direction, temperatutew
point and pressure at a range of atmospheric heights anads us
by LBLRTM to generate synthetic spectra for the current location
and conditions. Our telluric line list is generated from ference
synthetic spectrum with a sounding taken on the first nighbser-
vations at Las Campanas observatory for an altitude of 66edsg
Once a high resolution normalised spectrum is generateua

a line list in the same manner as described above for thestell
lines, although contamination and S/N effects in this inctaare
not relevant.

4.3 Derivation of radial velocities

Radial velocity measurements are made by subtraction ohtee
sured velocity centre of the deconvolved stellar profildwéspect

to the deconvolved telluric profile for each spectrum. Weaiger-
sion of theHCcRossalgorithm of Heavens (1993) which is in turn
a modification of the Tonry & Davis (1979) cross-correlatiain
gorithm. HCROSSapplies a more accurate, robust algorithm that
employs the theory of peaks in Gaussian noise to determicerun
tainties in the cross-correlation peak. Since the routivigch is
part of the Starlink packageriGARO (now distributed by the Joint

3 http://ready.arl.noaa.gov/READYamnet.php
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Figure 4. Right panel: Deconvolved profiles for GJ 1002 plotted in orde
of observation from top to bottom. The left panel shows theusianeously
deconvolved telluric profiles. Error bars are also plottatitbo small to be
visible.

Astronomy Centﬂ), was originally intended for measurement of
galaxy redshifts in low S/N spectra, we have made a minor flnodi
cation to output both shift, and shift uncertainty, in psel

A master stellar line is derived by cross-correlating angal
ing all deconvolved stellar lines. The master line is usadafa
cross-correlation template since it more closely reprisseach in-
dividual line as opposed to using a simple Gaussian, Loigamntz
or Voigt profile. A similar procedure is carried out for thelueic
lines before the subtraction of pairs of stellar and tetluneasure-
ments can be made. Finally, we apply the barycentric coomrt
at the mid-time of each observation to correct our velogitéethe
solar-system centre. The final velocities are arbitrarydemeénd on
the stellar line lists used (i.e. the radial velocity of GD2) With
our small sample spanning two days, we have opted to sultt@ct
mean velocity from all data points of each target. With higieso-
lution template spectra, we will determine the absolutedemtric
radial velocity of each observation in future work.

5 RESULTS
5.1 Target star radial velocities

Our small sample of 7 bright mid-late M dwarf stars enabled on
to two sets of observations to be made on each night. An exam-
ple of the deconvolved profiles, plotted for GJ 1002, is shawn
Fig.[4. To monitor stability and reproducibility of resyltse ob-
served each target twice in a single pointing, with an inetiate
ThAr frame, as discussed above. After extraction, we obthB/N
ratios of~25 - 160, which after deconvolution yielded single lines
with S/N ratios of 875 -7400. The vital statistics of eaclr,st&
cluding the total number of observations are listed in TEbl€he
radial velocities derived from our targets are listed inlé@hand
plotted in Fig[h. Statistics, pertaining to precision of theasure-
ments are given in Tablé 3. We are confident that the erranatgs
from HCROSSare a good representation of the cross-correlation
uncertainties. This is illustrated by columns 4 and 5 whigleg

4 http://starlink.jach.hawaii.edu/starlink

theHcRosserror and the mean difference between pairs of obser-
vations for each object. In other words, over the short traks

on which pairs of observations are made (with no slewing ef th
telescope), the scatter in the points agrees well with tlesser
correlation error estimate. While this also holds for GJ&8then

the last observation pair (with a difference of 42hyis excluded,

the much higher sini and low S/N ratio of LP 944-20 may be the
cause of the breakdown of this one-to-one relationshiprélaee
also only twopairs of observations of LP 944-20 since the first was
a single observation.

In Table[3, the final column lists the discrepancy between the
HCRoOsserror and the scatter. The value is simply that which added
in quadrature to theicrosserror leads to the observed scatter in
the observations. As such it represents any further unateddor
errors in the measurement, which may be astrophysicatumstn-
tal, a real planetary signal, or a combination of these facta the
next section we discuss such possible causes further.

The flattest RV curve is exhibited by GJ 1061, with an overall
r.m.s. scatter of 15.7 ms, comparable with the cross-correlation
uncertainty of 9.37 ms! derived viaHcROSS While the GJ 1286
RV curve is relatively flat, the overall scatter is more thaice
the estimated error. In the case of GJ 1002, this discrepancy
closer to a factor of 3. Although LHS 132 appears relativedy, fl
we again emphasise that there are only two pairs of obsenti
of this object, both taken at almost the same time on eaclht.nigh
No discernible variation is found in LP944-20 which shows th
largest scatter and errors, owing to its late spectral tymehagh
vsini. To the contrary, GJ 3128 shows the same rising trend on
each night of observations with a scatter that-i) times the er-
ror estimate. Perhaps the most interesting RV curve is @rhiby
S0 J025300+165258, where a rising trend is seen on nighiobne f
lowed by a falling trend on the second night. We discuss G8312
and SO J025300+165258 in more detail in sectiil).

5.2 Photon noise sensitivities

To validate the technique we have carried out Monte-Cario- si
ulations to determine the radial velocity precision we &tpe
achieve as a function of S/N ratio. Synthetic spectra at R,8(b
were generated from the semi-empirical line lists that wevdd

in §4.2. The spectra contained both telluric lines and spelaties.

An observed continuum (of GJ1002) was used to mimic the eount
across the whole spectrum, thereby accounting for the igpégpe
and instrumental response (e.g. quantum efficiency ane fflewx-
tion) of MIKEat R~35,000. Noise was then added to the spectrum,
and subjected to out pipeline procedure for deriving ragédbc-
ities. This procedure was carried out 100 times at each Si#\,le
resulting in 100 radial velocities from which the scattadicating
the measurement precision was derived. The results arenstoow
mid-M dwarfs in Fig[$ for non-rotating stars. For the S/Ngarof
25-160 seen in our sample of stars, the photon limited goetis
1.7-11 ms! respectively. The right panel of Figl 6 demonstrates
that with 10 ms* precision (for example by tellurics), there is little
benefit in obtaining spectra with S/N ratips100.

The lower curves plotted in Fif] 6 (line joined by open cir-
cles) show the precision attainable from tellurics alomeligat-
ing that they possess the larger contribution for losin: (i.e
vsini < 5 kms™1). For zero rotation«sini = 0 kms™1), the tel-
luric cross-correlation uncertainties in the simulatioe & 1.5
times the stellar uncertainties. For example, with S/N = 484
vsini=0kms™', the telluric and stellar contributions are 1.5
ms ! and 2.2 ms! respectively. The combined precision of

(© 2010 RAS, MNRASD00 [TH14
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Figure 5. 2010 November 21 & 22 heliocentric corrected radial veloaiteasurements for the 7 M dwarfs, GJ 1002, GJ 1286 and GJ Blb63128, SO
J025300+165258, LHS 132 and LP944-20. The measuremenésmamte by deconvolving the spectral lines in each frame irsimgle high S/N profile.
The same procedure is applied to each telluric frame. Thedrdal dashed line simply represents the mean velocityp)z&he pre-deconvolution S/N ratio,

mean cross-correlation errer, and r.m.s. scatter in all points are given for each starGxbB128 and SO J025300+165258, which both exhibit significan

radial velocity variations, we fit a sinusoidal velocity een(se€s6.1 for discussion).
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2.6 ms™! is similar to that achieved using andell andvLT-UT2 +
UVES for the Barnard's star (M4V) _(Kurster etlal. 2003) and Prox-
ima Centauri (M5V)[(Endl & Kirstér 2008). We note howeveatth
both objects possess earlier spectral types and addigipmare
observed using an image slicer at a much higher resolutiéh-of
100,000. A direct comparison of precision and efficiencye @so
§2.2) requires further simulations at other wavelengthstanade,
although increased resolution would clearly improve oomaated
precision further. We reiterate that telluric stabilitylwieverthe-
less ultimately limit precision to a few ms.

6 DISCUSSION

While precision of a few 10s of ms has been demonstrated by
our results presented in Figl. 5, it is clear that the obsiematdo
not reach the Poisson noise limit. Our simulations (Eign@jdate

a photon noise limit of order 2.4 ms for our brightest target, GJ
1061 (i.e. at S/N = 163). For GJ 1002 (S/N = 113), the photosenoi
limit is 3.3 ms™! and similarly for GJ 1286 and GJ 3128 (S/N =
84), the limit is 4.4 ms'. For a modest S/N = 25, as for LHS 132,
we expect a limiting precision of 14.5 m&. With the exception

of this latter case, for which we anyhow only have two observa
tions, the photon-noise limit is clearly not sufficient tqéain the
discrepancy between the r.m.s. scatter in the points andrtoe
bars listed in TablE]l3. LP944-20 is a rapid rotator witsini ~ 35
kms™! and our estimated photon noise limit (not shown in Table
[B) at S/N = 44 is 99 mis' and therefore in reasonable agreement
with both the error and scatter, which is smaller than thiedihce
between pairs of observations. More data is needed on thisdfi
object which has a highsini(Jenkins et al., In prep.), even among
M dwarfs (Jenkins et al. 2009).

The question of telluric stability has been tackled in a num-
ber of publications. Measurements of Arcturus and Procyerew
made with~50 ms™! precision by _Griffin & Griffin (1973). A
number of authors, including Snellen (2004) have demotesira
that sub-10 ms' is achievable by observing4® lines at wave-
lengths longer than 0.6m.[Gray & Brown (2006) however found
25ms * precision from telluric observations ef Ceti. More re-
cently|Figueira et al.| (20110) have investigated the use lbfrie
features over timescales of a few days to several years byurieg
the stability of some of the stronger@nes found inHARPSobser-
vations. Their observations indicate that for bright t&sgaich as
Tau Ceti, precision of 5 ms™! is achievable on timescales of 1-8
d when observing at airmasses restricteg td.5 (altitude>42°).
Inclusion of data at all air masses 2.2, altitude> 27°) enables
precision of~ 10 ms™! to be achieved. Over longer timescales of
1-6 years, the same precision of 10 ms™! is found. In other
words, atmospheric phenomena are found to induce radiativel
variations in telluric lines at the 1-10 m$ level, but can largely
be corrected for. Moreover, and importantly, simple fittwfgat-
mospheric effects, including asymmetries found in moleclihes
that vary as a function of altitude, and wind speed, enahbleco
tions down to~ 2 ms™! to be made. Figueira et al. find that this
is twice the photon noise limit of their observations. If welude
a 10 ms* uncertainty into our error budget, our overall contribu-
tion from tellurics and photon noise ranges from 10.2 M§GJ
1002) to 17.6 ms! (LHS 132). This simple argument is almost
sufficient to declare the radial velocity curve of GJ 1061 edlat
within our uncertainties since the estimated discreparstgd in
Table[3 is 12.6 ms!. Again, the same argument may be made for
LHS 132, but clearly more observations are needed. The rémggai
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Figure 6. Left: Simulation showing the Poisson noise limited premisof
our radial velocity method applied to MIKE for 0.62 - 0.8®n with R =
35,000. The simulation includes both the stellar and tellline contri-
butions. The curves are plotted for stellar rotationvaini = 0, 5, 10 &
20 kms~1. Right: The same curves showing the simulation with a 10 s
telluric uncertainty added in quadrature. In both panetsitiwest curve
(open circles) indicates the limiting precision which is bg the telluric
lines.

M5.5V stars require modest (GJ 1286) to significant (GJ 1@@2)
ditional uncertainties to explain their discrepanciesilevJ 3128
and SO J025300+165258 both show more significant discrepan-
cies. It is additionally worth noting that all observatiafssJ 3128
were observed in the airmass range 1.38-1.43{48°), while SO
J025300+165258 was observed with an airmass range of 170 -1
(36° -42°), so airmass effects are unlikely to lead to radial velocity
variations of order 100 ms! (seef6.1).

To investigate further the expected errors that may ar@a fr
molecular asymmetries in telluric lines, we usegl TRM to simu-
late telluric spectra at an airmass range of 1.0-2.2. At R,8(B5
we find only~ 1 ms™! variation for observations made at Las Cam-
panas. The result additionally gives a measure of any uaiogyt
from using a mismatched line list for deconvolution. All o-
sults have used a master telluric line list for an altitude. 6ence
we do not expect airmass corrections to be important untiawee
confident that we have reached precision of a few ng\ more
important consideration potentially arises from wind sperd di-
rection. Since most of the lines in our line list are watensiions,
we expect the lines to form at lower altitudes. The soundirggsd
(seef4.2) byLBLTRM give wind direction and speed for altitudes
in the range~2 - 27 kms™*. Since the water lines form largely at
lower altitude, we note that the wind speed over the two sight
of observations is< 10 ms ™! on both nights. Additionally, the
wind direction changes by onl20°, giving a maximum differ-
ence between the two nights ©f0.6 ms™*. With a wind vector of
360° (Northerly), at altitudes<5000 m, the maximum wind speed
seen by a star at altitude 4@n a 10 ms ! wind is 10cos(40) =
7.7 ms! during our two night observing run. Of course in real-
ity, the differential is somewhat less since high declioatstars
only traverse a small range of azimuth angles. For a nosthérid
at Southern latitudes, intermediate latitude stars temvargreater
range of azimuth angles, but will never see as much as thecpedd
full 7.7 ms™! variation. We are therefore confident that in the ab-
sence of high precision measurements, telluric velocityemions
can not give the radial velocity variations seen in some ofstars.
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Object SIN Error MeamAOP  r.m.s. scatter  Discrepancy Photon limited
[ms—1] [ms—1] [ms™1] [ms—1] precision [ms™!]

GJ 1002 113 12.8 12.7 32.4 29.7 3.3

GJ 1061 163 9.37 11.8 15.7 12.6 2.5

GJ 1286 84 8.63 8.88 221 20.3 4.4

GJ 3128 84 8.80 20.0(12.6) 87.7 87.2 4.4

SO J025300+165258 90 9.91 7.0 63.3 62.5 4.2
LHS 132 25 29.7 27.2 33.7 16.0 14.5
LP944-20 44 69.1 208 121 99.3 7.6

Table 3. Radial velocity errors for each target. The third columnhie error derived from the cross-correlation analysis. @olut (AOP) is the mean

uncertainty of the pairs of radial velocity points. Columis3he r.m.s. scatter of all observations for the objectdatdid. The value in brackets for GJ 3128
excludes the final pair which result in the higher value o020hen all pairs are considered (see also Fig. 4). Column$the discrepancy between the
scatter and the errors (columns 3 and 4), indicating the matgmof other radial velocity components (i.e. planetagnal or noise) and column 7 gives the

photon limited precision withvIKE.

As MIKE does not have an image derotator itis not able to keep

the slit at the parallactic angle (it is set such that theishertical

at 30 from the Zenith (altitude = 6Q. It is unclear whether this
should have an effect on the measured radial velocities.ndglat
reasonably expect that to first order, any slit effects waadcel
owing to the reference lines and stellar lines followingshene op-
tical path in the instrument. There is no clear systematioection
that can be applied to all the objects that appears to coireah
empirical manner, for the slit tilt.

6.1 Planetary candidates?

Although GJ 3128 appears to show significant radial velogiy-
ations that are at 0of the cross-correlation errors, the same as-
cending RVs of both observation pairs on both nights raikes t
possibility of an as yet unidentified one day aliasing effdtte
radial velocity points can be fit with a simple sinusoidal veur
with a period of P = 0.511 d, an amplitude ok, = 209.4 ms*
and a residual r.m.s. of 1.8 m&. A circular (eccentricity, e = 0)
planetary orbit of this period and amplitude could be indlbg
a mp sini = 3.29 Myep, planet in a very close 0.0058 AU orbit
(i.e. 8.31 R). We note also that under the assumption of a max-
imumwsini =5 kms ™!, the minimum period of the GJ 3128, with
R =0.15R; (Reid & Hawley 2005| Kaltenegger & Traub 2009),
would be P~1.52 d, quite distinct from the RV signal. Importantly,
Fig.[4 shows that GJ 3128 exhibits flaring activity. Our setoh-
servation shows clear evidence of such an event which hdwedus
Ha into emission. This interesting phenomenon confirms the find
ings of|Reiners (2009), already discusse¢1nand demonstrates
that we are not sensitive to flaring events at the level of oer p
cision since the first pair of points do not show significariah
velocity differences. Moreover, since no further strongifig is
seen in the remaining spectra, we believe that such eveatddsh
not be responsible for the RV variation seen in GJ 3128. We als
emphasise that we exclude a regionto? A surrounding Hy from
our deconvolution.

Our most promising candidate for a stellar radial velocity

GJ 3128 - Ha spectral region

Normalised flux

6558 6560 6562 6564 6566 6568 6570
Wavelength [A]

0.2
6556

SO J025300.5+165258 — Ha spectral region

Normalised flux

04 | ) b

6558 6560 6562 6564 6566 6570 6572

Wavelength [A]

6568

Figure 7. The normalised spectral region around lfbr all GJ 3128 and
S0 J025300.5+165258 spectra. For GJ 3128, the second atigerfrom
the first night shows clear evidence of a flaring event whichfneshed K
into emission. SO J025300.5+165258 shows thati$lvariable from one
spectrum to the next, over all 9 spectra. No other spectra his degree
of variability.

for a planet and clearly further observations are requiredact,
perhaps Fig[]7 shows that in fact SO J025300.5+165258 is the
most chromospherically active star in our sample, but onbtne

sis of our GJ 3128, the Reiners (2009) results and removal of
these regions from the RV analysis, it seems unlikely thaseh

signature is exhibited by SO J025300.5+165258, which shows chromospheric variations are responsible for the RV \iariatof

a rising trend on the first night and a falling trend on the sec-
ond night. The r.m.s. scatter is at a level of 6.4f the cross-
correlation errors. A sinusoidal fit to the data indicateseaiqul

of P =2.06d with an amplitude of<. =182.7 kms* (residual
r.m.s. = 0.46 ms'). A circular planetary orbit would lead to a
mass ofn,, sini = 4.88 Myep With a = 0.014 AU, falling inside the
classical habitable zone. We emphasise that we make nosclaim

(© 2010 RAS, MNRASD00,[THI4

S0 J025300.5+165258. However, while pairs or triplets stota-
tions are consistent at the cross-correlation level, thdike also
does not show large variations on these timescalegjdmsin fact
vary from one pair/triplet to the next. Additionally, for plete-
ness, we note that no other stars exhibit significant vanatin the
Ha line region, except for the final pair of observations of G86,2
which show a slight increasedHemission.
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6.2 Line bisectors

Although we believe that chromospherically active linesntih
selves do not bias our radial velocities, the active nat@itheostar
clearly warrants further analysis of activity indicatoténe bisec-
tors are a commonly employed tool that enable line asymesetri
due to photospheric temperature inhomogeneities suclaespsts
and/or plage to be assessed (Saar & Donahue 1997). Folldkéng
same procedure as Martinez Fiorenzano let al. (2005), walaté
line bisectors to assess starspot jitter. Elg. 8 shows auidteefor
SO J025300.5+165258 for both the deconvolved stellar lares
telluric lines. The line bisectors are shown for all 9 prcfil&@he
bisector span is calculated by determining the mean biséato
two regions of the line profiles, near the top and the bottorhef
profile. Thus, any spot or spot group on the star that rotaties i
and out of view will cause variation in the span, with the s4bs
qguent line asymmetries yielding false RV signals (as defitieel
bisector span, BIS, shows an anti-correlation with RV (Desbal.
2007)). The telluric line profiles are quite asymmetric ie tme
wings, but are relatively consistent over all observatidree stel-
lar lines show more variation in the wings (i.e. at normalidepths
>0.6), but even points 5-7 (the triplet of observations orhnhig)
which show bisector morphology changes in short timesgaties
not show large variation in their RVs.

With so few observations, we find that it is in fact not possi-
ble to find a bisector-span vs RV correlation owing to thetscat
in the bisector values. We combine bisector span values fratm
the telluric and stellar lines since this should also actdomany
changes in the telluric lines. With a simple linear relasioip, itis
possible to flatten the two pairs of points on night 1, but kiais lit-
tle effect on the points from night 2. It is clear that a largember
of data points are needed at more phases before any bispator s
vs radial velocity relationship can provide useful infotioa on
the nature of radial velocity variations. However, with tatwvaria-
tion in the bisector span 6150 ms™* for SO J025300.5+165258
(92 ms ! when the large span calculate for profile 6 is removed),
we can’'t completely rule out that a trend would emerge witlreno
observations. We also find similar bisector variations in ather
stars, including our brightest target, GJ1061, which ienieless
relatively flat within the estimated cross-correlation enainties.
It is worth noting that the-1 per cent FWHM variations that we
see in our profiles also do not yield a clear (anti-)corretatas re-
ported by Boisse et al. (2011). As with SO J025300.5+165%&8,
are unable to determine a correlation for GJ 3128, but do Fiat t
the second observation (where we reported a flare, as shdwaq if
[7), is consistent with the first observation, confirming thatad
little effect on the photospheric lines. The above findings/well
be a consequence of lower contrast starspots in low temperat-
mospheres that contribute negligible stellar jitter, adtpsis that
may yield clearer answers with further data.

6.3 Detection analysis and limits

In the case of no planetary RV variations, we are sensitivdd4a
scatter) down to planet masses of\Mg, in the case of GJ 1061.
Previous simulations (Barnes et al. 2011) in the near iattar-

band have shown that only of order 20 epochs are required-to de

tect 5 Mg planets orbiting 0.1M, stars rotating withv sini= 5
kms~! and exhibiting solar-like spot activity. The simulationgp
sented in Barnes etlal. (2011) used standard periodogralysasa
to search for planetary signals in fake radial velocity esrinjected
with astrophysical starspot jitter. However an analysiseferal

Stellar Telluric
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Figure 8. Line bisector plots for all 9 observations of SO
J025300.5+165258 for the deconvolved stellar (left) lirzewl telluric
lines (right). We are unable to determine a clear bisectansgs RV
correlation, but note that we observe 143 Thsvariation in the stellar
bisector span.

marginal detections and non-detections using Bayesidmigaees
that are efficient at searching for low amplitude signalsiisydata
(Kotiranta & Tuom|2010; Tuomi 2011; Tuomi & Jones 2011) indi
cate that the number of epochs required is conservativetélng
of randomly located starspots in our 3D stellar models wasdo
to lead to non-symmetric noisefjitter distributions usthgse rou-
tines. In some instances, using the correct noise-modelteesin
the recovery of orbital parameters, where no planet had leen
detected at the 1 per cent false alarm probability level ofroare
straightforward periodogram analysis. This observatiay well
prove vital for stellar systems where the rotation periothefstar
may potentially be close to that of the planet, a distincisjmkty
for HZ planets orbiting mid-late M stars.

7 SUMMARY & PROSPECTS

By making use of the red optical spectral regions and an effici
CCD detector we have demonstrated that sub-20'nmsecision
radial velocity measurements of M dwarfs are possible whidis-u
ing a telluric reference fiducial and a wavelength extemtqoo,&)
equal to more traditional optical surveys. Two stars shaynifii
cant radial velocity variations that are consistent with RV am-
plitudes that could be induced by close orbiting planetsevEmal
Neptune masses. At this stage, with so few observation spoch
we do not argue that these are planetary in origin, although w
note that Neptune mass planets are expected (Howard etldl; 20
Wittenmyer et al. 2011; Bonfils etlal. 2011; Borucki etlal. 2p1
with a frequency that is consistent with detection rates/of 2/7.
While we find that the chromospheric activity, seen as viariain
Ha emission, is unlikely to be the cause of the variations, thase
on local consistency of observation pairs (e.g. where osernvh-
tion of a pair contains clear evidence for a strong flare) ahero
findings (Reiners 2009), further observations are requaoeshable
a fuller investigation aimed at the role of photospherie Ishape
variability.

Using simulations based on omnKe observations, we have
shown that sub-10 ms precision can potentially be achieved for
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spectra with S/IN~50. This improves to precisions of order 3
ms~! for S/N ~ 100 and 2 ms* for S/N ~ 200. Since rotation
is known to increase on average for mid-late M dwarfs, mord-mo
est precisions of 5-12 ms are more likely once rotation speeds
reach typical 10-20 ms' for M6V and M9V stars respectively
(Jenkins et &l. 2009).

Low mass M dwarf planets with ROPS 13

We see no reason why the 2 misprecision reported by
Figueira et al.(2010) can not be achieved on existing 8 ns¢tds-
scopes with existing instruments. By spectral type M6V,itadlte
zone rocky planets of Mg would be expected to induce radial
velocity variations of similar magnitude to this precisiohile the
most massive rocky planets with Id ¢ would be capable of de-

Our observations suggest that we have achieved referencetecting signals at levels of order 4@ < 20 epochs of observations

fiducial limited observations of at least one target, GJ 108fere
the discrepancy between our cross-correlation errorsctwhie
accurate on short timescales, and the overall scatter, eaaxb
plained by atmospheric variations from tellurics. Sinasthshould
in fact be sub-10 ms! during our observations, there are likely ad-
ditional uncertainties which most probably arise frerrke. We
have demonstrated that the instrument does not show a sloerve
ity drift with time, but rather that apparent drifts of a fewrdred
ms~! can be observed on relatively short timescales of a few ob-
servations. We should add thatke was not built with precision
radial velocities in mind and is not pressure or temperasiae
bilised, although the Magellan Planet Search program wyh-
ates in the optical and utilises an iodine cell is achievings*
precision|(Minniti et al. 2009; Arriagada et/al. 2010). Inist clear
whether a mechanical effect, possibly introduced by thibiion
mirror while taking arcs, or whether telescope slewing anskible
disturbance of the Nasmyth mounted instrument are resiplerfsir
these shifts. Additionally, we are unable to determine Wweethe
shifts are pseudo-random and occur only during movemertteof t
telescope and/or instrument components, or whether theeimde
of slow temperature and pressure changes throughout theang
important. If gravity settling of the instrument is signditt (esp.
after a CCD dewar refill), we would expect possible drifts pf u
to several 100 ms' during a single observation. Figl 2 appears
to indicate that the shifts are not entirely random as thegnofon-
tinue in one direction over several observations. As disedé the
previous section for the variable slit angle, owing to thaudtane-
ous measurement of reference fiducial and stellar spectannch
traverse the same optical light path, such effects may veethb
pected to cancel to first order. Nevertheless, they may ge sy

to explaining the discrepancy between residuals and oar bar
estimates.

In light of such difficulties MIKE, operating at a modest res-
olution of ~35,000 (especially when we consider that the tem-
perature and pressure stabilisedRPs operates at R = 110,000)
has demonstrated that precision radial velocities arewitfin its
grasp. This work would nevertheless clearly benefit from aemo
stable instrument operating at higher resolution. We exmercpre-
cision to scale approximately linearly with resolution tke above
estimates of photon limited noise, would potentially eeabins*
precision to be achieved on the brightest slowly rotatingwhds
at a resolution of Rv50,000. The additional S/N loss at this resolu-
tion could easily be offset by telescopes with a larger aperhan
the 6.5m Magellan Telescopes could offer. While we have aetb
able to determine the effects of a slit that does not mairgaial-
lactic angle on the sky, we expect that doing so could onlytadd
the precision (even if reddening effects at low airmass edeced
in the re-optical). Instruments such as UVES have alreadyote
strated precision of a 2-2.5 m5over 7 years using an iodine cell
(Zechmeister et al. 2009) and additionally offer greater sensi-
tivity. This opens up the potential of using the 0.9 - lu@ wave-
length region. The richness of atmospheric lines over mbiti®
range, combined with the relatively free z-band region §inetrt of
1.0um, and where M dwarf fluxes are even greater, would clearly
be of great benefit to this kind of study.
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over short timescales of days.
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