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There is nothing like looking, if you want to find something. You certainly usually
find something, if you look, but it is not always quite the something you were after.

J.R.R. Tolkien, The Hobbit
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Introduction

In this thesis the very first search of new physics beyond the Standard Model at the
Large Hadron Collider (LHC) using data from proton-proton collisions at center-
of-mass energy of 13 TeV with the CMS experiment is presented.

The Standard Model, that describes the fundamental particles and their interac-
tions, is a very solid and elegant theory, verified in many independent experiments.
However there are still many reasons to believe it is incomplete. To name some:
the theory does not incorporate the general relativity; it does not explain the asym-
metry of matter and antimatter in the universe; cosmological observations suggest
the presence of a dark matter that so far we haven’t detected because it interacts
weakly with the ordinary matter.

There are several models of new physics that predict the existence of resonances
at the TeV scale, and therefore accessible at the proton-proton collisions of the
LHC. The object of the search presented in this dissertation are narrow resonances
decaying to a pair of quarks and/or gluons, that in the detector will appear as a pair
of back-to-back hadronic jets in the transverse plane. If such a resonance exists, the
experimental signature will be a bump corresponding to the mass of the resonance
over the smoothly falling dijet mass distribution of the QCD processes.

The search is model independent: it does not assume any theoretical model but
is sensitive to any resonance that decays to a pair of jets, and the analysis technique
is simple and robust. Yet, this is an extremely powerful and promising search in
this moment, since the LHC Run 2 has just restarted in Summer 2015, after a
long shut down period from the end of 2012, and the new center-of-mass energy of
collisions of 13 TeV is almost twice with respect to the past. We will see that such
an increase in energy corresponds to much larger cross sections, especially for high
mass resonances, and this makes the search competitive with Run 1 results even
with a small dataset.

The results presented here make use of 2.4 fb−1 of data collected by the CMS
experiment in 2015 and these data have already exceeded the sensitivity of the 2012
dijet search for a large part of the spectrum to which this search is sensitive.

Chapter 1 presents a brief introduction of the strong sector of the Standard
Model, recalling the elements of Quantum Chromodynamics and its implications
for the experimental measurements of hadronic interactions. Also elements of the
physics of proton-proton interaction at hadron colliders are introduced.

As we mentioned above, there are several models that predict dijet resonances
in the mass region accessible for LHC collisions. The CMS dijet analysis that we
are going to present in this thesis compares its results to the expectations of some
theoretical models, that are described in Chapt. 2. The chapter presents also a
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ii Introduction

review of the past dijet resonance searches, focusing on the most recent results at
the LHC experiments, and concludes with a quantitative estimate of the gain in
sensitivity due to the increase in collision energy from 8 to 13 TeV, that makes this
analysis very powerful at the beginning of the LHC Run 2.

Chapter 3 is dedicated to the description of the experimental apparatus: the
Large Hadron Collider is introduced, and the Compact Muon Solenoid experiment
is described in its various subdetectors.

The main actors of the dijet analysis are hadronic jets. Jets are composite objects
and therefore not defined in a unique way: the reconstruction and the procedure to
calibrate the jet energy are described in Chapt. 4.

The central subject of this thesis is the dijet resonance search in proton-proton
collisions at

√
s = 13 TeV, and the description of the analysis is divided in the last

three chapters. Data and simulation samples, selection criteria and quality checks
are introduced in Chapt. 5. We proceed describing the signal models and the fit to
data in order to estimate the background in Chapt. 6. The fit represents basically
a test of smoothness of the observed dijet mass spectrum, and it is the core of the
analysis. The studies for the parameterization choice and the fit quality checks,
described in detail in this chapter, represent my main contribution to the analysis,
together with the development of the analysis framework and the collaboration to
the jet energy calibration.

The results and their statistical interpretation are finally presented in Chapt. 7,
concluding with a paragraph on future analysis perspectives.



Chapter 1

Elements of Standard Model
and collider physics

This first chapter aims to introduce the physics of known Standard Model processes
at a hadron collider, that represent the environment where the search for a new
resonance is performed.

Section 1.1 introduces the theory and in particular the quantum chromodynam-
ics (QCD) sector of the Standard Model.

The following Section 1.2 presents the effects of the QCD theory in hadron
collisions, describing what happens in a proton-proton interaction, the formation
of jets, the kinematics of the two-parton scattering, and some useful notions as
hadronic and partonic cross sections, parton luminosity factor and luminosity of a
collider.

1.1 Standard Model and quantum chromodynamics

The Standard Model (SM) is the theory that describes the fundamental particles
and includes in one coherent frame three of the four fundamental interactions in
nature: electromagnetic, weak and strong forces. The SM is a quantum field theory,
renormalizable and coherent with the Special Relativity. The basis of the theory
were posed in the ’60 by Glashow, Weinberg and Salam [1–3].

The Lagrangian of the SM is symmetric under the group SU(3) × SU(2) × U(1).
It’s possible to divide the model in two sectors: electroweak (EW )and strong

(Quantum Chromodynamics, QCD) and express the Lagrangian as the sum of two
contributes:

LSM = LEW + LQCD (1.1)

For the analysis presented in this thesis, the relevant part is only the QCD
sector, therefore in this chapter the electroweak part of the model is not described.
Some elements of the QCD theory (for an exhaustive discussion see for example [4])
and of hadronic physics at collider [5] are presented to introduce the reader to the
subject of this work.

Quantum Chromodynamics is the gauge field theory of the strong interaction
between particles that carry the color degree of freedom. The underlying symmetry
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2 1. Elements of Standard Model and collider physics

group is the SU(3)C , which makes QCD a non-Abelian theory. The profound im-
plication of this property of QCD is that the gauge mediators (gluons) are colored
and thus self interacting. The QCD Lagrangian is written as:

LQCD =
∑
i

q̄i,a(iγµ∂µδab − gsγµtAabGAµ −miδab)qi,b −
1
4F

A
µνF

µν,A (1.2)

where qi,b represents the quark spinor of flavor i and color a = 1→ 3, GAµν is the
gluon field associated with the generator tAab (A = 1→ 8), gs is the gauge coupling
and FAµν is the gluon field tensor:

FAµν = ∂µG
A
µ − ∂νGAν − gsfABCGBµGCν (1.3)

The structure constants fABC satisfy the relation:

[tA, tB] = ifABCt
C (1.4)

The non-Abelian nature of QCD leads to two remarkable features: the confine-
ment and the asymptotic freedom. As a result of the confinement, only color-singlet
states can be directly observed, which means that quarks and gluons cannot be found
free. The asymptotic freedom is the property where the running strong coupling
constant decreases with increasing momentum transfer between the strongly inter-
acting particles. This in turn means, that the hard-scattering of quarks and gluons
can be described in a perturbative way.

1.2 Collider physics

1.2.1 Proton-proton collisions

One of the consequences of the asymptotic freedom is that in the proton-proton
collisions at high energy (with respect to the proton mass) the hard scattering
interaction happen between the proton constituents. This also means that the actual
center-of-mass energy of the collision is only a fraction of the center-of-mass energy
in the proton-proton system and it depends on the probability density functions
(PDFs) of the proton constituents.

A sketch that illustrates what happens in a high energy proton-proton collision
is in Fig. 1.1:

• the green arrows show the two incoming protons

• two of the initial partons (blue lines) interact with hard scattering (red blob)

• the rest of the initial partons interact at very low energy producing the so
called “underlying event” (magenta blobs);

• the beam remnants go forward along the beam line (cyan blobs);

• initial (blue) and final (red) partons radiate gluons or split (initial and final
state radiation), producing a shower;
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• the colored particles in the shower start hadronizing and form unstable hadrons
(light green blobs) that finally decay in stable particles (dark green circles).

(Some more details on hadronic showers and hadronization process are in the fol-
lowing section 1.2.2).

Figure 1.1. Sketch of a proton-proton collision.

Most of the partonic interactions are soft and they are not interesting for the
search of resonances at high mass, therefore in experiments it is necessary to select
“online”, before any sophisticated analysis, the events with a possibly interesting
hard scattering interaction. This job is done by the trigger system as we will see
with more details further on, in Chapt. 3.

The high intensity of the beams at the LHC results in multiple proton-proton
collisions in addition to the interesting one, where hard scattering between the
partons takes place. This additional collisions are usually referred to as pile-up.

There are two possible contributions to the pile-up:

• one is the energy associated to the proton-proton interactions in the same
bunch crossing, called in-time-pile-up;

• the other is the due to the finite time of the signal decay time in the detector: if
it is comparable with the time between two consecutive bunches (25 ns at the
LHC), then the previous and subsequent bunches can contribute to the energy
associated to the interesting interaction. This is called out-of-time-pileup.
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1.2.2 Hadronic jets

We have mentioned in Sec. 1.1 that one of the features of the QCD is the “con-
finement”: because of the confinement, partons cannot be detected free. Instead,
the experimental signatures of quarks and gluons are the jets. A jet is a “spray”
of highly collimated particles, primarily hadrons, but also photons and leptons. It
is a not uniquely defined object, but the output of a clustering algorithm, which
groups the jet constituents according to their kinematic properties. This procedure
is based upon the features of QCD, which describe the transformation of a parton
to a set of observable particles. The jet-formation steps are the following:

• Parton branching: each parton, whether a gluon or a quark, has a finite
probability to split into two partons, which are emitted in small angles with
respect to the direction of the initial parton. One feature of the parton branch-
ing is that the probability depends on the color factor related to the type of
the involved partons. For gluon → gluon-gluon, gluon → quark-antiquark,
and quark → gluon-quark splittings, the color factors are Cgg = 3, Cqq = 4

3 ,
and Cqg = 1

2 respectively. As a result, gluons systematically shower more
than quarks. Another implication of parton branching in small angles is that
throughout the process, partons are produced close to the direction of the ini-
tial partons, which results in a high degree of collimation of the final hadrons.
It should be noted, that the parton branching is a perturbative procedure,
which can be re-summed to all orders of the perturbation series, under certain
assumptions.

• Hadronization: when the parton shower has evolved long enough, the energy
of the partons is reduced, such that low-momentum transfer occur. In these
conditions, the parton interactions become non-perturbative, and the phase
of hadronization begins. During the hadronization, partons are combined
into color-singlet states, thus forming the hadrons. While the hadronization
procedure cannot be described perturbatively, the local parton-hadron dual-
ity ensures that the flow of quantum numbers at the hadron level, follows
approximately the corresponding flow at parton level.

• Underlying event and out-of-cone showering: the term underlying event
in hadron collisions is used to describe the activity not related to the hard
scattering, for example due to multiple parton interactions happening simul-
taneously. This definition includes the pile-up, that we have defined in the
previous section. Since the definition of jets involves the clustering of hadrons
which are sufficiently correlated, it can happen that particles originating from
the soft interactions are clustered together with those coming from the hard-
scattered parton shower. In the opposite direction, partons from the initial
shower can be emitted in relatively large angles, and the associated hadrons
may not be clustered in the resulting jets. This effect is commonly known as
out-of-cone showering.

Despite the fact that the formation of jets is a complicated effect, certain con-
clusions can be drawn: to first approximation, the kinematical properties of a jet
are the same as those of the original parton. However, the various effects involved,
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introduce an intrinsic resolution of the hadronic jet properties with respect to the
parton properties.

1.2.3 Kinematics of two-parton scattering

Before the details of the strong interaction dynamics are discussed, it is useful to
present the kinematical properties of a two-to-two parton scattering. In the topology
of the 1 + 2→ 3 + 4 scattering (see Fig. 1.2), some general kinematic relations hold,
regardless of the details of the interaction.

p1 p2

p3

p4

θ*

Figure 1.2. Sketch of a two-to-two parton scattering.

The Mandelstam variables of the process are defined as ŝ = (p1 + p2)2, t̂ =
(p1 − p3)2, and û = (p2 − p3)2 , where pi are the four-momenta of the partons (see
Fig. 1.2). For massless partons, the Mandelstam variables satisfy the relation

t̂ = −1
2 ŝ(1− cos θ∗) (1.5a)

û = −1
2 ŝ(1 + cos θ∗) (1.5b)

The rapidity of outgoing partons, in the center-of-mass frame, are opposite
(±y∗), due to transverse momentum conservation, and related to the scattering
angle θ∗:

cos θ∗ = tanh y∗ (1.6)
The Mandelstam variable ŝ can be expressed in terms of the outgoing partons

transverse momentum pT and y:

ŝ = 4p2
T cosh y∗ (1.7)

In the laboratory frame, the rapidities y3,4 of the outgoing partons are related
to the rapidity of the center-of-mass frame ȳ and to y as:

ȳ = y3 + y4
2 (1.8a)

y∗ = y3 − y4
2 (1.8b)

From the relations above, one can express the scattering angle at the center-of-
mass frame as a function of the rapidities of the scattered partons at the laboratory
frame:

cos θ∗ = tanh(y3 − y4
2 ) (1.9)



6 1. Elements of Standard Model and collider physics

Each initial parton is carrying a fraction x of the hadron momentum and the
invariant mass of the two-parton system is expressed as:

M2 = ŝ = x1x2s (1.10)

where x1,2 are the momentum fractions of the interacting partons and
√
s is the

colliding energy of the hadrons:

x1 = 2pT√
s

cosh y∗ exp ȳ (1.11a)

x2 = 2pT√
s

cosh y∗ exp−ȳ (1.11b)

Following from the relation above, the rapidity of the center-of-mass frame ȳ
can be expressed as a function of the momentum fractions:

ȳ = 1
2 = ln x1

x2
(1.12)

1.2.4 Partonic cross sections

The dynamics of the hard scatter of colliding hadrons is approximately described as
a two-to-two process between massless partons. Because of the different structure
and color factors of the interaction between the parton types, the matrix elements
are different for each subprocess. The leading order (LO) amplitudes can be calcu-
lated analytically using the Feynman diagrams at tree level.

Figure 1.3 shows the matrix elements of the various subprocesses, at LO, as a
function of cos θ∗. With the exception of one subprocess (q1q̄1 → q2q̄2), there is a
characteristic t − channel pole which enhances the two-parton scattering at small
angles. Another important feature is the fact that, due to the larger color factor of
gluons, the matrix element of the subprocesses with gluons in the initial state lead
to larger values.

1.2.5 Hadronic cross sections

In a hard scattering process, initiated by colliding hadrons, the experimentally mea-
sured cross section can be generally expressed in terms of the parton distribution
functions (PDFs) f(x) and the parton-parton scattering cross section σ̂, summed
over all the incoming and outgoing parton types (because the experimentally ob-
served jets cannot distinguish between the parton types):

σ =
∑
ij

∫
dx1dx2fi(x1, µ

2
F )fj(x2, µ

2
F )σ̂ij

(
αs(µ2

R), Q
2

µ2
F

,
Q2

µ2
R

)
(1.13)

In the equation above, Q is the characteristic hard scale of the interaction (e.g. the
dijet invariant mass in a two-to-two parton scattering), µF is the factorization scale,
which is of the same order as Q and separates the long-distance, non-perturbative
interactions from the hard scattering, and µR is the renormalization scale. Both
the µF,R scales are arbitrary parameters of a fixed-order calculation. At all orders
of the perturbative expansion, the cross section should be independent of them
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*θcos
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

2 |
M|Σ 2 sαπ

2 s

-110

1

10

210

310

410

510

610
gg→gg

q’q→q’qq’, q→qq’
qq→gg

gg→qq
qq→qq

q’q’→qq
qq→qq

qg→qg

Figure 1.3. Leading order matrix elements for two-to-two massless parton scattering, as
a function of cos θ∗.

(∂σ/∂µR = ∂σ/∂µF = 0). In all practical calculations of cross sections at a fixed
order, it is assumed that µR = µF = Q. It should be noted, that the higher the
order of the calculation, the weaker is the dependence on µR,F .

It is often helpful in hadron collisions to quantify the effect of the parton dis-
tribution functions by introducing the parton luminosity factor. This is defined
as:

dLij
dτ

=
∫ 1

0

∫ 1

0
dx1dx2fi(x1)fj(x2)δ(x1x2 − τ) (1.14)

where
τ = x1x2 = ŝ

s
. (1.15)

In practice, experimental constraints are imposed on the rapidities of the out-
going partons, observed as hadronic jets. It is therefore more convenient to express
the parton luminosity as a functions of the variables τ and ȳ, rather than x1,2:
dx1dx2 = ∂(τ,ȳ)

∂x1,x2
dτdȳ = dτdȳ. The parton luminosity then is:

dLij(ȳmin, ȳmax)
dτ

=
∫ ȳmax

ȳmin

fi
(√

τeȳ
)
fj
(√

τe−ȳ
)
dȳ (1.16)

The hadronic cross section of any process, can be expressed generally as a function
of the parton luminosity factor and the partonic cross section:

σhad =
∑
i,j

∫
dτ

τ

[1
s

dLij
dτ

]
[ŝ σ̂ij ]. (1.17)

In the specific case of a two-to-two scattering, resulting in the production of
two jets, the differential cross section can be expressed as a function of the di-
parton invariant mass and the scattering angle at the center-of-mass frame. To first
approximation, this cross section is equal to the observed dijet cross section. The
matrix elements are folded with the parton distribution functions, giving:
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d2σhad
dmd cos θ∗ = πα2

s

m

∑
ij

[1
s

dLij
dτ

]
τ=m2/s

F̂ij(cos θ∗), (1.18)

with
F̂ij(cos θ∗) =

∑
kl

S(ij → kl) 1
1 + δkl

. (1.19)

In the equations above m ≈
√
ŝ =
√
τs is the dijet invariant mass.

1.2.6 Definition of luminosity

The quantity that measures the ability of a particle accelerator to produce the
required number of interactions is called the luminosity. The number of events,
Nexp, is the product of the hadronic cross section of interest, σ, and the time
integral over the instantaneous luminosity, L :

Nexp =
∫
L(t)dt · σ (1.20)

The unit of the luminosity is therefore cm2 s−1. Integrated luminosity, on the other
hand is usually quoted as the inverse of the standard measures of cross section such
as the multiples of barns (picobarns, femtobarns, etc.):

1b = 10−24cm−2 (1.21)

In order to compute a luminosity for colliding beams experiment, we have to
take into account the properties of the beams, like the number of particles per
bunch (N), the number of bunches Nb, the bunch revolution frequency f and the
3D density of particles in the bunches (ρ). A schematic picture is shown in Fig. 1.4.

dR
dt = σpL

N particles bunch

1
2

(x,y,s,s )0

s

1
2N

N

ρ density = const.

ρ (x,y,s,−s )
ρ

/

0

0

Figure 1.4. Schematic view of a colliding beam interaction.

The luminosity is proportional to the overlap of the bunches, and since the
two beams are not stationary but moving through each other, the overlap integral



1.2 Collider physics 9

depends on the longitudinal position of the bunches and therefore on the time as
they move towards and through each other. For our integration we use the distance
of the two beams to the central collision point s0 = c · t as the “time” variable (see
Fig. 1.4). A priori the two beams have different distribution functions and different
number of particles in the beams. Assuming that particles collide head-on with
frequency f and that the two bunches meet at s0 = 0, the overlap integral which is
proportional to the luminosity (L). We can then write as:

L = 2N1N2Nbf

∫ ∫ ∫ ∫ + inf

−inf
ρ1(x, y, s+ s0)ρ1(x, y, s− s0)dxdydsds0 (1.22)

Here ρ1(x, y, s, s0) and ρ2(x, y, s, s0) are the time dependent beam density distribu-
tion functions.

Assuming the distributions of the protons in the bunches are identical in the
transverse part, gaussian, and uncorrelated in x, y and z, the formula above can be
rewritten as:

L = f
N1N2Nb

4πσxσy
(1.23)

where σx and σy characterize the rms transverse beam sizes in the horizontal and
vertical directions.

The revolution frequency in a collider is accurately known and the number of
particles or beam intensity is continuously measured with beam current transformers
which reach an accuracy of ∼1% for LHC nominal beam parameters. The only
unknown parameter that needs to be measured is the effective transverse area which
depends on the density distribution ρ1 and ρ2 of the two beams. This is done
with the Van Der Meer technique [6, 7], that consists in scanning the LHC beams
through one another to determine the size of the beams at their point of collision.
These measurements, when combined with information on the number of circulating
protons, allows the determination of an absolute luminosity scale, which in turn is
used to calibrate the HF luminometer.





Chapter 2

Hadronic resonances and search
at colliders

In presence of a resonance, the cross section of the parton scattering would present
a peak in the invariant mass of the final states. The peak would correspond ap-
proximately to the resonance mass and would have a finite width that is partly the
“natural” width, related to the lifetime, and partly given by instrumental resolu-
tion. We will consider narrow resonances, when the natural width is much smaller
than the experimental resolution. Basically this search consists in quantifying the
deviations of the observed dijet invariant mass from a smoothly falling distribution,
expected in the absence of any resonance.

The approach of this thesis is mostly experimental, however it is useful to com-
pare the analysis results to some reference models. The models considered have
been previously used in the CMS Run 1 analysis [8], and a brief description of each
can be found in Sec. 2.1.

The past dijet searches are discussed in Sec. 2.2, presenting the most recent
results of the CMS and ATLAS experiments at the LHC run 1, with

√
s = 8 TeV.

The dijet search is very powerful with the present statistics, even if it is still
much smaller than the full 2012 dataset of 20 fb−1, thanks to the increase in the
energy of the collisions from 8 to 13 TeV. The potential of the dijet search at 13
TeV is discussed in Sec. 2.3.

2.1 Theoretical models

The results of new physics searches are often presented as a set of upper limits on
the cross section times acceptance at 95% CL and compared to new physics models
in order to exclude some in a certain range of the explored dijet mass. The models
used as “benchmark” for the dijet resonance search at CMS, which is the subject of
this thesis, are briefly described in the following paragraphs.

Excited quarks

In various theoretical models, ordinary quarks can be composite objects [9], with
a characteristic compositeness scale Λ. As a natural consequence, excited states

11
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are expected, called simply excited quarks and denoted by q∗. Depending on the
details of the composite models, the excited quarks can have various values of spin
and weak isospin. In the simplest case, they take the value of 1/2. The interaction
of excited quarks with the Standard-Model fields is of a "magnetic" type, and the
Lagrangian takes the form [10]:

L = 1
2Λ q̄

∗
Rσ

µν

(
gsfstaG

a
µν + gf

~τ · ~Wµν

2 + g′f ′
Y

2 Bµν
)
qL + h.c, (2.1)

where ta and ~τ are the generators of the color SU(3) and isospin SU(2), Y is the
hypercharge, Gaµν , ~Wµν , Bµν are the field tensors, gs, g, g′ are the gauge couplings,
and fs, f, f

′ are dimensionless constants, accounting for possible deviations from
the Standard-Model couplings.

In hadron collisions, the production of an excited quark happens through the
quark-gluon fusion. Subsequently, the excited quark decays to an ordinary quark
and a gauge boson. The dominant decay channel is q∗ → qg, leading to a dijet
signature. The partial width for the decay of an excited quark with mass m∗ is
given by:

Γ(q∗ → qg) = 1
3αsf

2
s

m∗3

Λ2 (2.2)

Randall-Sundrum gravitons

The gravity model from Randal and Sundrum [11, 12] (RS) was proposed as a
solution to the electroweak vs Planck scale hierarchy problem. In this model the
hierarchy is generated by an exponential function of the compactification radius of
one extra dimension. The metric in the 5-dimensional space is given by:

ds2 = e−2krcφηµνx
µxν + r2

cdφ
2, (2.3)

where φ is the extra dimension with compactification radius rc, k is a constant of
the same order and related to the 5-dimensional Planck scale M , and xµ are the
usual space-time dimensions. The reduced effective 4-D Planck scale M̄Pl is given
by:

M̄2
Pl = M3

k

(
1− e−2krcπ

)
. (2.4)

In this model, spin-2 gravitons appear as the Kaluza-Klein (KK) excitations of
the gravitational field hµν , whose coupling to the Standard-Model fields is given by
the interaction Lagrangian [13]:

LI = − 1
Λπ

hµνTµν , (2.5)

with Tµν being the energy-momentum tensor of the matter fields. The scale Λπ and
the massmn of the KK excitations can be expressed as a function of the fundamental
constants of the theory:

Λπ = M̄Ple
−krcπ, mn = kxne

−krcπ. (2.6)
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The coupling constant of the graviton-matter interaction is the inverse of the scale
Λπ:

g = 1
Λπ

= xn

(
k/M̄Pl

)
mn

, (2.7)

where xn is the n-th root of the the Bessel function of order 1. The phenomenological
consequences of the RS-gravitons are essentially determined by their mass, and the
ratio k/M̄Pl. If the fundamental constants of the model satisfy the relation krc ∼ 12,
then Λπ ∼ TeV, and RS gravitons can be produced in hadron collisions. Through the
graviton coupling to the matter fields, RS-gravitons can decay to partons, leading
to a dijet signature. The relevant partial widths [14] for the first KK excitation are
given by:

Γ(G→ gg) = x2
1

10π

(
k

M̄Pl

)2
m1, (2.8)

and
Γ(G→ qq̄) = 3x2

1
160π

(
k

M̄Pl

)2
m1. (2.9)

Axigluons

In the axigluon models [15], the symmetry group of the strong sector is expanded
to a chiral color group SU(3)L × SU(3)R which, at some energy, breaks to the di-
agonal SU(3). Under such a symmetry group, the left-handed and right-handed
fermions ψL,R = 1

2(1∓ γ5)ψ transform differently and the transformations are gen-
erated by the T aL,R generators. Equivalently, the group can be described by a linear
transformation of the generators, divided into vectorial T aV = T aL + T aR and axial
T aA = T aL − T aR ones. The associated gauge field to the vectorial generators is iden-
tified as the usual color field of QCD, while the gauge field associates to the axial
generators is called the axigluon field. While the exact implementation of the chiral
color group is model dependent, there are two universal features: the existence of
a massive color octet axigluon field (corresponding to the broken symmetry), and
the existence of new particles which are needed to cancel the triangular anomalies.

Axigluons can decay to quark-antiquark pairs, which leads to a dijet experi-
mental signature. Note that due to parity conservation, the axigluon cannot decay
to a gluon-gluon pair (all gluon-axigluon vertices must have an even number of
axigluons). The axigluon decay to fermions is described by the Lagrangian:

LA = −igs

∑
ij

q̄iγ5γµtaqj

Aaµ, (2.10)

where gs =
√

4παs, A is the axigluon field, and ta are the usual color group gener-
ators. The width of the axigluon decay can be shown to be [16]:

ΓA = NαsMA

6 , (2.11)

where N refers to the open decay channels, and MA is the axigluon mass. The
latter is a free parameter of the theory, determined by the chiral color symmetry
breaking scale and the details of the model.
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Colorons

Similar to the axial color models, their exist other possibilities to enrich the group
structure of the strong sector. Such a model is the flavor-universal coloron [17],
where the gauge group is extended to SU(3)1 × SU(3)2. The corresponding gauge
couplings are denoted as ξ1,2. Additionally, the model includes a scalar boson Φ,
which develops a non-zero vacuum expectation value and breaks spontaneously the
symmetry of the two groups. The diagonal subgroup remains unbroken and is
identified as the familiar color group of QCD. In the rotated phase of the physical
gauge fields, the initial gauge bosons are mixed, forming an octet of massless gluons
and an octet of massive colorons. The mass of the colorons is expressed as a function
of the fundamental parameters [18]:

MC =
(

gs
sin θ cos θ

)
f, (2.12)

where θ is the gauge boson mixing angle with cot θ = ξ2
ξ1
, and f is the vacuum

expectation value of the scalar field. The Lagrangian of the interaction between the
colorons field Cµa and the quarks is similar to QCD:

L = −gs cot θ

∑
ij

q̄iγµtaqj

Cµa. (2.13)

The above interaction predicts the decay of colorons to quarks with kinematically
allowed masses. It can be shown that the decay width is:

ΓC ≈
N

6 αs cot2 θMC , (2.14)

where N is the number of quark flavors with mass less than MC/2.

Color octet scalars

In various theoretical models, bosonic states can arise from gluon-gluon fusion. The
color octet scalar model (S8) is one example of exotic color resonances [19]. The
coupling of the color octet scalar field with gluons is expressed with the Lagrangian:

L = gs
κ

Λd
abcSa8G

b
µνG

c,µν , (2.15)

where gs is the strong coupling constant, κ is the scalar coupling, Λ is the char-
acteristic scale of the interaction, dabc are structure constants of the SU(3) group
defined by the relation

{
ta, tb

}
= 1

3δ
ab + dabctc, and S8, Gµν are the color octet

scalar field, and the gluon field tensor, respectively. The width of the color octet
scalar resonance is given by:

Γ = 5
6αsκ

2M
3

Λ2 . (2.16)
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Z ′ and W ′

New gauge bosons arise in models where the symmetry SU(2)L ⊗ U(1)Y of the
electroweak Standard-Model sector is enlarged. Common features in these models
are the new gauge coupling constants, which are of the same order as the SU(2)L
coupling of the Standard Model, and the existence of new gauge bosons, namely
W ′ and Z ′. Under the assumption that the new gauge bosons couple to ordinary
quarks and leptons similar to their Standard-Model counterparts, the cross sections
of these particles are calculated by scaling the the corresponding Standard-Model
cross section. In particular, the Fermi constant GF becomes [20]:

G′F = GF

(
M

M ′

)2
, (2.17)

where M and M ′ are the masses of W or Z, and W ′ or Z ′, respectively.

String resonances

According to the string theory, particles are created by vibrations of relativistic
strings, with mass Ms, and they populate Regge trajectories, which relate their
spins and masses. In principle, the mass of the fundamental strings is of the order
of the Planck scale. However, in some theories with large extra dimensions, it is
plausible that Ms lies in the TeV scale. In this case, Regge excited states of quarks
and gluons occur in hadron collisions. If the string coupling is small, the basic
properties of the Regge excitations (production cross section and width) are model
independent (the details of the compactification are irrelevant). This statement
is true for parton scattering involving gluons, but only approximately true in the
four-quark scattering.

The effect of the Regge excitations can be quantified [21,22] through the presence
of a common form factor in the two-to-two parton scattering amplitudes, which is
called the Veneziano form factor and is written in terms of the Γ-function:

V (ŝ, t̂, û) = Γ(1− ŝ/M2
s )Γ(1− û/M2

s )
Γ(1− t̂/M2

s )
, (2.18)

where ŝ, t̂, û are the usual Mandelstam variables. The physical content of the
Veneziano form factor is revealed by an expansion in terms of s-channel poles.
Each such pole represents a virtual Regge resonance, with mass

√
nMs. For the

purpose of resonances in the dijet spectrum, only the first-level (n = 1) excitation
is relevant, while the string mass Ms is the only free parameter. The exact values
of the cross sections depend also on the color factors and spin values of the excited
states.

E6 Diquarks

In the context of superstring theory in 10 dimensions, anomaly cancellation requires
that the gauge group is E8×E8. Certain models for the compactification of the ad-
ditional 6 dimensions, predict that the grand unification symmetry group is E6 [23].
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The E6 models [24] contain color-triplet scalar diquarks, D and Dc with charges
−1

3 and 1
3 respectively, which couple to the light quarks u, d.

The interaction Lagrangian between the E6 diquarks and the light quarks is
given by [25]:

L = λεijkū
ci 1

2(1− γ5)djDk + λc
2 εijkū

i 1
2(1 + γ5)dcjDck + h.c, (2.19)

where i, j, k are color indices, and λ, λc are parameters of the hyper-potential of the
general E6 model. The squared amplitudes for the diquark decays to light quarks
are given by [26]:

|M(D → ūd̄)|2 = 24λ2m2
D, |M(Dc → ud)|2 = 6λ2

cm
2
Dc . (2.20)

The corresponding widths are:

ΓD = αλMD, ΓDc = 1
4αλcMDc , (2.21)

with αλ = λ2/4π, αλc = λ2
c/4π.

Benchmark Models

The parton-parton resonance models presented in the previous paragraphs involve
limited number of free parameters each. The experimental searches traditionally
consider benchmark models, with certain parameter assumptions, which are then
used to set limits on the masses of the corresponding resonances. Below is a sum-
mary of the benchmark models:

• Axigluons: the number of quark flavors to which the axigluon can decay is set
to N = 6, corresponding to the known quarks.

• Colorons: the number of quark flavors to which the coloron can decay is set
to N = 6, and the gauge boson mixing angle is set to cot θ = 1.

• Excited quarks: standard model couplings are assumed (fs = f = f ′ = 1) and
the compositeness scale is set equal to the excited quark mass Λ = M∗.

• RS graviton: the ratio k/M̄Pl is set to k/M̄Pl = 1.

• W ′, Z ′: standard model couplings are assumed.

• E6 diquark: electromagnetic coupling constants are assumed αλ = αλc = αe.

• Color octet scalars: the gauge coupling is set equal to the QCD coupling
(κ = 1), and the characteristic scale of the interaction is set equal to the
resonance mass Λ = M .

Table 2.1 summarizes the basic properties of the resonances discussed in this
thesis. In particular, the decay widths are approximate values for the benchmark
models, since they also depend on the running of αs which should be evaluated at
a scale equal to the resonance mass. For string resonances the decay width varies
significantly, depending on the spin and color quantum numbers of the resonances.
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Resonance Symbol JP Color Γ/(2mR) Decay
Multiplet Channel

excited quark q∗ 1/2+ triplet 0.02 qg
axigluon A 1+ octet 0.05 qq̄
coloron C 1− octet 0.05 qq̄

RS graviton G 2− singlet 0.01 qq̄, gg
E6 diquark D6 0+ triplet 0.004 ud

color octet scalar S8 0+ octet 0.04 gg
heavy W W ′ 1− singlet 0.01 q1q̄2
heavy Z Z ′ 1− singlet 0.01 qq̄
string S various various 0.003− 0.037 qq̄,qg,gg

Table 2.1. Summary of resonances considered in this thesis.

2.1.1 Cross sections

The exact LO calculations of the cross sections and the decay widths of the var-
ious resonances involve all the relevant Feynman diagrams associated with each
Lagrangian. In practice, the experimental searches presented in this thesis are fo-
cused on narrow resonances, which appear as "bumps" on a steeply falling dijet mass
spectrum. In all the cases, it is the s− channel decay mode of the resonances which
produces a "bump".

The cross section of a resonance decaying through the s − channel is given by
the Breit-Wigner expression:

σ̂(m) (1 + 2→ R→ 3 + 4) = 16πN × Γ(1 + 2→ R)× Γ(R→ 3 + 4)(
m2 −m2

R

)2 +m2
RΓ2

R

, (2.22)

where mR and ΓR are the mass and the total width of the resonance, respectively,
Γ(1 + 2 → R) and Γ(R → 3 + 4) are the partial widths for the creation and the
decay of the resonance to the specific final state. The spin and color multiplicity
factor N is

N = NSR

NS1NS2

CR
C1C2

, (2.23)

where NSR , NS1,2 are the spin multiplicities of the resonance and the initial state
particles, while CR and C1,2 are the corresponding color factors. The cross section
above arises after integrating over cos θ∗. The angular dependence of the cross
section, in the s−channel decay mode, is determined by the spin of the resonance and
the spin of the final state particles. It should be noted, that in all resonance cases
decaying to two partons, the angular dependence is expressed as a polynomial of
cos θ∗, as opposed to the dominant QCD background, which exhibits a t-channel pole
at cos θ∗ → 1. More specifically, the angular distributions of the various resonances,
in the s− channel decay mode, are listed below:

• E6 diquark, color octet scalars: F (cos θ∗) = const.
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• excited quark: F (cos θ∗) ∼ 1+cos θ∗, which becomes F (| cos θ∗|) = const. (odd
in cos θ∗).

• axigluon, coloron, W ′, Z ′: F (cos θ∗) ∼ 1 + cos2 θ∗.

• RS gravitons: F (gg → G → qq̄) = F (qq̄ → G → gg) ∼ 1 − cos4 θ∗, F (gg →
G → gg) ∼ 1 + 6 cos2 θ∗ + cos4 θ∗, and F (qq̄ → G → qq̄) ∼ 1 − 3 cos2 θ∗ +
4 cos4 θ∗.

where F (cos θ∗) ≡ dσ̂/d cos θ∗.
It is important to note that, for all these resonance models, the angular distri-

bution of the scattering angle θ∗ is significantly different from the QCD interactions
that we have described in the previous chapter. In fact the QCD processes are
primarily produced via t-channel, with the final jets mostly in the forward region of
the detector. The signal processes are instead produced via the s-channel, and have
a different distribution in cos θ∗ depending on the spin of the resonance: for instance
the decay products of a spin-0 resonance would have an equal probability of being
emitted at every angle θ∗ in the center-of-mass reference frame. The distributions
of cos θ∗ for QCD and signal models with different spin are compared in Fig.2.1.

*θcos 
0 0.5 1

*θ
dN

 / 
d 

co
s 

-110

1

10

210
t-channel (QCD)

 qg (q*)→Spin 1/2 

 (Z’)q q→Spin 1 

,gg (G)q q→Spin 2 

Figure 2.1. Distribution of cos θ∗ distribution for QCD t-channel processes and resonance
with different spin (1/2, 1, 2). The θ∗ is the angle between the direction of final partons
and the beam line in the center-of-mass reference frame.

For this reason the scattering angle is the most relevant variable for the analysis
selection in the past and present dijet resonance searches, as we will see in Sec. 2.2,
and than in the detailed description of the Run 2 analysis (Chapt. 5). In practice,
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experimental searches impose kinematic constraints on the scattering angle θ∗, such
that the QCD background is suppressed. In this case the Breit-Wigner partonic
cross section is written as:

σ̂(m) = 16π ×N ×Acos θ∗ ×BR× Γ2
R(

m2 −m2
R

)2 +m2
RΓ2

R

, (2.24)

where BR is the branching fraction of the subprocess, and Acos θ∗ is the acceptance
after the cos θ∗ cut. If the resonance is sufficiently narrow (ΓR << mR), the narrow-
width approximation holds:

1(
m2 −m2

R

)2 +m2
RΓ2

R

≈ π

mRΓR
δ(m2 −m2

R). (2.25)

Finally, the hadronic cross section in the narrow-width approximation is derived:

σhad(mR) = 16π2 ×N ×Acos θ∗ ×BR×
[1
s

dL(ȳmin, ȳmax)
dτ

]
τ=m2

R/s
× ΓR
mR

, (2.26)

where the parton luminosity dL
dτ is calculated at τ = m2

R/s, and constrained in the
kinematic range [ȳmin, ȳmax].

2.1.2 Signal shapes

For narrow resonances the natural width (Γ) is much smaller than the experimental
resolution. It has been observed, for these models, that the shape is mostly deter-
mined by the final states and independent from the spin. In Fig. 2.2 the simulated
signal shapes for three possible combination of the initial and final states (qq→ qq,
qg → qg, gg → gg) and different resonance masses are shown. In order to separate
the contributions to the shape, at each resonance mass are displayed:

• the invariant mass at parton level before hadronization (light green),

• the invariant mass using jets at generator level (blue),

• the invariant mass with reconstructed jets (red).

Looking at Fig. 2.2, we can do some considerations:

• the shapes at parton level are very narrow, symmetric, close to the nominal
pole, and similar between the three processes at low mass; at high mass, the
processes with gluons are broader and present a significant tail at low mass,
far from the resonance pole;

• the shapes at generator level are shifted towards lower mass values and asym-
metric: they present a left tail at all masses, but it is larger for processes with
gluons;

• the shapes with reconstructed jets are similar to the previous ones, with an
additional smearing.
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Figure 2.2. Comparison of signal shapes: generator level mass before hadronization,
generator level jets, reconstructed jets for qq, qg, and gg resonances.
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The tail in the diparton mass, far from the resonance pole, is an effect of the
initial state and comes from the parton density functions: the gluons tend to carry
a lower energy with respect to quarks, and therefore it is more probable to produce
a high mass resonance off shell.

A left tail appears at all masses after the hadronization process: it is mostly due
to the final state radiation and the fact that part of the energy carried by the final
parton is not well contained in the jet cone. Also these effect is more pronounced for
processes with gluons, because gluons have a larger color factor and tend to radiate
more than quarks.

An additional symmetric smearing is added from the detector resolution effect.

2.2 Status of dijet searches at
√
s = 8 TeV

The search for a narrow resonances in the dijet mass spectrum is the probably the
most natural process to search in a hadron collider. In fact, if the resonance is
produced in hadronic collisions via s-channel, that means that it couples to partons
and therefore can decay in a pair of jets. We have seen in the previous section
that the shape of a narrow resonance is a peak approximately corresponding to the
resonance mass, with a smearing caused from different effects: PDFs, final state
radiation, and detector resolution. Therefore a narrow resonance would appear as
a bump on the smoothly falling dijet mass spectrum predicted by the QCD, and
represents a very simple yet striking signature (see Fig. 2.3).

Figure 2.3. Illustration of a dijet resonance appearance over the smooth dijet mass spec-
trum (red line) of the QCD background.

The dijet mass spectrum has been widely studied at experiments at hadron
colliders even before the LHC, with progressively increasing energy collision and
integrated luminosity. The technique has remained very similar over the years, and
basically consists in a test of smoothness of the observed dijet mass spectrum: once
established the background model, data are compared to the background prediction
and the significance of observed excesses is studied.



22 2. Hadronic resonances and search at colliders

A summary of the dijet searches in the last 30 years is in Tab. 2.2. They are
listed in chronological order, along with a summary of the energy and luminosity
of the dataset and the reference to the publications. The searches by the UA1 and
UA2 experiments used data from the proton anti-proton collisions at the CERN
Sp̄pS collider at a center-of-mass energy of 0.63 TeV. The searches by the CDF
and D0 experiments used data from proton anti-proton collisions at the Fermilab
Tevatron at a center-of-mass energy of 1.8 and 1.96 TeV. The searches by the ATLAS
and CMS experiments used data from proton proton collisions at the CERN Large
Hadron Collider at a center-of-mass energy of 7 TeV, 8 TeV, and recently results at
13 TeV. The latest CMS result is the subject of this dissertation.

Expt. Yr.
√
s (TeV)

∫
L dt (pb−1) Ref.

UA1 1986 0.63 0.26 [16]
UA1 1988 0.63 0.49 [27]
CDF 1990 1.8 0.026 [28]
UA2 1990 0.63 4.7 [29]
CDF 1993 1.8 4.2 [30]
UA2 1993 0.63 11 [31]
CDF 1995 1.8 19 [32]
CDF 1997 1.8 106 [33]
D0 2004 1.8 109 [34]
CDF 2009 1.96 1130 [35]

ATLAS 2010 7 0.32 [36]
CMS 2010 7 2.9 [37]

ATLAS 2011 7 36 [38]
CMS 2011 7 1.0 103 [39]

ATLAS 2011 7 1.0 103 [40]
CMS 2012 8 4.0 103 [41]
CMS 2014 8 19.7 103 [8]

ATLAS 2014 8 20.3 103 [42]
CMS Dec. 2015 13 2.4 103 [43]

ATLAS Dec. 2015 13 3.6 103 [44]

Table 2.2. Searches for dijet resonances at hadron colliders. For each search we list the
experiment, year of data publication, center-of-mass energy and integrated luminosity.

In the next sections we will present the results of CMS and ATLAS experiments
with the full dataset of 2012, recorded at 8 TeV of center-of-mass energy. These
results in fact represent the dijet searches at the highest energy before the recent
publication of run 2 data by both collaborations, and still represent the searches with
the largest integrated luminosity. The results of CMS and ATLAS are presented
respectively in Sec. 2.2.1 and 2.2.2. For a more complete review of the earlier dijet
search analyses see [45].
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2.2.1 CMS results

As reported also in Tab. 2.2 the final CMS dijet search in 2012 [8] makes use of a
dataset of 19.7 fb−1 of integrated luminosity.

The analysis technique is almost unchanged in Run 2, therefore for a detailed
discussion the reader can refer to Chapter 5. Briefly, the background is modeled fit-
ting the data with an analytic function, as in previous searches in CDF experiment.
The signal shapes are, instead, taken from Monte Carlo simulation and studied
separately for three final states: quark-quark, quark-gluon and gluon-gluon. The
reason of this choice comes from the observations in Sec. 2.1.2:

• narrow resonance shapes are determined mostly by the type of partons they
couple to (quarks or gluons);

• they are not symmetric and not easy to model with an analytic function,
especially for high masses, where the tail originated by PDF effects is larger;

• the quark-quark, quark-gluon and gluon-gluon final states are representative
of the variations in the shapes coming from these effects.

The most relevant selection is on the rapidity separation separation between
the two jets, which is related to the scattering angle in the center-of-mass of the
interaction. We have seen in Sec. 2.1.1 that the scattering angle distribution of
signal and background are very different: the cut used in the analysis correspond to
a value of cos θ∗ = 0.57. The other important selection is the dijet mass threshold,
necessary to have the full trigger efficiency, which is set to 890 GeV.

In Fig. 2.4 the dijet mass spectrum in data with the fit using a smoothly falling
function is shown. Also the QCD MC is superimposed, as a qualitative comparison
(it is never really used for the analysis), as well as two shapes for a W’ signal
hypothesis at 1.9 TeV and for an excited quark of 3.6 TeV. The result is that the
data agree very well with the fit parameterization and no significant excesses are
observed.

The fit to data starts from the mass value of 890 GeV because this is the lowest
energy for which the unprescaled triggers are fully efficient. A search at low mass
could be done using prescaled triggers, that record only a fraction of the selected
events, as ATLAS does (see Sec. 2.2.2), or with another technique called “data
scouting” recently introduced in CMS and briefly presented in the next section 2.2.1.

No significant excesses are observed in data and upper limits on the cross sections
at 95% Confidence Level (CL) are obtained for quark-quark, quark-gluon and gluon-
gluon resonance, summarized in Fig. 2.5. In the same figure, also the cross sections
expected from some new physics models are superimposed, in order to produce
exclusion limits. When interpreted in the context of specific models the limits
exclude: string resonances with masses below 5.0 TeV; excited quarks below 3.5
TeV; scalar diquarks below 4.7 TeV; W bosons below 1.9 TeV or between 2.0 and
2.2 TeV; Z bosons below 1.7 TeV; and Randall-Sundrum gravitons below 1.6 TeV.

A separate search is conducted for narrow resonances that decay to final states
including b quarks. The first exclusion limit is set for excited b quarks, with a lower
mass limit between 1.2 and 1.6 TeV depending on their decay properties. Searches
are also carried out for wide resonances, assuming width-to-mass ratios up to 30%,
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Figure 2.4. Inclusive dijet mass spectrum from wide jets (points) compared to a fit (solid
curve) and to predictions including detector simulation of multijet events and signal
resonances. The predicted multijet shape (QCD MC) has been scaled to the data. The
vertical error bars are statistical only and the horizontal error bars are the bin widths.
For comparison, the signal distributions for a W resonance of mass 1.9 TeV and an
excited quark of mass 3.6 TeV are shown. The bin-by-bin fit residuals scaled to the
statistical uncertainty of the data, (data − fit)/σdata, are shown at the bottom and
compared with the expected signal contributions.
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and for quantum black holes with a range of model parameters. The wide resonance
search excludes axigluons and colorons with mass below 3.6 TeV, and color-octet
scalars with mass below 2.5 TeV. Lower bounds between 5.0 and 6.3 TeV are set on
the masses of quantum black holes.

The analysis presented in this thesis for 2015 dataset (described with all details
in Chapters 5-7) does not include the b-quark exclusive search and the wide reso-
nance models. These extensions are planned to be added in the near future also to
the 13 TeV search.

Dijet search at low mass

In the standard CMS analysis for the search of dijet resonances the fit to the dijet
mass spectrum cannot start before 890 GeV, due to the triggers threshold. Data
scouting [46], introduced by CMS as a solution to this problem, is a technique that
allows to explore with unprescaled triggers the low dijet mass region from 390 GeV.

Since the ultimate technical limitation is the disk-writing rate, one can write
more events reducing the event size. In the case of data scouting, this is achieved
limiting the stored event information to the list of four-momenta for jets and leptons
in the event. The average event size is reduced to ≈10 kB, to be compared to the
standard 500 kB/event for ordinary events.

The analysis follows closely the “standard” search performed on the ordinary
data stream which is sensitive to resonance masses above ∼1 TeV (see previous
section). The result is interpreted as a limit on the production cross section for
different resonance models (qq, qg and gg final states) shown in Fig. 2.6 as a function
of the resonance masses.

Following Ref. [47], the result is translated into an upper limit on the coupling
for a ZB resonance as a function of the resonance mass, and compared to results
obtained with similar searches at different collider energies in Fig. 2.7. The re-
sult derived from data scouting events translates into the most sensitive results for
resonances with mass between ≈ 500 GeV and ≈ 800 GeV.

2.2.2 ATLAS results

The dijet search in ATLAS with proton-proton collisions at a center-of-mass energy√
s = 8 TeV makes use of the full 2012 dataset, with an integrated luminosity of 20.3

fb−1 [42]. The technique will not be described in detail here: it is overall similar to
the CMS analysis, with some differences that will be pointed out.

The most relevant selection criteria is the rapidity separation between the two
leading jets: events must satisfy |y| = 1

2 |ylead − ysublead| < 0.6. This corresponds
basically to a |∆ηjj| < 1.2, similar to the cut applied in CMS at 1.3, to reduce QCD
background. The invariant mass cut of mjj > 250 GeV is chosen such that the dijet
mass spectrum is unbiased by the kinematic selection on pT . This value is much
lower than the 890 GeV threshold applied in CMS search, because combinations
of prescaled single-jet triggers are used to reach lower dijet invariant masses. The
highest prescale for the trigger combinations used in this analysis is 1/460000 (this
trigger combination is used for jets with pT between 59 and 99 GeV). This effectively
means that the search at low dijet mass is not performed with the full dataset of
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20.3 fb−1, but only with a fraction of it, depending on the prescale of the trigger
active in that mjj region.

To obtain the background model, data are fit with the same function used in
CMS and in previous searches at Tevatron. No resonance-like features are observed
in the dijet mass spectrum, as it is shown in Fig. 2.8.
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Figure 2.8. The reconstructed dijet mass distribution (filled points) fitted with a smooth
functional form (solid line). Predictions for three q* masses are shown above the back-
ground. The central panel shows the relative difference between the data and the
background fit with overlaid predictions for the same q* masses. The bin-by-bin sig-
nificance of the data–background difference considering statistical uncertainties only is
shown in the bottom panel.

Limits on narrow dijet resonance production are determined using a collection
of hypothetical signal shapes that are assumed to be Gaussian-distributed in the
dijet mass, unlike in CMS analysis, where the signal templates are taken directly
from simulation. Signal shape templates are generated with means (mG) ranging
from 200 GeV to 4.0 TeV and with standard deviations (σG) corresponding to the
dijet mass resolution estimated from MC simulation and ranging from 7% to 15%
of the mean.

For particles with a non-zero natural width generated at masses close to the
collision energy, the parton luminosity favors lower-mass collisions. This creates an
asymmetric resonance not well represented by a Gaussian distribution. To handle
this scenario, Breit-Wigner signals of fixed intrinsic widths (0.5% to 5% of the
resonance mass) are generated and multiplied by the parton luminosities for different
initial states (qq, qg, gg and qq̄). Then parton shower effects and detector resolution
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effects are simulated to obtain the final template. The result is then truncated below
250 GeV due to the dijet mass cut.

Limits on the cross section times acceptance are set at the 95% credibility level
for various hypotheses of new phenomena in terms of mass or energy scale are shown
in Fig. 2.9. This analysis excludes excited quarks with a mass below 4.06 TeV, color-
octet scalars with a mass below 2.70 TeV, heavy W bosons with a mass below 2.45
TeV, chiral W bosons with a mass below 1.75 TeV, and quantum black holes with
six extra space-time dimensions with threshold mass below 5.66 TeV.
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Figure 2.9. The 95% CL upper limits on σ × A for a Breit-Wigner narrow resonance
produced by a qg initial state decaying to dijets and convolved with PDF effects, dijet
mass acceptance, parton shower and non-perturbative effects and detector resolution,
as a function of the mean mass, mBW , for different values of intrinsic width over mass
(ΓBW /mBW ), taking into account both statistical and systematic uncertainties.

2.3 Potential of LHC at
√
s = 13 TeV

The big jump in the center-of-mass energy from 8 TeV to 13 TeV, makes the Run
2 analysis much more powerful than the previous one, even with a smaller dataset.
The reason can be well explained looking at Fig. 2.10.

We have seen in Sec.1.2.4 that the final hadronic cross section can be written
in terms of partonic cross section and parton luminosity. The parton luminosity
factor in the cross section represents the effect of parton density functions, and it is
practically the probability of the hard scattering interaction to happen between two
given partons, at a certain center-of-mass energy in the partons’ reference frame
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(
√
ŝ), given the center-of-mass-energy in the protons’ reference frame (

√
s). The

parton luminosity ratio between 13 TeV and 8 TeV versus MX shown in Fig. 2.10
represents the gain of LHC Run 2 with respect to Run 1, in terms of probability of
producing a resonance at mass Mx. The figure shows that the 13 TeV data have a
statistic power of ∼10 times the 8 TeV data for a resonance mass of 2 TeV and of
∼100 for a resonance of 4 TeV.
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Figure 2.10. The parton luminosity ratio between
√
s = 13 TeV and 8 TeV as a function

of the resonance mass MX for qq, qg and gg final states. The ratio increases quickly at
high dijet mass.

It is possible to compare visually the sensitivity of the full dataset of 2012 at 8
TeV and the dataset of 2.4 fb−1 presented in this thesis at 13 TeV in Fig. 2.11. The
figure is obtained from the tool in [48] and represents an estimate of the system
mass that can be probed in BSM searches at one collider setup (“collider 2”, e.g.
LHC 8 TeV with 20 fb−1) given an established system mass reach of some other
collider setup (“collider 1”, e.g. LHC 13 TeV with 2.4 fb−1).

The estimate is obtained by determining the system mass at collider 2 for which
the number of events is equal to that produced at collider 1, assuming that cross
sections scale with the inverse squared system mass and with partonic luminosities.
The exact results depend on the relevant partonic scattering channel, as represented
by the different lines ( qi) ), and the band covers the spread of those different partonic
channels.

There are quite a few caveats in interpreting the numbers:

• they assume that signal and background are driven by the same partonic
scattering channel;

• they assume that reconstruction efficiencies, background rejection rates, etc.,
all stay reasonably constant as the collider setup changes;

• they assume that the cross-sections are simply proportional to the partonic
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luminosity at a given scale (divided by the mass-scale squared), ignoring de-
tailed production spectra, higher-order QCD effects, etc.

In the dijet search case these assumptions are reasonable.
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Figure 2.11. Estimate of the system mass that can be probed in BSM searches at one
collider setup (“collider 2” on y axis) given an established system mass reach of some
other collider setup (“collider 1” on x axis). The different green lines indicates the
different final states (qq, qg, gg, and the sum of the three). Collider 2 is the LHC setup
of Run 1: 8 TeV of center-of-mass energy with an integrated luminosity of 20 fb−1;
collider 1" is the LHC at 13 TeV with 2.4 fb−1 of integrated luminosity.

The mass where the grey diagonal crosses the green lines, indicates the point
where the two setups have the same sensitivity. Where the green lines go below the
grey, the 13 TeV dataset starts to be more statistically powerful than the 8 TeV
full dataset. This happens around 2 TeV if we consider an average of all partonic
channels. Considering just qq final states, the run 2 analysis is expected to be more
sensitive than run 1 above 2.5 TeV, while considering just gg final states it happens
already at 1.5 TeV.





Chapter 3

The Large Hadron Collider and
the CMS experiment

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) at CERN is the largest and most energetic parti-
cle accelerator ever built. It occupies the 27 km long tunnel previously hosting the
LEP collider, about 100 meters underneath the surface across the French-Swiss na-
tional border near Geneva. It is a superconducting proton-proton collider, capable
of producing collisions at a center of mass energy of up to 14 TeV, and a maximal
instantaneous luminosity of 1034 cm−2s−1. Its first research run took place from
March 2010 to February 2013 at an initial energy of 3.5 TeV per beam (7 TeV total),
almost 4 times more than the previous world record for a collider, rising to 4 TeV
per beam (8 TeV total) from 2012. On February 2013 the LHC’s Run 1 officially
ended, and it was shut down for planned upgrades. Test collisions restarted in
the upgraded collider on April 2015, reaching 6.5 TeV per beam on May 2015 (13
TeV total, the current world record for particle collisions). Its second research run
commenced on schedule, on 3 June 2015.

The LHC proton injection chain is schematically shown in Figure 3.1
The LHC can cross its beams in four interaction points. Two of them have

high luminosity and are dedicated to the general purpose experiments ATLAS [49]
and CMS [50]. The other two, at lower luminosity, serve the ALICE [51] and
LHCb experiments [52], respectively focused on heavy ion physics and CP violation
measurements.

Protons are accelerated three times before they enter the LHC ring: the LINAC
brings them to 50 MeV, the Proton Synchrotron (PS) to 1.4 GeV, and finally the
Super Proton Synchrotron (SPS) injects them into the LHC at 450 GeV.

The LHC then completes the acceleration by bringing them to 13 TeV with its
400 MHz radiofrequency cavities, capable of ’kicks’ which result in increases of the
proton energy of 0.5 MeV per turn.

Since the collisions occur between particles of the same electrical charge, two
separate acceleration cavities and two different magnetic field configurations are
required. The LHC is equipped with 1232 superconducting 14.2 m long Niobium-
Titanium dipole magnets, cooled down to 1.9 K by means of super-fluid Helium,

33
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Figure 3.1. LHC injection scheme.

that create a bending magnetic field of about 8.3 T. The magnets are placed in the
eight curved sections which connect the straight sections of the LHC ring.

The high luminosity of the LHC is obtained by a high frequency bunch crossing
and a high number of protons per bunch: two beams of protons with an energy
of up to 7 TeV (6.5 TeV in the initial physics runs of Run 2), circulating in two
different vacuum chambers, contain each up to 2808 bunches (typical number of
bunches around 1500-2000). The bunches, with a nominal number of 1011 protons
each, have a very small transverse spread (about 15 µm in the transverse directions)
and are about 7.5 cm long in the beam direction at the interaction points. During
the first three weeks of data taking, in July 2015, the temporal bunch spacing was
50 ns, while for the rest of the year the LHC operated at a nominal frequency of 40
MHZ (one collision each 25 ns).

A summary of the principal LHC technical parameters is given in Table 3.1.

3.2 The CMS experiment

The Compact Muon Solenoid (CMS) experiment [50] is one of the two general-
purpose detectors which take data at the LHC. Its physics goals range from the
search for the Higgs boson to the searches for physics beyond the Standard Model,
to the precision measurements of already known particles and phenomena.

The overall layout of CMS is shown in Fig. 3.2. From the interaction point, the
outgoing particles encounter the following subdetectors:

• the tracking system,

• the electromagnetic calorimeter,

• the hadronic calorimeter,
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Circumference [km] 27
Number of magnet dipoles 1232
Dipolar magnetic field [T] 8.33

Maximal crossing rate [MHz] 40
Maximal number of bunches 2808
Actual number of bunches ∼2300
Magnet temperature [K] 1.9

Maximal beam energy [TeV] 7
Actual beam energy [TeV] 6.5

Maximal luminosity [cm−2 s−1] 1034

Actual peak luminosity [cm−2 s−1] ∼ 5 · 1033

Protons per bunch 1.1 · 1011

Bunch time separation [ns] 25
Bunch lenght [cm] 7.5

Bunch transverse size [µm] 15
Crossing angle [rad] 2 · 10−4

Beam lifetime [h] 7
Luminosity lifetime [h] 10

Table 3.1. Summary of the principal LHC technical parameters.

• the return yoke of the superconductive magnet (that is not a “subdetector”,
but serves also as a filter, allowing only muons and weakly interacting particles
such as neutrinos to pass through and reach the muon chambers),

• the muon system.

The components of the CMS detector are described in the following sections,
after an introduction of the coordinate system convention in Sec.sec:coordinates.

3.2.1 Coordinate system

CMS uses a right-handed cartesian coordinate system, with the origin at the nominal
interaction point at the center of the detector. The x-axis points to the center of the
LHC, the y-axis points upwards, perpendicular to the LHC plane, and the z-axis
along the anticlockwise-beam direction.

Given the cylindrical system, it is also useful to define some variables in a angular
reference system. The polar angle, θ, is measured from the positive z-axis and the
azimuthal angle, φ, lies in the x-y plane. Transverse energy and momentum (pT
and ET ), i.e. the particle’s energy (E) and momentum (p) in the transverse plane,
are therefore defined as pT = p · sin(θ) and ET = E · sin(θ).

A frequently-used variable, at hadron colliders, is the pseudorapidity, defined as:

η = − ln tan θ2 (3.1)
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As a function of three-momentum p, pseudorapidity can be written as

η = 1
2 ln( |p|+ pL

|p| − pL
) = artanh(pL

|p|
) (3.2)

where pL is the component of the momentum along the beam axis. The pseudora-
pidity can be rewritten as a function of the polar angle θ and by definition it is zero
for θ = π/2 (central part of the detector), and ± inf for θ = 0,π (see Fig. 3.3):

η = − ln tan(θ2) (3.3)

In the limit where the particle is traveling close to the speed of light, or equivalently
in the approximation that the mass of the particle is negligible, one can make the
substitution m� p⇒ E ≈ p⇒ η ≈ y, and hence the pseudorapidity converges to
the definition of rapidity used in experimental particle physics:

y ≡ 1
2 ln

(
E + pL
E − pL

)
(3.4)

The advantage to use pseudorapidity is that it is function of the polar angle only,
and does not depend from the longitudinal component of the momentum pL, that
for the colliding partons is generally unknown.

η=0.5

η=1

η=1.5

η=2

η=3
η=4

η=2.5

η=0

Figure 3.3. Pseudorapidity values shown on a polar plot. The angle of θ = 0 is along the
beam axis which lies on the horizontal line and corresponds to η =∞.

Moreover in the high energy approximation, as for rapidity, intervals of pseudo-
rapidity are invariant under Lorentz boosts along the beam direction. The Lorentz
invariant angular distance ∆η can be expressed also as a function of the scattering
angle (in the partons center-of-mass reference frame) θ∗:

cos θ∗ = tanh(∆η
2 ) (3.5)

Pseudorapidity can also be used to define a Lorentz-invariant measure of angular
separation between particles, ∆R2 ≡ (∆η)2 + (∆φ)2.
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3.2.2 Magnet

In order to achieve a compact and high-resolution muon detection system, a large
bending power is required. This can be achieved by a relatively small solenoid,
provided that an intense magnetic field is produced, as the bending starts at the
collision vertex. A large enough length/radius ratio is also demanded for, in order
to ensure good momentum resolution in the forward region as well.

These considerations led to the choice of a 13 m long superconducting cylindri-
cal Niobium-Titanium coil, with a diameter of 5.9 m [53]. It provides a uniform
magnetic field of 3.8 T at its center, carrying a current of 18 kA and a total stored
magnetic energy of 2.4 GJ. The magnet flux is returned by a saturated iron yoke,
which also works as mechanical support structure of the detector.

3.2.3 Tracker

Momentum of particles is crucial to build up a picture of events at the heart of the
collision. One method to calculate the momentum of a particle is to track its path
through a magnetic field; the more curved the path, the less momentum the particle
had. The CMS tracker records the paths taken by charged particles by finding their
positions at a number of key points. The design goal of the inner tracking system
is to reconstruct isolated, high-pT electrons and muons with efficiency greater than
95%, and tracks of particles within jets with efficiency greater than 90%, within a
pseudorapidity coverage of |η| < 2.4.

The CMS tracker is entirely based on silicon detector technology. It is in fact
composed in three detectors one inside the other, all built with similar technology
and geometry. Starting from the center we have:

• Pixel Detector based on silicon pixels.

• Inner Tracker based on silicon microstrips.

• Outer Tracker based on silicon microstrips.

The two outer parts form together the Silicon Strip Tracker and have a sensitive
area of 206 m2 with about 9.3 million channels where each channel is a strip. Instead
the Pixel Detector is based on square pixels 150 µm × 150 µm .Their total number
is around 45 millions.

The material budget in units of radiation lenght is shown in Fig. 3.5 as a function
of pseudorapidity. The tracker adds up from less than one radiaton lenght in the
barrel to a maximum of two in the transition region between barrel and endcaps.

3.2.4 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) [54] is the detector dedicated to the mea-
surement of electrons and photons energy. It is of course very important also in the
measurement of hadronic jets, the most relevant physics objects for the analysis pre-
sented in this thesis, since a significant fraction of the jets energy is electromagnetic.
In particular, CMS ECAL have been designed for the measurement of a low-mass
Higgs boson in the decay channel H → γγ, and it played a fundamental role in
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Figure 3.4. View of the CMS tracker in the rz-plane. Each line in the strip tracker
represents a silicon strip detector, whereas lines in the pixel detector represent ladders
and petals on which the detectors are mounted in the barrel and endcaps,

Figure 3.5. Silicon tracker material budget as a function of pseudorapidity, expressed
in units of radiation lengths (X0). Different material categories are shown: beam pipe,
pixels, different parts of the strip system (TIB, TID, TOB and TEC) and support tubes
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its discovery. The chosen solution to achieve the necessary energy resolution was
an hermetic, homogeneous electromagnetic calorimeter, made of 75848 scintillating
crystals of lead tungstate (PbWO4).

The structure is divided in a central cylindrical part (the barrel) and two end-
caps. In front of the endcaps an additional preshower detector is placed (see next
section). A 3D view of the detector is in Fig. 3.6 on top: barrel, endcap and
preshower are visible, and a H → γγ event is shown for illustrative purpose. Fig-
ure 3.6 bottom shows a quadrant of the ECAL in the longitudinal section.

Figure 3.6. Top: CMS ECAL in a 3D view with candidate Higgs boson decaying into two
photons (large green towers). Bottom: Longitudinal view of one quarter of the ECAL.
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Lead tungstate crystals

The characteristics of the Lead Tungstate crystals (PbWO4) make them an appro-
priate choice for operation at LHC.

• High density (8.3g/cm3) and short radiation lenght (0.89 cm) allow the con-
struction of a compact calorimeter inside the magnet.

• Small Molière radius (2.2 cm) ensures lateral shower containment and, there-
fore, high granularity. High granularity is needed for π0 − γ separation and
angular resolution.

• Fast light emission: the scintillation decay time is of the same order of mag-
nitude as the LHC bunch crossing time. About 80% of the light is emitted in
25 ns.

The light output is relatively low: about 4.5 photoelectrons per MeV are col-
lected in both the avalanche photodiodes (APDs) and the vacuum phototriodes
(VPTs), where the higher APD quantum efficiency is balanced by their smaller
surface coverage on the back face of the crystal. The crystals emit blue-green scin-
tillation light with a broad maximum at 420 nm.

Geometry

The barrel part of the ECAL (EB) covers the pseudorapidity range |η| < 1.479
(see Fig. 3.6 bottom). The front face of the crystals is at a radius of 1.29 m and
each crystal has a square cross-section of 22 × 22 mm2 and a length of 230 mm
corresponding to 25.8 X0. The truncated pyramid-shaped crystals are mounted
in a a semi-projective geometry forming a 3° angle with respect to the nominal
interaction point (this avoids that photons from primary interaction fall in the
separation zone of two crystals). The crystal cross-section corresponds to ∆η×∆φ =
0.0175× 0.0175 (1°). The barrel has a granularity of 360 crystals in the φ-direction
and 2×85 crystals in the η-direction, resulting in a total number of 61200 crystals.
The crystal volume in the barrel amounts to 8.14 m3 (64.7 t). Crystals for each half-
barrel are grouped in 18 supermodules each subtending 20° in φ. Each supermodule
comprises four modules with 500 crystals in the first module and 400 crystals in
each of the remaining three modules.

Two endcaps (EE) are placed at a distance of 3 m from the nominal interaction
point, covering up to η = 3. They are made of crystals with a length of 24.7 X0.
The mechanical design of the endcap calorimeter is based on an off-pointing pseudo-
projective geometry using tapered crystals of the same shape and dimensions (24.7
× 24.7 × 220 mm3) grouped together into units of 36, referred to as supercrystals.
A total of 268 identical supercrystals is used to cover each endcap with a further
64 sectioned supercrystals used to complete the inner and outer perimeter. Each
endcap contains 14648 crystals, corresponding to a volume of 1.52 m3 (12.6 t).

ECAL preshower

The endcaps are equipped with a preshower detector (ES), covering the region
1.7< η <2.6. It is a two-layer sampling calorimeter made of lead and silicon strips
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detectors. The thickness of the two lead absorbers is respectively 2 X0 and 1 X0.
The preshower is used to obtain a better spatial resolution in the endcaps in order
to separate photons from π0s.

It is placed in front of the crystals, and contains two lead converters of a total
thickness of 2 X0 and 1 X0 respectively, followed by detector planes of silicon strips
with a pitch of < 2 mm. The impact position of the electromagnetic shower is
determined by the center-of-gravity of the deposited energy. The accuracy is typ-
ically 300 µm at 50 GeV. In order to correct for the energy deposited in the lead
converter, the energy measured in the silicon is used to apply corrections to the en-
ergy measurement in the crystal. The fraction of energy deposited in the preshower
(tipically 5% at 20 GeV) decreases with increasing incident energy.

Energy resolution

The energy resolution of a homogeneous calorimeter for electrons and photons of
energy E can be parameterized as a squared sum of three terms:

(σE
E

)2 = ( S√
E

)2 + (N
E

)2 + C2 (3.6)

where E is the energy expressed in GeV.
The stochastic term (S) depends on fluctuations of the number of detected pho-

tons, the noise term (N) is the term due to the electronics noise and the constant
term (C) depends on lateral containment, non uniformity of response and intercal-
ibration.

The values of these parameters have been measured at a beam test at a single-
crystal level and were found to be S = 2.8% GeV1/2, N = 124 MeV and C = 0.3%.

The energy resolution for photons with ET ' 60 GeV varies between 1.1% and
2.6% over the solid angle of the ECAL barrel, and from 2.2% to 5% in the endcaps.
The ECAL energy resolution for electrons with ET '45 GeV from Z → ee decays is
better than 2% in the central region of the ECAL barrel (|η| < 0.8), and is between
2% and 5% elsewhere. For low-bremsstrahlung electrons, where 94% or more of
their energy is contained within a 3 × 3 array of crystals, the energy resolution
improves to 1.5% for |η| < 0.8.

3.2.5 Hadronic calorimeter

The hadronic calorimeter (HCAL) [55] is the detector devoted to the energy mea-
surement of hadrons and the missing transverse energy of events. To accomplish
this, it has to contain the showers generated from hadronic particles fitting inside
the magnet coil.

The HCAL is a sampling calorimeter, meaning it finds a particle’s position, en-
ergy and arrival time using alternating layers of absorber and fluorescent scintillator
materials that produce a rapid light pulse when the particle passes through. Special
optic fibres collect up this light and feed it into readout boxes where photodetectors
amplify the signal. When the amount of light in a given region is summed up over
many layers of tiles in depth, called a tower, this total amount of light is a measure
of a particle’s energy. It reaches from the outer surface of the ECAL at 1.77 m to
the inner surface of the magnet at 2.95 m radially
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To accomplish the most important requirements (hermeticity, good transverse
granularity, good containment of the hadron shower), the HCAL is organized into
barrel (HB and HO), endcap (HE) and forward (HF) sections:

• There are 36 barrel wedges, each weighing 26 tonnes. These form the last
layer of detector inside the magnet coil whilst a few additional layers, the
outer barrel (HO), sit outside the coil, ensuring no energy leaks out the back
of the HB undetected.

• Similarly, 36 endcap wedges form HE, and measure particle energies as they
emerge through the ends of the solenoid magnet.

• Lastly, the two hadronic forward calorimeters (HF) are positioned at either
end of CMS, to pick up the myriad particles coming out of the collision region
at shallow angles relative to the beam line. These receive the bulk of the
particle energy contained in the collision so must be very resistant to radiation
and use different materials to the other parts of the HCAL.

A longitudinal view of a quadrant of HCAL is shown in Fig. 3.7. All the HCAL
component are visible: the barrel (HB, HO) and endcap (HE) sections, plus the
forward detector (HF).

Figure 3.7. Longitudinal view of one quarter of the detector in the rη-plane, showing the
positions of the HCAL parts: hadron barrel (HB), hadron outer (HO), hadron endcap
(HE) and hadron forward (HF).

The hadron barrel part of the HCAL (HB) covers a region of |η| < 1.4 and con-
sists of 2304 towers, resulting in a segmentation of ∆η×∆φ = 0.087 × 0.087. Each
tower is made up of alternating layers of non-magnetic brass absorber and plastic
scintillator material. The reason for the absorber material to be non-magnetic is
that it must not affect the magnetic field. The two hadron endcaps cover a region
of 1.3 < |η| < 3.0. They are positioned in the end parts of the CMS detector and
thus are allowed to contain magnetic material. Here iron is used as the absorber
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material. The granularity begins from ∆η ×∆φ = 0.087× 0.087 at |η| < 1.6 up to
∆η ×∆φ = 0.17× 0.17 at 1.6 < |η| < 3.0.

The outer barrel (HO), placed outside of the magnet, has the task to absorb
escaping hadron showers from particles with transverse energies above 500 GeV.
Without the outer barrel, these particles would cause a large missing transverse
energy which is not convenient for many physics analysis purposes. The granularity
and η range of outer barrel is the same as the hadron barrel. The forward region
of 3.0 < |η| < 5.0 is covered by the steel/quartz fiber hadron forward calorimeter.
The whole coverage of the HCAL is almost hermetic; 0 < φ < 2π in azimuth and
0 < |η| < 5.0 in pseudorapidity.

The energy resolution of the HCAL is parameterized as

σ

E
= 100%
E(GeV ) + 8% (3.7)

It is much worse than ECAL resolution, therefore the energy resolution of the
combined calorimeters is dominated by HCAL.

3.2.6 Muon system

The muon system [56] is the outermost of the CMS subdetectors. It has the aim
of detecting muons, the only charged particles which are able to pass through the
calorimeters without being absorbed. It is placed outside the magnet coil, and it has
a pseudorapidity reach of |η| < 2.4. It is subdivided in a barrel and two endcaps:the
barrel covers the region of 0 < |η| < 1.2, and the endcaps the region 1.2 < |η| < 2.4.
Both regions are made of four layers of measuring stations, imbedded in the iron
of the magnet return yoke, where the return field of the solenoid is about 1.5 T. A
sketch of the muon system is shown in Fig. 3.8.

Different experimental techniques in different regions of the detector are used:

• Drift tubes (DT): This kind of detectors is used in the central part of the
muon system. Each chamber is made of twelve 4-cm-wide tubes containing a
stretched wire within a gas volume.

• Cathode strip chambers (CSC): In the endcap region, where particle multi-
plicity is higher, arrays of anode wires, crossed with cathode strips, within a
gas volume are used for muon detection.

• Resistive Plate Chambers (RPC): Both barrel and endcaps are equipped with
this fast gaseous detectors. They consist of two parallel plates separated by a
gas volume. Their excellent time resolution (3 ns) makes them suitable to be
used also as fast high-efficiency triggers.

3.2.7 Trigger and data acquisition

At the design luminosity of 1034 cm−2s−1, each bunch, traveling oppositely inside
the beam pipes, encounters the other 40 million times per second and they passes
through each other (in other words the bunch crossing frequency is 40 MHz). The
average number of proton-proton collision per each bunch crossing is approximately
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Figure 3.8. Layout of one quarter of section the CMS muon system.

20. This corresponds to a data acquisition rate which is practically impossible to
store in any tape or disk. Moreover, saving all events would not be useful since
most of them are soft collisions, not interesting for the CMS physics program.

A “trigger system” is therefore needed in order to rapidly select potentially
interesting events. The maximum amount of data that can be recorded is ∼ 2 GB/s,
that for an event size of ∼ 2 MB corresponds to an event rate of 1 kHz. The aim of
the trigger system is to lower the event rate from 109 Hz to the level of 1 kHz, the
maximum rate that can be archived by the on-line computer farm.

The Trigger system is structured in two levels: a Level-1 Trigger (L1) and a
high-level trigger (HLT) [57].

• The L1 system is made of a series of hardware processors able to do sim-
ple logical operations directly on detector signals. This allows fast decisions
(maximum decision time is 3.2 µs) and the rate is reduced to 100 kHz.

• The high level triggers (HLT) is a software system implemented in a multi-
processor computer farm. It takes decisions analyzing the reconstructed quan-
tities for a given object and it reduces the rate of an additional factor 102,
bringing the frequency to about 1 kHz.

To study the physics of processes with very high rate, such that the detector
information for all the events is impossible to be written on disk and stored, even
using the two-levels trigger system described in this section, one possibility is to save
only a fraction of events introducing a prescale. Prescaled triggers are commonly
used in many analyses, by the way they are not the optimal solution for a search,
since they collect only a fraction of the data, corresponding to a lower luminosity
with respect to the total sample.
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The analysis presented in this thesis makes use of data where the unprescaled
triggers are fully efficient, following the approach used during Run 1 (see Sec. 2.2.1),
and starting therefore the search from masses around 1.2 TeV as it is explained in
detail in Chapter 5. The possibilities to extend the search at low mass are at least
two: one is to use prescaled trigger as ATLAS does (see Sec. 2.2.2), the other is to
use the “data scouting” technique, as it was done for Run 1 and briefly described
in Sec. 2.2.1.

Level-1 Trigger

The Level-1 is the first trigger that the signal from detectors encounter, and the
decision whether taking or discarding data from a particular bunch crossing has to
be taken in 3.2 µs; if the L1 accepts the event, the data are moved to be processed
by the HLT.

To deal with the high bunch crossing rate, the L1 trigger has to take a decision
in a time too short to read data from the whole detector, therefore it employs the
calorimetric and muon information only, since the tracker algorithms are too slow
for this purpose. The L1 trigger is organized into a Calorimeter Trigger and a Muon
Trigger, whose informations are transferred to the Global Trigger which takes the
final accept-reject decision. The Calorimeter Trigger is based on trigger towers, 5
× 5 matrices of ECAL crystals, which match the granularity of HCAL cells. The
trigger towers are grouped in 4 × 4 squares. The Calorimeter Trigger identifies
the best four candidates of each of the following classes: electrons and photons,
central jets, forward jets and τ -jets (identified from the shape of the deposited
energy). The information of these objects is passed to the Global Trigger, together
with the measured calorimetric missing transverse energy. The Muon Trigger is ran
separately for each muon detector. The information is then merged and the best four
muon candidates are transferred to the Global Trigger. The Global Trigger takes
the accept-reject decision exploiting both the characteristic of the single objects and
of combinations of them.

HLT Trigger

The High-Level Trigger reduces the output rate to about 1 kHz. It is a highly-
customizable software system, in which flexibility is maximized because there is
complete freedom in deciding which data to access, as well as the sophistication
of the adopted algorithms. The HLT software is organized in a set of algorithms
(known as HLT “paths”) which are designed to select specific event topologies.
The guiding principles are regional reconstruction and fast event veto. Regional
reconstruction tries to avoid the complete event reconstruction, which would take
time, but rather focuses on the detector regions close to where the L1 trigger has
found interesting activity. Fast event veto means that uninteresting events are
discarded as soon as possible, therefore freeing the processing power for the next
events in line. This has led to the development of three virtual trigger levels: the
first level accesses only the muon and calorimetric data, the second level adds the
data of the pixel seeds, the final step reads the full event information.
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3.2.8 Software

The goals of the CMS software are to process end select events inside the HLT farm,
to deliver the processed results to the experimenters within the CMS collaboration
and to provide tools for them to analyze the processed information and produce
physics results. The overall collection of software, now referred to as CMSSW, is built
around a Framework, an Event Data Model, and Services needed by the simulation.
The physics and utility modules are written by detector groups. The modules
can be plugged into the application framework at run time, independently of the
computing environment. The software should be developed keeping in mind not only
performance but also modularity, flexibility, maintainability, quality assurance and
documentation. CMS has adopted an object-oriented development methodology,
based primarily on the C++ programming language.

The primary goal of the CMS Framework and Event Data Model (EDM) is to
facilitate the development and deployment of reconstruction and analysis software.
The EDM is centered around the Event class, which holds all data that was taken
during a triggered physics event as well as all data derived from the data taking
(e.g. calibration and alignment constants).

The detailed CMS detector and physics simulation is currently based on the
GEANT 4 [58] simulation toolkit and the CMS object-oriented framework and event
model. GEANT 4 provides a rich set of physics processes describing electromagnetic
and hadronic interactions in detail. It also provides tools for modeling the full CMS
detector and geometry and the interfaces required for retrieving information from
particle tracking through these detectors and the magnetic field. The validation of
GEANT 4 in the context of CMS is described in detail in [59]. The CMS GEANT 4-
based simulation program uses the standard CMS software framework and utilities,
as used by the reconstruction programs. The simulation is implemented for all CMS
subdetectors in both the central and forward region, including the field map of the
3.8 T solenoid. In addition, several test-beam prototypes and layouts have been
simulated. The full simulation program implements the sensitive detector behavior,
track selection mechanism, hit collection and digitization (i.e. detector electronic
response). The detailed simulation workflow is as follows:

• a physics group configures an appropriate Monte Carlo event generator (sev-
eral are used) to produce the data samples of interest;

• the production team/system runs the generator software to produce generator
event data files;

• the physics group validates the generator data samples and selects a con-
figuration for the GEANT-based simulation of CMS, with generator events as
input, to produce (using the standard CMS framework) persistent hits in the
detectors;

• the physics group validates these hit data which are then used as input to the
subsequent digitization step, allowing for pile-up to be included. This step
converts hits into digitizations which correspond to the output of the CMS
electronics.
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The digitization step, following the hit creation step, constitutes the simulation
of the electronic readout used to acquire data by the detector. It starts from the
hit positions and simulated energy losses in the detectors and produces an output
that needs to be as close as possible to real data coming from CMS. Information
from the generation stage (e.g. particle type and momentum) is preserved in the
digitization step. The output of this step has the same format of real collision
events, and therefore can be fed to the same reconstruction software chain.

Collision events are reconstructed and stored if they satisfy at least one of the
High Level Trigger paths employed online. Depending on the type of HLT path
which was fired, an event is stored in a given Primary Dataset (PD), which will
therefore collect events with similar topologies. One example of Primary Dataset is
the JetHT, used for the dijet analysis. It is defined by hadronic triggers that require
of a threshold on the scalar sum of transverse momentum of all the jets in the event
(HT ).



Chapter 4

Jet recostruction and
calibration at CMS

This chapter is dedicated to the jet reconstruction in CMS. What we call “jet” is a
spray of particles originated by a quark or glob that, having color charge, need to
recombine in hadrons. The process of hadronization and the interaction with the
detector material, as we have seen in Chapter 1, generates many particles that lose
their energy in a cascade of decays inside the CMS calorimeters. As described in
detail in Chapter 3, the electromagnetic and hadronic calorimeters can measure the
energy released by the particles in the shower. Charged particles are also detected
by the silicon tracker that provides a measurement of their transverse momentum.

The measurements of the various CMS sub-detectors go through the Particle
Flow (PF) reconstruction algorithm, that makes use of all those informations in
order to identify the particles. The PF is described in Sec. 4.1. Since jets are
composite objects they are not defined in a unique way: the PF candidates are used
as inputs for the jet clustering algorithms, which are discussed in Sec. 4.2.

Then the energy of the final reconstructed jets has to be corrected for different
effects: one is the pile-up, because the energy coming from the non-primary ver-
tices enters in the reconstruction cone, and is wrongly associated to the jet in raw
reconstruction. Other effects that need a correction are the non-uniformity of the
jet energy response across the detector, and the non-compensating nature of the
calorimeters. For a compensating calorimeter [60] the response of electromagnetic-
interacting particles (let’s call it Rγ) and hadronic particles (Rh) are the same :
Rh = Rγ . The CMS calorimeters are instead strongly non-compensating: the CMS
HCAL has been measured [61] to have Rh/Rγ ≈ 0.7, and for the crystal ECAL
lower values, of the order of 0.45-0.5, are assumed. The jet energy calibration is
crucial for the dijet analysis and will be discussed in detail in Sec. 4.3.

4.1 Particle Flow reconstruction

The Particle Flow [62] is a full event reconstruction technique which aims to re-
construct all stable particles produced in a given proton-proton collision. To do so
it exploits all CMS subdetectors to their full granularity and correlates informa-
tion between them in order to optimize particle reconstruction and identification

49
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performance.
The design of the CMS detector proves to be well-suited for this type of event

reconstruction: its large silicon tracker and the 3.8 T magnetic field in which it
is immersed allow precise and efficient charged particle detection for transverse
momenta as low as 150 MeV, and its crystal electromagnetic calorimeter allows
excellent resolution in the measurement of photon and electron energies. Charged
particles and photons make up on average about 85% of a jet’s energy, so only 15%
of it will be reconstructed in the hadronic calorimeter alone.

The Particle Flow algorithm first collects reconstructed hits in each subdetector
independently and creates a list of basic reconstructed elements (blocks), namely
charged tracks in the tracker, clusters of energy deposits in the calorimeters. Once
blocks are formed, a link algorithm connects blocks which are topologically compat-
ible, giving way to particle flow particle candidates (PFCandidates). PFCandidates
may be of different types, depending on the type of blocks involved in their recon-
struction:

• electrons arise from the link between a charged track and one or more ECAL
clusters, provided an electron identification set of criteria is satisfied;

• charged tracks linked to any number of calorimeter (ECAL or HCAL) clus-
ters, and which are not identified as electrons, are reconstructed as charged
hadron candidates;

• ECAL energy deposits not compatible with charged tracks give way to photon
candidates;

• energy deposits in the HF calorimeters are reconstructed as HF hadronic or
electromagnetic particle candidates, depending on the depth at which the
energy is released in the HF quartz fibres;

• finally muons are reconstructed and identified with very large efficiency and
purity from a combination of the tracker and muon chamber information.

The formation of the PFCandidate list represents the Particle Flow interpreta-
tion of a given proton-proton collision in CMS, as it attempts to mirror the true
particle composition of the event to the best of our knowledge. Particle flow jet re-
construction (PFJets) is then just a matter of choosing the jet algorithm with which
the PFCandidates are to be clustered, as it is discussed in the following Sec. 4.2.

The PF jet momentum and spatial resolution are greatly improved with respect
to calorimeter jets,as the use of the tracking detectors and high granularity of ECAL
allow resolution and measurement of charged hadron and photons inside a jet, which
together constitute ∼ 85% of the jet energy.

But the non uniformity of the jet response as a function of pT and η makes
necessary the use of jet energy corrections, as described in Sec. 4.3.

4.2 Jet clustering algorithms
We have seen in Chapter 1 that scattered partons from the hard subprocess eventu-
ally turn into a spray of hadrons due to color confinement. This spray of particles
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can be identified as jet objects in the detector through the application of a clustering
algorithm using PFCandidates as inputs.

What we call “jet” therefore is not defined in a unique way, but depends on the
chosen algorithm used to recluster the PFCandidates. In the ideal case the four-
vector associated to the jet object is exactly identical to the parton that generated
the shower. Of course it is true with some approximation, but there are some
theoretical and experimental criteria that a “good” clustering algorithm should
have:

• be simple to implement in an experimental analysis;

• be simple to implement in the theoretical calculation;

• be defined at any order of perturbation theory;

• yield finite cross sections at any order of perturbation theory;

• yield a cross section that is relatively insensitive to hadronization;

• satisfy infrared and collinear safety.

Infrared and collinear (IRC) safety are fundamental requirements for jet algorithms.
“Infrared safety” means that adding a soft gluon should not change the results of
the jet clustering. An algorithm is “collinear safe” if, splitting one parton into two
partons (e.g. a gluon splitting in two quarks), the results of the jet clustering does
not change. A sketch showing the effects of non-infrared and non-collinear safe
algorithm is represented in Fig. 4.1.

A whole family of infrared and collinear-safe algorithms are the kT -algorithms [63].
The generalized kT -algorithm is based on a pair-wise recombination and it combines
two particles if their distance (opportunely defined as a function of the transverse
momentum (kT ) is less than a given threshold. They work as follows:

• define the “distance” between two input particles dij = min(k2p
T i, k

2p
Tj)∆R2

ij/R
2,

with ∆R2
ij = (ηi − ηj)2 + (φi − φj)2.

• define the “distance” diB between the particle i and the beams diB = k2p
T i

• find the minimum of dij and diB

• if the minimum is diB, remove particle i from the list and call it a “jet”; if
it’s dij , recombine particles i and j into a new particle by summing their
quadrimomenta;

• iterate until only jets are left.

Depending on the value of p it is possible to obtain the anti-kT algorithm (p =
−1), the Cambridge-Aachen (p = 0) and the kT (p = 1). With the kT algorithm
the softer particles are clustered first, and then added the others in increasing
energy. With the anti-kT algorithm hard particles are clustered initially instead
than soft particles. The Cambridge-Aachen algorithm, having p = 0, is a purely
geometric clustering algorithm (no dependence from the transverse momentum kT ).
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No soft radiation Presence of  soft radiation

No splitting One parton splits in two

Figure 4.1. Illustration of the infrared sensitivity of a cursory designed jet algorithm: the
emission of a soft gluon changes the number of jets (top). Illustration of the product of
a collinear unsafe jet algorithm: the collinear splitting changes the direction of the jet
(bottom).

Figure 4.2. Illustration of different jet algorithms at parton level.
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The behaviors of different jet algorithms are illustrated in Figure 4.2: the anti-kT
jet algorithm gives the jets with the most definite shape.

The jets used in this analysis are reconstructed with the anti-kT clustering al-
gorithm with size parameter R = 0.4 in the η− φ plane (PF ak4 jets). The anti-kT
algorithm is interfaced to the CMS software framework through the FastJet pack-
age. At generator level, the list of final state particles produced in the hadronization
process constitute the list of objects that will be clustered; at reconstruction level
a list of particle candidates is passed to the algorithm, produced by the full event
reconstruction technique known as the CMS Particle Flow, which is illustrated in
Sec. 4.1.

The additional pp collisions occurring within the same bunch crossings of the
primary hard interaction produce additional tracks in the tracker and deposit en-
ergy in the calorimeters. This contribution is called in-time pile-up (IT PU), as we
have seen also in Sec. 1.2.1. The IT PU from charged particles is reduced by iden-
tifying which vertex the charged PFCandidates originate from and removing those
unambiguously associated to pile-up vertices before clustering jets. This method is
referred to as charged hadron subtraction (CHS).

The pp collisions occurring in the previous and subsequent bunch crossings also
contribute calorimetric energy to the same time window a the primary interaction
due to the finite signal decay time in the calorimeters. This contribution is called
out-of-time pile-up (OOT PU).

The amount of OOT PU can be reduced at the detector level shortening the
signal time integration window and using more advanced techniques that use the
signal timing and pulse shape to subtract a varying pedestal and fit in-time and out-
of-time pulses simultaneously. Both ECAL and HCAL use pulse fitting to remove
OOT PU.

The leading primary vertex (PV) is chosen based on the largest sum of squares
of the track transverse momenta (∑ |ptrackT |2) associated to the vertex. Subleading
PVs are classified as pile-up vertices. The CHS can remove approximately 50% of
IT PU, within tracker coverage.

4.3 Jet energy calibration
The jet energy correction (JEC) scheme employed at CMS is based on a factorized
approach [64]. Different sets of corrections are defined, in such a way that they
address different physical aspects. They are derived in a consecutive way, and need
to be applied in the correct order, since in principle they could not be completely
uncorrelated.

The levels of corrections defined in CMS are:

• Level 1 offset corrections, which corrects jets for the effect of overlapping
diproton collisions (pile-up);

• Level 2 relative corrections, which minimizes the effect of non-uniformities
between different CMS subdetectors;

• Level 3 absolute corrections, which addresses the fundamental non-compensating
nature of the CMS calorimetric system.
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• L2L3 residual corrections, which correct the residual difference between
data and simulation after the application of L1L2L3.

Reconstructed 
jets

L1 Offset
(MC + RC)

L2 Relative (η)
L3 Absolute (pT)
(MC)

L2 Residuals (η)
 (dijet)

L3 Residuals (pT)
   (γ/Z+jets,MJ) Calibrated

jets

Corrections applied to data

Corrections applied to MC

Figure 4.3. Scheme of the JEC method in CMS. Starting from reconstructed raw jets, it
is shown the sequence of corrections.

A scheme that summarize the jet energy correction technique in CMS is in
Fig. 4.3.

First level are L1 offset corrections, which are derived from MC and applied to
both MC and data. For the data, the L1 corrections contain an additional scale
factor derived from data driven techniques. The L1, L2 and L3 corrections are
derived from MC, represent the bulk of the JECs and are applied both to data and
MC. The benefit of relying heavily on simulation to derive the jet energy response is
that we are not sensitive to many of the biases intrinsic in the data-based methods
and can cover corners of phase space that are not easily accessible in data. A more
detailed description of MC corrections, and some recent results can be found in
Sec. 4.3.1.

After these corrections are applied, the comparison between data and simulation
shows a residual disagreement. Therefore an additional set of “Residual corrections”
to be applied only to data is needed, in order to obtain a good data-MC closure.
These corrections are derived using different techniques and different datasets (dijet,
multijets, photon + jets, Z + jets). The results are then combined with a global fit,
to extract the final residual correction factors as a function of pT and η.

The residual corrections are also referred to as L2 relative and L3 absolute, since,
like L2 and L3 MC corrections, they aim to correct respectively the uniformity of
response in the detector and the absolute energy scale. More details on residual
JEC are in Sec. 4.3.2.

4.3.1 Corrections from simulation

Level 1 Offset corrections

The most important in terms of “size” of the corrections are the pile-up corrections.
The aim of these correction is to subtract the additional energy which is irradiated
inside a jet cone by secondary proton-proton collisions (the pile-up), on an event-by-
event basis. The method used in CMS subtracts also the additional energy coming
from the remnants of the colliding protons, what is called underlying event (UE).

In order to do so, a technique called jet area method is employed. This algo-
rithm uses the effective area of the jets multiplied by the average energy density to
calculate the offset energy to be subtracted by the jets.
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In addition to the original method that used only the jet area Aj and the energy
density ρ, η-dependent and log(pT )-dependent terms have been added to the cor-
rection to model better the pile-up and underlying event contribution in different
parts of the detector and for different jet energies. The full correction formula used
at CMS is

CL1(puncorrT , η, Ajρ) = 1− [ρ0(η) + ρ · β(η) · (1 + γ(η) · log(puncorrT ))] ·Aj
puncorrT

(4.1)

The input parameters are the uncorrected reconstructed jet transverse momentum
puncorrT , jet pseudorapidity η, jet area Aj and the per-event pT offset density ρ.

The correction for the underlying event density is not explicitly present in Eq. 4.1
but it is effectively absorbed in ρ0(η). The multiplicative factor β(η) corrects for the
non-uniformity of the offset versus η and the residual correction factor γ(η) adds
the logarithmic dependence from jet pT .

The parameters ρ0(η), β(η) and γ(η) are determined from simulated true offset.
The “effective” energy density in the square brackets in Eq. 4.1 is then multiplied
by the jet active area (equal to πR2 in the case of anti-kT jets) and the result is
subtracted from the energy of the jet.

The pile-up offset (in GeV units) before and after L1-Fastjet corrections for the
PF ak4 jets with CHS is shown in Fig. 4.4.

Figure 4.4. Simulated pile-up offset for PF ak4 jets with CHS in the barrel (|η| < 1.3)
before (left) and after (right) L1 corrections.

Then a scale factor data/simulation is added for the corrections to be applied
to data. This scale factor is obtained building a Random Cone centered at (η,φ)
and dividing the average energy density inside the cone in data (using a Zero Bias
sample, that has no energy deposition from hard interactions) by the true average
offset in simulation (Eq. 4.2).

SF = O
RC
data(η, 〈ρ〉data)
ORCMC(η, 〈ρ〉MC)

(4.2)
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Level 2 relative and Level 3 absolute corrections

The simulated true response is defined as the ratio of arithmetic means of matched
reconstructed and generated jets

R(pT,ptcl, η) =
〈pT,reco〉
〈pT,ptcl〉

[pT,ptcl, η] (4.3)

binned in particle level pT,ptcl and reconstructed η. The jet matching is done by
radial distance, with maximum at half the con size (DeltaR = 0.2 for R = 0.4).
This ensures highest matching efficiency with unique matches for anti-kT jets.

The corrections are derived first versus η, to uniform the response in the detector:
they are called Level 2 relative corrections (L2). Then, after the application of L2
corrections, Level 3 absolute corrections (L3) are derived versus jet pT .

The correction factors of MC corrections are shown in Fig. 4.5. The closure, i.e.
the response after the application of L1+L2+L3 corrections for anti-kT jets with
R = 0.4 and CHS is shown in Fig. 4.6.

Figure 4.5. Relative (left) and absolute (right) jet energy corrections as a function of
pseudorapidity.

4.3.2 Corrections from data

The residual data/simulation scale factors for JEC are determined after correcting
jets for pile-up and simulated true response, and propagating the corrections to
the missing-ET . These corrections are first determined with a high statistics dijet
sample relative to |η| < 1.3 over a wide range of pT : this gives a relative scale
factor, and therefore represents the L2 relative residual corrections, as a function of
jet pseudorapidity.

The absolute scale (L3 absolute residual corrections) is obtained from a combi-
nation of Z→ µµ+jet, Z→ ee+jet, γ+jet and multijet events at η < 1.3 in a more
limited range of pT from about 30 GeV and 1 TeV.
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Figure 4.6. Corrected jet response versus jet pT for anti-kT jets with R = 0.4 and CHS.

It is beyond the purpose of this thesis to give a detailed description of all these
methods, since to all effects, each of these techniques is a stand-alone analysis. For a
more complete treatment of the jet energy corrections derivation in CMS the reader
can refer to [64]. The γ+jets method will be instead described in detail since was
part of my PhD activity in the CMS collaboration. A dedicated section with recent
results can be found in App. A.

The residual JECs have turned out to be very important in particular in the
first phase of data taking of LHC Run 2. In fact, some reconstruction issues in
the calorimeters made the data/MC ratio of responses pT dependent with a non
negligible slope.This is visible in Fig. 4.7, where the global fit to the results of the
various analysis that contribute to the L3 resudual corrections is shown for central
jets (|η| < 1.3). The result is compared to the global fit obtained at the end of Run
1, that is more flat and closer to 1.

4.3.3 Jet energy scale uncertainties

The systematic uncertainties for the relative η-dependent and the absolute pT -
dependent corrections are summarized in Fig. 4.8.

The jets relevant for this analysis are restricted in the central region η < 2.5
therefore, from Fig. 4.8 left, the uncertainty on the L2 Residual correction is less
than 4%. The requirement of the dijet mass to be greater than 1.2 TeV (see
Sec. 5.3.2) constrain also the jet pT to be greater than a few 100 GeV. From the
right figure, the uncertainty of the L3 Residual correction is below 2% in all the
spectrum. It must be noted that in the region pT > 1 TeV there are no data avail-
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able in the γ+jets sample, then both the JECs and the uncertainties in the high
mass region are obtained with an extrapolation.





Chapter 5

Data sample and selection
criteria

5.1 Dataset and trigger selection
The data presented in this thesis have been collected mostly on September and
October 2015, with the LHC operating at the bunch spacing of 25 ns.

The most of high dijet mass events are collected in the primary dataset JetHT
and this is the one used for this search. The dataset is splitted in different periods
of the data taking and the sub-datasets with the relative integrated luminosity are
summarized in Table 5.1

Table 5.1. JetHT sub-datasets and their integrated luminosity

Dataset name Run range Integrated
luminosity (pb−1)

JetHT Run2015D-PromptReco-v3 256630-258158 887.308
JetHT Run2015D-PromptReco-v4 258159-260627 1557.399

The trigger strategy is similar to the one used in the dijet analysis at
√
s = 8

TeV. The unprescaled triggers that collects most of the events at high dijet mass,
interesting for this analysis are the PFHT800 and PFJet500 paths, based respectively
on the scalar sum of transverse momentum on all jets in the event (HT ), and on the
transverse momentum of the leading jet (pT ). This are basic triggers used for many
searches of physics beyond Standard Model in hadronic final states in CMS. Another
trigger is used to perform efficiency study, as described below. The triggers used in
this studies, with the corresponding selection and their prescales, are summarized
in Tab. 5.2.

The study of the trigger efficiency curve is important to decide where we can
start to fit the dijet mass distribution in data, without having distortions in the low
mass region due to the trigger turn on. It is also important to check if there is any
failure at high mass, in order not to lose any interesting dijet event.

The trigger system, as explained in Sec.3.2.7, is made of two levels: Level 1 (L1)
and High Level Trigger (HLT), the total efficiency is the product of two efficiencies

61
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trigger name definition Prescale
HLT_PFHT800_v* HT > 800 GeV 1
HLT_PFJet500_v* pT (jet) > 500 GeV 1

HLT_Mu45Eta2p1_v* pT (µ) >45 GeV and η < 2.1 1

Table 5.2. Triggers and their prescales.

εtot = εL1 · εHLT. To measure the total εtot one can study the L1 (εHLT) and HLT
efficiencies (εL1) separately, or directly the total, using a reference trigger that is
uncorrelated with the selection of the HT trigger and uses a different L1 seed.
Lepton triggers, for example, are good candidates for this scope: the request of one
lepton is completely independent from the jets in the event, and also the L1 seed is
not correlated.

The trigger efficiency has been studied in SingleMuon dataset and the reference
trigger used is HLT_Mu45Eta2p1 that requires one muon with pT > 45 GeV and
η < 2.1. We calculate the trigger efficiency as a function of the dijet mass using

• as denominator, the dijet mass distribution of events that pass the dijet stan-
dard selection (see Sec. 5.3.2) and the reference trigger HLT_Mu45Eta2p1_v*;

• as numerator, the dijet mass distribution of events that satisfy the denomina-
tor requirements and the PFHT800 ⊕ PFJet500 trigger requirements (where
we have represented the logical operator or between the two sets with ⊕).

The turn on curve as a function of mWide
jj is calculated using the histograms in

Fig. 5.1, and it is shown in Fig. 5.2.
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Figure 5.1. The mWide
jj distributions of events in data passing the full dijet event selection

plus the trigger selection. All events are required to pass at least the HLT_Mu45Eta2p1
monitoring trigger.
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on the right.

The turn on curve of the trigger efficiency is complete for mWide
jj greater than

about 1.2 TeV, therefore the fit to the dijet mass distribution for the background
estimate can start around this point. This is effectively the lowest energy that
this analysis can explore to search new physics in dijet final state at center-of-mass
energy of 13 TeV. As we will see later in Chapt. 7, the calculation of upper limits
on the cross sections starts from resonance masses of 1.5 TeV, in order to use the
complete shape in the fit, and avoid biases that could arise fitting a truncated shape
next to the low mass boundary.

5.2 Monte Carlo simulation

5.2.1 Signal

We consider different possible sources of narrow resonance signal, meaning with
narrow that the relative resonance width is much smaller than the experimental
mass resolution [37]. It is known from previous studies that the shape of a narrow
resonance is mainly determined by the combination of partons in the initial and
final states.

There are different combinations of the possible production and decay modes,
and in the analysis we used MC samples for:

• gg → RS Graviton → gg

• qq → RS Graviton → qq

• qg → excited quark → qg

where we indicated the gluons with “g” and any quark/antiquark with “q”. For each
of these processes we have 9 samples at 9 different mass points from 1 to 9 TeV,
with about 100k events for each sample.
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The Monte Carlo simulation (MC) signal samples are generated with PYTHIA 8 [65]
using CUETP8M1 tune and they are produced with the following LHC conditions: 25
ns bunch-crossing spacing and average number of pile-up interactions of 20. In ad-
dition, the shapes are passed through a complete simulation of the CMS detector
based on GEANT4.

5.2.2 Background

The MC sample used for background studies is the QCD multijet production gener-
ated with PYTHIA 8 with CUETP8M1 tune. The samples are binned in the transverse
momentum of the hard scattering process p̂T and they are produced using bunch
spacing at 25 ns and average number of pile-up interactions equal to 20. The simu-
lated events also pass through a complete GEANT4 simulation of the CMS detector.

The list of datasets for background with the corresponding cross section, number
of events, and equivalent integrated luminosity is reported in Tab. 5.3.

dataset p̂T -binned (GeV) cross section (pb) number of events equivalent lumi (fb−1)
QCD 300 < p̂T < 470 7823 2930578 0.375
QCD 470 < p̂T < 600 648.2 1939229 2.991
QCD 600 < p̂T < 800 186.9 1890256 10.11
QCD 800 < p̂T < 1000 32.293 1911296 59.19
QCD 1000 < p̂T < 1400 9.4183 1461216 155.1
QCD 1400 < p̂T < 1800 0.84265 197959 234.9
QCD 1800 < p̂T < 2400 0.114943 194924 1.696 · 103

QCD 2400 < p̂T <3200 0.0068298 198383 29.05 · 103

QCD p̂T > 3200 0.000165445 188696 1140 · 103

Table 5.3. Leading order cross sections for Monte Carlo datasets of QCD multijet processes
generated with PYTHIA8, tune CUETP8M1.

5.3 Selection criteria

5.3.1 Jets selection and wide jet algorithm

The dijet analysis uses Particle Flow jets with anti-kT algorithm and width param-
eter ∆R =

√
∆η2 + ∆φ2 = 0.4 (PF ak4 jets), that have been discussed in detail

in Chapt.4. As we have seen, these definition satisfies the requirements of infrared
and collinear safety, and the jet energy is corrected using MC and data-based tech-
niques in order to take into account the pile-up extra energy, the non-uniformity of
the response across the detector and the residual difference in the absolute scale of
the energy between data and MC.

CMS has developed jet quality criteria (“Jet ID”) for PF jets which are found to
retain the vast majority of real jets in the simulation while rejecting most fake jets
arising from calorimeter and/or readout electronics noise. These are studied in pure
noise non-collision data samples such as cosmic trigger data or data from triggers
on empty bunches during LHC operation. Jets used in the analysis are required to
satisfy the “Tight” PF Jet ID criteria:

• neutral hadron fraction less than 0.9
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• neutral electromagnetic energy fraction less than 0.9

• muon fraction < 0.8

• number of constituents > 1

and in addition for jets in −2.4 ≥ η ≥ 2.4 requirements that involve the tracks
information

• charged hadron fraction > 0

• charged multiplicity > 0

• charged electromagnetic fraction < 0.9

This criteria have an efficiency of 99% and a background rejection of 84%, ac-
cording to studies on early data at 13 TeV in the Minimum-Bias dataset.

Events are rejected if at least one of the two leading jets does not pass the tight
jet ID, or if it is outside of the tracker acceptance: |η| < 2.5. Events are also rejected
if at least one of the two leading jets has Muon Energy Fraction greater than 0.8.
This cut was introduced in the run 1 analysis to remove mis-reconstructed muons
identified as jets and causing large nonphysical tails in the dijet mass distribution.
The inefficiency of this cut for the resonance signal samples under study is found
to be negligible.

The leading (second leading) jet is required to have a minimum pT > 60 (30) GeV
and to be in the tracker coverage region |η| < 2.5. The two leading PF ak4 jets are
required to to have pT > 30 GeV, |η| < 2.5 and to pass the tight PF Jet ID criteria.

The dijet analysis choice, as in the past, is to recluster in a larger cone the
corrected PF ak4 jets that pass the selection described above, and use wide jets to
reconstruct the invariant mass of the dijet system. This allows to contain better
the energy of the hadrons in presence of final state radiation (FSR), and thus im-
proves the dijet mass resolution with the resonance peak resulting both closer to
the nominal mass and narrower. An illustration of the wide jet is in Fig. 5.3. The
improvement of the dijet resolution is shown clearly in Fig.5.4, where we compare
the dijet mass reconstructed with the PF jets 0.4 and the wide jets used in this
analysis (∆R = 1.1), for an excited quark resonance with mass Mq∗ = 4.0 TeV that
decays in one quark and one gluon.

The wide jets are obtained using the PF ak4 jets as inputs, following this pro-
cedure:

• take the two PF ak4 jets with the highest transverse momentum (leading jets)
as “seeds” of the wide jets, forming two “temporary” wide jets wj1 and wj2;

• for each PF ak4 jet ji, see if it is geometrically closer to the first (wj1) or
second temporary wide jet (wj2), comparing ∆Ri1,2 between ji and wj1,2;

• if ∆Ri1 < ∆Ri2 and ∆Ri1 < 1.1 sum the ji to the first temporary wide jet
wj1;

• else if ∆Ri2 < ∆Ri1 and ∆Ri2 < 1.1 sum the ji to the second temporary wide
jet wj2;
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Wide jet 2

Figure 5.3. Illustration that show an event with final state radiation, where the use
of the wide jets allows to contains the radiated energy and improves the dijet mass
reconstruction.

At the end of this iterative clustering algorithm, the two final wide jets are re-
ordered in pT so that the first is the most energetic one: pT (WJ1) >pT (WJ2). The
resulting wide jets are by construction infrared and collinear safe and have the the
proper jet energy corrections, as the parent anti-jets. In addition, the selection in pT
on the input jets acts like a sort of “pruning” algorithm that reduces the contribute
of softer jets and pile-up.

In the phase of the analysis preparation, in 2014 and early 2015, we have studied
the optimization of the cone width in order to minimize the expected upper limits
on the cross sections, and the value ∆R = 1.1 is found to be optimal.

5.3.2 Event Selection

Events are selected requiring at least one reconstructed vertex within |z| < 24 cm
around the nominal interaction point. The most relevant selection criteria are:
i a threshold in the dijet mass calculated using wide jets mWide

jj > 1181GeV .

ii a cut on the angular separation between the two wide jets |∆ηWide
jj | < 1.3

The reason of (i) is that, as we have seen in Sec. 5.1, the trigger turn-on curve is
complete around 1.2 TeV. This requirement assures that the dijet mass spectrum is
not distorted by trigger inefficiencies close to the low mass edge. The specific value
of 1181 GeV is used for the threshold corresponds to the low edge of the bin around
1.2 TeV, in the variable-size binning used in this analysis. The binning has been
fixed in the previous dijet analysis in CMS and the bin size corresponds roughly to
the experimental resolution at that mass.

The requirement (ii) is a cut on the |∆ηWide
jj | between the jets. This quantity is

related to the emission angle of the final partons with respect to the beam line in
the center-of-mass reference frame (the scattering angle θ∗):

cos θ∗ = tanh(∆η
2 ) (5.1)
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Figure 5.4. Dijet mass distribution of an excited quark resonance with Mq∗ = 4.0 TeV
decaying in one quark and one gluon.

and the cut |∆ηWide
jj | < 1.3 corresponds to cos θ∗ < 0.57. This criterion is introduced

to improve the signal over background ratio, excluding the region close to cos θ∗ = 1
where most of the QCD processes concentrates as it was shown in Fig 2.1 in Chapt. 2.
From the figure it is visible that the cut at cos θ∗ < 0.57 (|∆ηWide

jj | < 1.3) suppresses
the background and the enhances signal for all the considered models. The analysis,
with this choice, remains inclusive with respect to different new physics hypotheses.

The threshold of the cut has been re-optimized last year during the analysis
preparation with Monte Carlo simulation studies and |∆ηWide

jj | < 1.3 is found to be
the optimal cut for the analysis at

√
s = 13 TeV. The expected upper limit on the

cross section of an excited quark (q*) resonance as a function of the cut in ∆η is
shown in Fig. 5.5.

5.4 Data quality studies
For events passing the main selection criteria, we have performed detailed data
quality checks. These include comparisons between data and Monte Carlo as well
as examination of the stability of reconstructed quantities as a function of time,
and as a function of the number of reconstructed vertices to check dependence from
pile-up.

5.4.1 Comparisons between data and simulation

The QCD background distributions from simulation are never used in the analysis
to produce physics results, but they are shown for a qualitative comparison and
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as a function of the cut in ∆η.

used as a check of the data quality. In all the plots presented in this section the
Monte Carlo simulation is scaled to the integral of data, and the ratio of data/MC
events is approximately 0.88.

First of all we compare the dijet mass spectrum in data and Monte Carlo
(Fig. 5.6). The dijet mass distribution is overall in good agreement between data
and simulation, it extends up to mWide

jj = 6.1 TeV, that is significantly higher than
the highest mass event at

√
s = 8 TeV, which has mWide

jj = 5.2 TeV.
The other event related distributions examined are:

• the ratio of the missing transverse energy in the event to the total transverse
energy, E

miss
T∑
ET

;

• the angle in the transverse plane between the two leading jets, ∆φ = φ1−φ2;

• the angle between the colliding partons and the scattered partons at the
center-of-mass frame cos(θ∗) = tanh(∆ηjj

2 )

The first variable, E
miss
T∑
ET

, is sensitive to the presence of noise which would tend
to create a significant energy imbalance, and thus fake missing energy, with respect
to the total energy in the event. Events with presence of noise would therefore
tend to populate higher values of this ratio than expected. The second variable,
∆φ = φ1−φ2, is also sensitive to noise, since fake jets would populated regions away
from the ∆φ = π peak of dijet signature. Finally , the third variable, cos(θ∗), which
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Figure 5.6. Dijet mass spectrum after full analysis selection for data (black markers) and
QCD LO simulation (filled histogram). The binning has a variable size corresponding
approximately to the dijet mass resolution and the last bin shows the overflow.
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represents the scattering angle of the final partons in the center-of-mass frame, is
also sensitive to noise and any deviation from the expectation would be an indication
of data pathologies. In addition and related to this variable, the absolute difference
in pseudorapidity between the two leading wide-jets is also examined.

In Fig. 5.7-5.9 we show the comparisons between data and simulated events for
the variables discussed previously. They show a good agreement and no sign of
noise.
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Figure 5.7. Left: Ratio of the transverse missing energy to the total transverse energy of
the event. Right: The angle between beam axis and the dijet system at the center-of-
mass frame, cos(θ∗) of the event, after all selection criteria are applied, for data (points)
and simulated (continuous histogram) events. The bottom pad in the plots show the
data/MC ratio.

We have described the jet identification criteria in Sec. 5.3.1. They are based
on the jet energy components:

• The charged hadron fraction, representing mostly the charged pions (π±) jet
content.

• The neutral hadron fraction, representing mostly the long lived neutral hadrons
like Λ0, neutrons and kaons jet content.

• The neutral electromagnetic fraction, representing mostly the neutral pions
that quickly decays in photons (π0 → γγ).

If Hadronic Calorimeter (HCAL) noise is present, we expect an excess of the jets
neutral hadron fraction in data with respect to simulated (QCD) events. Similarly,
if Electromagnetic Calorimeter (ECAL) noise is present, we expect an excess of
the jets neutral electromagnetic fraction in data with respect to simulated events.
In Fig. 5.9-5.11 we show the three jet energy fractions after all selection criteria
are applied. These distributions show non-perfect agreement due to some issues
in calorimeters reconstruction and calibration in the early running, but they don’t
show suspect spikes that would indicate noise. Moreover, except for the jet ID these
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Figure 5.8. Left: The angle between the two final wide-jets of the event, |∆φWide
jj |. Right:

The difference in pseudorapidity between the two final wide-jets of the event, |∆ηWide
jj |,

after all selection criteria are applied, for data (points) and simulated (filled histogram)
events. The bottom pad in the plots show the data/MC ratio.

variables are not used in the analysis, therefore the small disagreement observed is
irrelevant for the search.
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Figure 5.9. The charged hadron (left), neutral hadron (middle) and neutral EM (right)
fraction of the leading jet after all selection criteria are applied, for data (points) and
simulated (filled histogram) events. The bottom pad in the plots show the data/MC
ratio.

In addition to the energy fractions, also the agreement between data and sim-
ulated events for the jet kinematic quantities is examined: pT , η and φ, are shown
in Fig. 5.12 after all selection criteria are applied, showing good agreement overall.
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Figure 5.10. The charged electromagnetic (left) and muon (right) fraction of the lead-
ing jet after all selection criteria are applied, for data (points) and simulated (filled
histogram) events. The bottom pad in the plots show the data/MC ratio.
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Figure 5.11. The charged particle (left), neutral particle (middle) and photon (right) mul-
tiplicity of the leading wide jet after all selection criteria are applied, for data (points)
and simulated (filled histogram) events. The bottom pad in the plots show the data/MC
ratio.
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Figure 5.12. From left to right the pT , η, and φ of the two leading jets wide-jets after all
selection criteria are applied, for data (points) and simulated (filled histogram) events.
The bottom pad in the plots show the data/MC ratio.
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5.4.2 Event Displays

The highest dijet mass event satisfying all selection criteria, visible also in Fig. 5.6,
is shown in Figs. 5.13 with a mass of 6.1 TeV.

Figure 5.13. Event display of the highest dijet mass event at 6.1 TeV satisfying analysis
selection criteria.
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5.4.3 Time and pile-up dependence effects

One additional important study to ensure the quality of the recorded and selected
data is to examine the behavior of basic data quantities as a function of time and
pileup. To quantify the stability of event and jet related characteristics, they have
been studied as a function of run number, and as a function of the primary vertices
in the event.

In Figs. 5.14-5.15 the stability of the dijet mass, missing energy over total energy,
cos(θ∗) = tanh([y1 − y2]/2) and ∆φ = φ1 − φ2 as a function of time is examined.
Event related quantities are stable as a function of time, as indicated by the absence
of any significant slope in the distributions.
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Figure 5.14. The dijet mass (left) and cos(θ∗) (right) distribution after all selection criteria
are applied as a function of time.
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Figure 5.15. The transverse missing energy to the total transverse energy (left) and ∆φ
(right) distribution after all selection criteria are applied as a function of time.

The jet energy fractions and the jet kinematic distributions as a function of time
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are shown in Figs. 5.16-5.17. Again the absence of any significant slope indicates
that jet related quantities are stable as a function of time.
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Figure 5.16. The jet charged (left), neutral hadron (middle), and neutral EM (right)
energy fractions after all selection criteria are applied as a function of time.
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Figure 5.17. The jet pT (right), η (middle), and φ (right) energy fractions after all selection
criteria are applied as a function of time.

Figs. 5.18-5.19 show the stability of the dijet mass, missing energy over total en-
ergy, cos(θ∗) and ∆φ = φ1−φ2 as a function of the number of reconstructed vertices.
Event related quantities are stable as a function of the number of reconstructed ver-
tices, as indicated by the absence of any significant slope in the distributions, with
the only exception of the transverse missing energy to the total transverse energy
(Fig. 5.19 left). This is expected and in any case this variable is never used in the
analysis but only monitored to spot noise or detector problems.

The jet energy fractions and the jet kinematic distributions as a function of the
number of reconstructed vertices are shown in Figs. 5.20-5.21.

Finally Fig. 5.22 shows the stability of the dijet cross section (after all analysis
selections) as a function of time.
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Figure 5.18. The dijet mass (left) and cos(θ∗) (right) distribution after all selection criteria
are applied as a function of the number of reconstructed vertices.
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Figure 5.19. The transverse missing energy to the total transverse energy (left) and ∆φ
(right) distribution after all selection criteria are applied as a function of the number of
reconstructed vertices.
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Figure 5.20. The jet charged (left), neutral hadron (middle), and neutral EM (right)
energy fractions after all selection criteria are applied as a function of the number of
reconstructed vertices.
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Figure 5.21. The jet pT (right), η (middle), and φ (right) energy fractions after all selection
criteria are applied as a function of the number of reconstructed vertices.
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Figure 5.22. Stability of the dijet cross section as a function of time, and after all selection
criteria are applied.





Chapter 6

Likelihood fit method

We describe here the likelihood fit method used to estimate the smooth background
distribution and test the signal hypotheses for the observed dijet mass spectrum.
The fit studies for the choice of the background parameterization and the evaluation
of the bias in signal extraction described in Secs. 6.4-6.5 have been my specific tasks
within the analysis team, together with a significant contribution to the analysis
framework development.

6.1 Signal and background model

We have seen in Sec. 2.1.2 that the type of parton pairs in the resonance decay
does affect the resonance shape. To obtain generic shapes for the three types of
parton pairings (quark-quark, quark-gluon, gluon-gluon), we use excited qurk and
RS graviton simulated shapes (see Sec. 5.2.1).

Some resonance shapes are shown in Fig. 6.1. They are approximately valid
for any model of resonance involving these pairs of partons, assuming the relative
half-width of the model ((Γ/2)/M) is small compared to the dijet mass resolution.

In order to produce mass points at intermediate masses (every 100 GeV), an
interpolation technique is used. Basically, the method is relied on vertical interpo-
lation. First, a new parameter, X, is introduced as X = Mjj

MRes
, where Mjj is dijet

mass and MRes is resonance mass. Then the new X distribution of any resonance
mass are generated using neighbor existing Monte Carlo samples. For example, if
we want to generate the X distribution of resonances with a mass at 4.5 TeV, we
use the equation below.

Prob4.5TeV (x) = Prob4TeV (x) +
[
Prob5TeV (x)− Prob4TeV (x)

]
·4.5− 4

5− 4 (6.1)

Since 4 TeV and 5 TeV Monte Carlo samples are the neighbor resonance mass points
of 4.5 TeV for which we have the simulation samples, they are used as input in the
method. The generalization formula can be written as below.

ProbM (x) = ProbM1(x) +
[
ProbM2(x)− ProbM1(x)

]
·M −M1
M2 −M1

(6.2)

79
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Figure 6.1. Dijet mass shapes for different mass points for the model gg → RS Gravi-
ton → gg, qq → RS Graviton → qq, qg → excited quark → qg, reconstructed with
wide jets. All shapes are normalized to the same integral.
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where M is the resonance mass point which is wanted to generate and M1 and M2
are the neighbor existing Monte Carlo mass points of M .

Finally, the generated newX distribution is converted to variable dijet mass bins
to get resonance shape at any resonance masses. The distributions of X variable is
shown in Fig. 6.2 for various resonance mass points and resonance types.
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Figure 6.2. The distributions of X for qg resonance at various resonance mass points are
shown on left. Comparison of X distributions at the resonance mass of 5 TeV for qq,
qg and gg resonances is presented on right.

The estimate of background for the dijet analysis is obtained directly from data
and does not rely on Monte Carlo simulation. The analysis does not have a blinding
policy, therefore the fit technique, which is the same as Run 1, has been fixed before
looking at data and tested using QCD Monte Carlo samples. The fit function used
for the background-only hypothesis is the 4-parameter function in equation 6.3, used
in many previous dijet searches [8, 37,41,66].

dσ

dmjj
= p0(1− x)p1

xp2+p3 ln(x) (6.3)

where x = mWide
jj /

√
s (mWide

jj is measured in GeV and
√
s = 13000 GeV).

The fit to data in order to obtain the background estimation is made maximizing
the likelihood function, that is therefore introduced in the next section 6.2, before
proceeding with the fit result in Sec. 6.3. The chapter concludes with Sec. 6.4, where
the background parameterization choice is compared to some possible alternatives
with different number of free parameters, with the use of a Fisher F-test.

6.2 Likelihood

Once we have defined the signal and background models in the previous section, we
can define the likelihood function that is used for the background fit, the computa-
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tion of significance of observed excesses in data, and the calculation of upper limits
on the dijet cross sections.

We use a variable-size binning for the dijet mass, with the bin width correspond-
ing approximately to the resolution. The binned likelihood L can be written as:

L =
∏
k

µnkk e
−µk

nk!
(6.4)

where

µk = Nk(B) +Nk(S) (6.5)

nk is the measured number of events in the kth dijet mass bin and µk is the expected
number of events in the same bin. The expected number of events is made of two
terms:

• Nk(B) = NB
∫mk,high
mk,low

B(m)dm, where Nk(B) is the number of expected back-
ground events in the kth bin, and it is obtained with an integral to the back-
ground pdf B in the dijet mass bin range, normalized to NB;

• Nk(S) = L ·σ ·
∫mk,high
mk,low

S(m)dm is the number of signal events (where L is the
luminosity, σ is the signal cross section times branching ratio times acceptance
and S is the signal pdf).

6.3 Dijet mass fit
The background estimation obtained from a likelihood fit to the observed dijet mass
distribution in the background-only hypothesis: the signal cross section σ is set to
zero in Eq. 6.5 and the 4 parameters of Eq. 6.3 are varied in order to maximize the
likelihood.

Fig. 6.3 shows the measured differential cross section times branching ratio times
acceptance dσ×B×A

dmjj
(pb TeV−1) for the dataset of 2.4 fb−1 of proton-proton collisions

at
√
s = 13 TeV as a function of the dijet mass. Variable bins corresponding

approximately to the dijet mass resolution are used in this analysis. The observed
differential cross section in each of the dijet mass variable bins is reported in the
Tab. 6.1.
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Figure 6.3. Dijet mass spectrum using wide jets (points) compared to a smooth fit (solid
line) and to predictions [65] including detector simulation of QCD (dashed line) and
expectations of narrow resonance signals in three models (dot-dash) at the values of
resonance mass excluded by this analysis with 95% CL. The QCD prediction has been
normalized to the data. The error bars are statistical only. The bin-by-bin fit residuals
divided by the uncertainty of the data are shown at the bottom, and compared to the
expected residuals from the same signals as above.
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Bin low edge Bin up edge d(σ×B×A)
dm

Err. low Err. up
(TeV) (TeV) (pb / TeV) (pb / TeV) (pb / TeV)
1.181 1.246 938 2.43 2.44
1.246 1.313 674 2.03 2.03
1.313 1.383 489 1.69 1.7
1.383 1.455 353 1.42 1.42
1.455 1.530 256 1.18 1.19
1.530 1.607 186 0.994 1.00
1.607 1.687 135 0.831 0.836
1.687 1.770 99.1 0.699 0.704
1.770 1.856 71.7 0.584 0.589
1.856 1.945 51.9 0.488 0.493
1.945 2.037 37.6 0.409 0.413
2.037 2.132 27.4 0.343 0.347
2.132 2.231 19.8 0.286 0.29
2.231 2.332 14.1 0.239 0.243
2.332 2.438 10.6 0.202 0.206
2.438 2.546 7.52 0.169 0.173
2.546 2.659 5.29 0.138 0.142
2.659 2.775 3.93 0.118 0.121
2.775 2.895 2.85 9.85e-02 0.102
2.895 3.019 2.04 8.2e-02 8.54e-02
3.019 3.147 1.48 6.87e-02 7.19e-02
3.147 3.279 1.06 5.74e-02 6.05e-02
3.279 3.416 0.743 4.71e-02 5.02e-02
3.416 3.558 0.539 3.94e-02 4.23e-02
3.558 3.704 0.426 3.45e-02 3.74e-02
3.704 3.854 0.202 2.34e-02 2.63e-02
3.854 4.010 0.254 2.58e-02 2.85e-02
4.010 4.171 0.124 1.77e-02 2.04e-02
4.171 4.337 8.13e-02 1.41e-02 1.68e-02
4.337 4.509 4.28e-02 9.99e-03 1.27e-02
4.509 4.686 3.70e-02 9.15e-03 1.17e-02
4.686 4.869 1.34e-02 5.32e-03 8.01e-03
4.869 5.058 1.95e-02 6.37e-03 8.89e-03
5.058 5.253 1.89e-02 6.17e-03 8.62e-03
5.253 5.455 8.10e-03 3.88e-03 6.4e-03
5.455 5.663 5.90e-03 3.21e-03 5.74e-03
5.663 5.877 5.73e-03 3.12e-03 5.58e-03
5.877 6.099 1.84e-03 1.52e-03 4.24e-03
6.099 6.328 1.79e-03 1.48e-03 4.11e-03

Table 6.1. Observed differential cross section d (σ×B×A)
dm .
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The maximum-likelihood fit to the data in the range ∼1.2 to ∼6.3 TeV is shown
in the same figure and gives the following result:
p0 = 1.121e-03 +/- 0.019e-03
p1 = 6.960 +/- 0.062
p2 = 6.676 +/- 0.007
p3 = 0.270 +/- 0.003

The exact starting point for the fit (1181 GeV) comes from the dijet pre-defined
variable-size binning: the threshold is chosen to avoid bias from trigger inefficiency,
as described in Sec.5.1, and the fit range is extended to the last populated bin.

The QCD MC simulation, scaled to the area of data (data divided MC is ap-
proximately 0.88), is shown for comparison.

The difference between the data and the fit is also shown at the bottom of
Fig. 6.3, and that difference is normalized to the statistical uncertainty of the data
in each bin. Asymmetric Poissonian errors are used and, to calculate the normalized
residuals, the upper error band is taken if fit>data and the lower band otherwise.

The data are well described by the smooth fit and there is no evidence for a
dijet resonance.

Finally, in the same figure, we also show example signals of the three final states
(qq, qg, and gg) at the resonance mass values (6.0, 5.0, and 3.1 TeV) for which this
search excludes the corresponding models (scalar diquark, excited quark, and color
octet scalar) as discussed in more detail in the next chapter.

To give an estimation of the goodness of fit we calculated the chi-squared (χ2):
it is 31 for 35 degrees of freedom.

The fit function for background-only hypothesis describes well the data and we
do not observe any significant excess in the dijet mass spectrum. Details on the
significance of the observed excesses in data compared to the background estimation
are discussed in next chapter, where we will also describe the procedure to obtain
upper limits on the dijet resonance cross sections and present the results.

6.4 Background parameterization choice

The background fit to data using a function with 4 free parameters, gives a good
result in terms of χ2, as we have seen in the previous section. For a previous
version of this analysis, with a much smaller dataset of 42 pb−1 [67], it was found
with a F-test [68] that the adequate parameterization was a function with only 3
parameters, which could be obtained from Eq.6.3 setting p3 to zero. However, from
simulation studies with an equivalent integrated luminosity of 1 fb−1 (less than half
the current dataset) we had the indication that the 4th parameter was necessary to
describe that sample. Therefore we expected that at least 4 parameters are needed
with our sample.

The F-test has been repeated with the current dataset of 2.4 fb−1. The proce-
dure is the following: we take themWide

jj distributions in data after the final selection
and we perform 4 different set of fits with different number of floating parameters:

• 2 parameters f2 = p0
xp2

• 3 parameters f3 = p0(1−x)p1
xp2
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• 4 parameters f4 = p0(1−x)p1

xp2+p3 ln(x)

• 5 parameters f5 = p0(1−x)p1

xp2+p3 ln(x)+p4 ln(x)2

where x = mWide
jj /

√
s (mWide

jj is measured in TeV and
√
s = 13 TeV).

The fit results to the data for the 4 parameterizations are shown in Fig.6.4.

Dijet Mass [GeV]
2000 3000 4000 5000 6000

   
[p

b 
/ G

eV
]

jj
 / 

dm
σd

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

data

fit to data

| < 2.6η∆| < 2.5, |η|
 > 1.1 TeVjjM

Wide Jets

 (13 TeV)-12445 pb

CMS
Preliminary

Dijet Mass [GeV]
2000 3000 4000 5000 6000

σ
(D

at
a-

F
it)

/

3−
2−
1−
0
1
2

3

Dijet Mass [GeV]
2000 3000 4000 5000 6000

   
[p

b 
/ G

eV
]

jj
 / 

dm
σd

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

data

fit to data

| < 2.6η∆| < 2.5, |η|
 > 1.1 TeVjjM

Wide Jets

 (13 TeV)-12445 pb

CMS
Preliminary

Dijet Mass [GeV]
2000 3000 4000 5000 6000

σ
(D

at
a-

F
it)

/

3−
2−
1−
0
1
2

3

Dijet Mass [GeV]
2000 3000 4000 5000 6000

   
[p

b 
/ G

eV
]

jj
 / 

dm
σd

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

data

fit to data

| < 2.6η∆| < 2.5, |η|
 > 1.1 TeVjjM

Wide Jets

 (13 TeV)-12445 pb

CMS
Preliminary

Dijet Mass [GeV]
2000 3000 4000 5000 6000

σ
(D

at
a-

F
it)

/

3−
2−
1−
0
1
2

3

Dijet Mass [GeV]
2000 3000 4000 5000 6000

   
[p

b 
/ G

eV
]

jj
 / 

dm
σd

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

data

fit to data

| < 2.6η∆| < 2.5, |η|
 > 1.1 TeVjjM

Wide Jets

 (13 TeV)-12445 pb

CMS
Preliminary

Dijet Mass [GeV]
2000 3000 4000 5000 6000

σ
(D

at
a-

F
it)

/

3−
2−
1−
0
1
2

3

Figure 6.4. Fit to data using functions with different number of parameters: 2 (top left),
3 (top right), 4 (bottom left), and 5 (bottom right). In each plot the black points are
the data and the line is the fit. At the bottom of each fit the residuals normalized to
the error are shown (data−fiterror ).

If there are N data points to estimate parameters of 2 models (for example f1
and f2), the F-statistic is given by

F21 =
RSS1−RSS2

n2−n1
RSS2
N−n2

(6.6)
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where model f1 has n1 parameters, and model f2 has n2 parameters (n2 > n1), and
f1 can be obtained fixing one of the parameters of model f2. RSSi is the residual
sum of squares of model i (∑bins(databin−fitbin)2, skipping bins with 0 entries, and
with fitbin value calculated integrating the function over the bin range and dividing
by the bin width).

Under the null hypothesis that model 2 does not provide a significantly better fit
than model 1, the F variable will have and F-distribution with (n2 − n1, N − n2)
degrees of freedom. The null hypothesis is rejected if the observed confidence level
CL21 = 1−

∫ F21
− inf F − distribution(x;n2−n1, N −n2)dx is smaller than the desired

probability α (set to 0.05). The F − distribution is defined as follows:

F − distribution(x; d1, d2) =

√
(d1x)d1d

d2
2

(d1x+d2)d1+d2

xB(d1
2 ,

d2
2 )

(6.7)

for real x ≥ 0. Here B is the beta function.
In the particular case of this analysis, we use the F-test recursively to under-

stand how many parameters are needed to fit the data: we calculate the F-statistic
and the associated CL comparing f2 and f3, than f3 and f4, f4 and f5. The results
of the F-test are summarized in Table 6.2.

functions F CL

f2,f3 8196.9 5.33e-15
f3,f4 -8.41 1
f4,f5 -5.01 1

Table 6.2. Results of the Fisher test for different models from 2 to 5 free parameters

Applying the F-test method to this specific dataset, it seems that we do not
need 4 parameters to fit the data; we have however indications that 4 parameters
are suitable for a dataset of this size.

• In a previous, about twice smaller, dataset the result of the same test was that
the 4 parameter fit was giving a significantly better fit than the 3 parameter
one. This can be attributed to statistical fluctuations. The current dataset is
in fact particularly smooth, as one can see from the χ2 values, and this might
explain the result that, in this specific case, only 3 parameters are needed.

• Simulation studies during analysis preparation also suggest that using 4 pa-
rameters is adequate for a background dataset of about 1 fb−1.

• Just looking at χ2 values (in Tab. 6.3) and the residual of Figure 6.4, we can
see that there is a visible improvement adding a 4th parameter. Instead, using
5 parameters instead of 4 does not change much the global picture.

In conclusion, taking all these inputs into consideration, we decided to use 4
parameters for the background function.
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function χ2 / dof
f2 2075.7 / 37
f3 33.1 / 36
f4 30.8 / 35
f5 31.1 / 34

Table 6.3. Table of the χ2 and number of degrees of freedom for the dijet mass fit using
functions with different number of free parameters, from 2 to 5.

6.5 Signal bias evaluation
The background estimation is obtained with a fit to data and, in presence of signal,
the fit function could absorb the bump, introducing a bias in the signal extraction.
When the dataset is fit in the signal-plus-background hypothesis to set upper limits
and calculate the significance of excesses in data, the results would be biased by the
fact that part of the real signal is included in the background estimation.

It is clear that, for a new physics search, it is very important to have under
control and quantify this effect. This can be done with a “signal bias study” with
toy-experiments, with the following procedure:

• We generate 1000 toy experiments, with an equivalent integrated luminosity
of 2 fb−1 and with a resonance at different masses (from 1.4 to 8.8 TeV in
steps of 200 GeV).

• Then we perform a maximum likelihood fit of signal-plus-background to the
dijet mass spectrum, leaving the shape parameters of the background and the
signal normalization free to vary in a very large interval with flat probability.

• Finally we compare the extracted number of signal events with the injected
one, and we evaluate the “signal bias”.

We define the bias as the difference between the signal events obtained from the
fit Nfit

sig and the injected value N inj
sig , normalized by the fit error:

bias =
Nfit

sig −N
inj
sig

N err
sig

(6.8)

A simple bias study can be done using the same background parameterization (in
Eq. 6.3) for generation and fit, and this is used as a “closure” test for the standard
background fit function: this is the best case scenario, assuming that the real data
follow exactly the model used for the fit. To give a more realistic estimation of the
amount of bias, we repeat the study generating toys with a template from QCD
Monte Carlo and fitting with the usual 4-parameter function. This will give an
estimation of the bias assuming that data follow QCD simulation prediction.

The distribution of the signal bias at the mass points of 2.0, 3.0, 4.0, 5.0, 6.0
and 7.0 TeV for the closure method are shown in Fig. 6.5.

The bias as a function of the mass resonance for the two cases (closure test on
the left, and QCD simulation template on the right) are shown in Fig. 6.6. The
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Figure 6.5. Distribution of the signal bias at different mass hypotheses: from top-left 2.0,
3.0, 4.0, 5.0, 6.0 and 7.0 TeV mass points are shown.
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figure shows that in both cases the deviation between the fitted and the injected
signal, normalized with the error, is small compared to 0.5 of the statistical error
(dashed line), except for one the mass point at 1.6 TeV.
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Figure 6.6. Measured signal bias as a function of the resonance mass is shown. The
background is generated using the 4-parameter function in eq.6.3 for the left plot (closure
test), and using a template from QCD Monte Carlo for the right plot. The points
correspond to the median bias on the number of signal events and the green and yellow
bands correspond respectively to 68% and 95% quantiles.

We consider good the fits that give a bias smaller than 0.5 of statistical error.
If one treats the a bias as a systematic error of 50% of the statistical uncertainty
the effect is, in fact, small. Adding the bias to the statistical error in quadrature
one obtains:

errtot =
√
err2stat + bias2 =

√
(1 + 0.25) · err2stat ≈ 1.12 · errstat (6.9)

meaning that the bias affects the total error for ≈12% only.



Chapter 7

Results and statistical
interpretation

This chapter is dedicated to the statistical analysis, that allows to quantify the
smoothness of the observed dijet mass spectrum shown in the previous chapter in
Fig. 6.3. The methods for the significance calculation and the procedure to obtain
upper limits on the dijet cross section are described and results presented.

7.1 Significance of observed excesses

In this section we present a method used to estimate the significance of local excesses
in data.

We use a likelihood-based significance estimator defined as

Sig = sgn(S)
√
−2 ln

(
LB
LS+B

)
, (7.1)

where LB and LS+B are maximum likelihoods from the best background-only and
signal-plus-background fits to the data, respectively. The likelihood function is the
same defined in Eq. 6.4 for the signal-plus-background hypothesis. For background-
only hypothesis σ is set to zero.

Since the signal strength in the signal-plus-background fit is allowed to be neg-
ative, the significance estimator is signed accordingly. However, the significance
values will only be reported for upward fluctuations (positive signal strengths).

The significance calculation has been implemented in the limit setting framework
and so the exact same background parameterization, likelihood function, signal
shapes, pseudo-experiment generation procedure, etc. are used (more details in the
next section). It should also be noted that the look-elsewhere effect and systematic
uncertainties are not included in the results presented in this section.

The results of a significance scan as a function of the resonance mass for the
three resonance type hypotheses (qq, qg, and gg) are shown in Fig. 7.1. The most
significant excess (∼ 1.7σ) occurs for the qq resonance hypothesis at 4.0 TeV of
mass.
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Figure 7.1. Significance scan as a function of the resonance mass for qq (top left), qg (top
right) and gg (bottom) resonances.
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7.2 Calculation of exclusion limits

We do not observe any significant excess in data, therefore we proceed to set upper
limits on the cross sections times branching ratio of a dijet resonance.

In order to achieve proper coverage for the credibility intervals in the presence
of a signal that is not yet strong enough to be evinced, the data are fit to the
background function plus a signal line shape with the signal cross section treated
as a free parameter.

We determine background shapes from a signal plus background fit to the data
for each signal hypothesis (i.e. for each mass point considered): the resulting fit
function with the signal cross section set to zero is used as the background hy-
pothesis. The integral of the B distribution function (normalized to the total NB)
provides the expected number of background events in each bin:

Nk(B) = NB

∫ mk,high

mk,low
B(m)dm (7.2)

The number of signal events in the kth dijet mass bin,

Nk(S) = L · σ ·
∫ mk,high

mk,low
S(m)dm (7.3)

comes from integral of the signal histogram template scaled with luminosity L times
cross section σ. We assume a flat prior for the resonance cross section σ.

With the assumptions above, the likelihood normalized to unity is equivalent
to a posterior probability density, and can be used to set limits: we calculate the
posterior probability density as a function of signal cross section PPOST(σ), for
resonances with mass from 1.5 TeV to 7.2 TeV in 0.1 TeV steps. The reason to start
the limit computation from 1.5 TeV (we have seen in Chapt. 6 that the background
fit can start around 1.2 TeV) is that we want to include the full signal shape without
truncating, in order to avoid bias in the signal extraction.

The 95% confidence level upper limit σ95 is calculated from PPOST as follows:∫ σ95
0 PPOST(σ)dσ∫∞
0 PPOST(σ)dσ = 0.95 (7.4)

The methodology to determine the expected limits in absence of signal makes
use of toy experiments as described below:

• we determine background shape from a signal plus background fit to the data
for each signal hypothesis;

• the number of events expected in each bin from the background function
are used to create 200 pseudo-datasets that includes only the background
component;

• we produce a distribution of the upper limits on cross section for each toy
model at each mass point with the same procedure used for observed limits
(described above);
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• then the expected limit at a given mass point is derived from the median
of each distribution and the uncertainty bands are obtained by using four
quantiles corresponding to 1σ down and up (probability equal to 0.159 and
0.841) and 2σ down and up (probability equal to 0.021 and 0.979).

The procedure described here does not include the systematic uncertainties. The
sources of systematics are described in the following section 7.3. The method to
incorporate their effect in the likelihood and proceed with the limit calculation is
discussed in Sec. 7.4.1 and then the results are presented in Sec. 7.4.2.

7.3 Systematic uncertainties

The source of systematic uncertainties considered in this analysis are:

• Jet Energy Scale (JES)

• Jet Energy Resolution (JER)

• Background Shape

• Luminosity

Since the background shape is derived from data, the JES, JER, and luminosity
uncertainties are only considered for the resonance signal.

Jet Energy Scale (JES)

The JES uncertainty is only considered for the simulation of the resonance, as the
background component comes directly from the data via the signal plus background
fit and therefore has the same JES as the data. Given that the background shape
is well defined and derived from data, shifting the resonance dijet mass to lower
values by the jet energy scale (JES) uncertainty gives more SM background from
QCD in a window around the resonance mass, and therefore a larger upper limit
on the resonance cross section (the opposite happens for an increase in the JES).

These uncertainties on the jet pT propagate almost linearly to the dijet mass.
The 2% value is used for all the mass range considered in this analysis and propa-
gated to the limit setting procedure.

A typical uncertainty of 1-2% on the jet energy scale was found for the entire η
and pT range of the reconstructed jets in run 1 [64].

Jet Energy Resolution (JER)

The uncertainty on the jet energy resolution translates into an uncertainty of 10%
on the resolution of the dijet mass [64]. This uncertainty is propagated to the
search by changing the width of the resonance shape by ±10%, which results in
slight stretching or shrinking of the resonance shape itself.
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Background Shape

The background parameters are all considered as nuisance parameters distributed
with flat prior around the best fit values in a sufficiently large range, for which the
limit is found to be stable.

Luminosity

The uncertainty on the integrated luminosity is set to the value of 5% based on
the result of the Van Der Meer scans. The uncertainty is propagated changing the
signal normalization up and down by 5%.

7.4 Exclusion limits on dijet resonances

7.4.1 Effect of systematic uncertainties

The likelihood definition when including the systematics is

L(~x|a, ~∆) =
∏
k

µk(a, ~∆)nke−µk(a,~∆)

nk!
(7.5)

where ~x is the observed data, ~∆ ≡ (∆m,∆σ,L, ~B) are the nuisance parameters, and
a is the variable of interest, that is the cross section times acceptance times branch-
ing fraction of the resonance signal. The nuisance parameters in this measurement
correspond to the jet-energy scale (∆m), the jet-energy resolution (∆σ), the lumi-
nosity (L), and the background shape ( ~B), described in the previous paragraphs.
Note that we represent the background nuisance as a vector itself, since each of the
4 parameters of the background model are treated as nuisances.

The parameters a and ~∆ enter through the mean number of events µk according
to

µk(a, ~∆) = L · a · S′(mk,∆m,∆σ)dmk +NB ·B(mk)dmk (7.6)

where the first and second terms in the expression are the number of signal and
background events in bin k.

These are calculated for each bin kth by evaluating the continuous probability
distribution functions (pdfs) S′ and B in the bin center mk and multiplying by
the bin width dmk. The expressions L · a and NB are effectively normalizations
respectively of the signal and background pdfs.

We incorporate the jet-energy-scale and jet-energy-resolution nuisance parame-
ters in the signal pdf construction by the following transformation:

S′(mk,∆m,∆σ) = S(∆m · [∆σ · (mk −m0) +m0]) (7.7)

wherem0 is the theoretical resonance mass. Here, S(m) is the original pdf measured
in simulation, while variations in ∆m and ∆σ result in a “shifting” and “stretching”
of the pdf, respectively. This transformation therefore captures the essence of these
systematic uncertainties.
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To set limits on the unknown parameter a, the likelihood function needs to
be integrated over the nuisance parameters (marginalization). The integration is
formally expressed as:

L′(m|a) =
∫
L(m|a; ~∆) · π(~∆)d~∆ (7.8)

where π(~∆) is the pdf of the nuisance parameters. We assume that the pdf is
factorizable (uncorrelated nuisance parameters)

π(~∆) = π(∆m) · π(∆σ) · π( ~B) · π(L) (7.9)

(note that the background nuisance is a vector itself, since each of the 4 free pa-
rameters is treated as a separate nuisance parameter).

We choose a lognormal distribution to describe the pdfs for ∆m, ∆σ, and L,
where the median of the distribution is chosen to be the best estimate of the nuisance
parameter, and the shape parameter is chosen to be log(δ + 1), where δ is the
uncertainty on the nuisance parameter.

The 4 parameters of the pdf π( ~B) are treated as nuisances and, following the
Bayesian approach, should be integrated over the entire space of parameters values
to extract the posterior distribution of the signal cross section. Technically,

• a first signal-plus-background fit to the data is performed to identify a rea-
sonable starting point for the parameter values;

• covariance matrix of the background parameters is diagonalized and the vari-
ations of the original parameters along the eigenvectors of the covariance ma-
trix are introduced as nuisance parameters (with uniform priors as opposed
to log-normal priors used for all the other nuisance parameters);

• the background nuisance parameters are integrated over a sufficiently large
range around the best-fit values such that the results are found to be stable.

A ratio between limits with and without systematic uncertainties included is
shown in Fig. 7.2. It can be seen that the ratio increases with decreasing resonance
mass with the ratio for observed limits additionally susceptible to fluctuations in
data.

To better understand the size of the contribution from different sources of sys-
tematic uncertainties, limit ratios for qg resonances for individual sources of uncer-
tainty as well as combinations of some of them are shown in Fig. 7.3. For practical
reasons, the ratio is produced for observed limits where running a large number
of pseudo-experiments is not necessary. As can be seen, the dominant source of
systematic uncertainty is the background uncertainty with the jet energy scale un-
certainty being the second most important source. The rising trend with decreasing
resonance mass is a consequence of the fact that the background shape is less con-
strained in the signal plus background fit for resonance shapes close to the lower
edge of the considered dijet mass range.
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Figure 7.2. The ratio of the cross section upper limits with systematic uncertainties
included and the statistical only limits as a function of the resonance mass for narrow
resonances decaying into qq (top left), qg (top right), and gg (bottom) final states.
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Figure 7.3. Ratios of the cross section upper limits with different sources of systematic
uncertainties included and the statistical only limits as a function of the resonance mass
for narrow resonances decaying into qg final states.

7.4.2 Results

No significant excess is observed in data with respect to the background prediction.
As we have seen in Sec. 7.1 the largest observed excess in data occurs for the qq
resonance hypothesis at a mass of 4.0 TeV and has a local significance of ∼ 1.7σ.

In this section we present the final results and the exclusion limits that the dijet
analysis can set with the dataset of 2.4 fb−1 presented in this thesis.

Figure 7.4 shows the expected limits and their uncertainty bands for qq, qg,
and gg resonances compared to both observed limits and model predictions. In the
plots the black points represent the observed upper limits on cross section times
branching ratio times acceptance (σ × B × A) of the full selection described in
Section 5.3.2, for narrow qq, qg, and gg resonances at 95% credibility level. The
blue dashed line represent the expected upper limits in the hypothesis of no signal.
Finally the theoretical expectation of σ×B×A for the benchmark models described
in Chapt. 2 are superimposed.

The upper limits curves represent the maximum signal cross section for which the
observed (expected) data can be interpreted in background-plus-signal hypothesis,
assuming a credibility level of 95%. The observed (expected) curves are below the
signal models up to certain masses, depending on the model, meaning that in those
regions the corresponding models are excluded by the observation (or expected to
be excluded). When the observed (expected) curves cross the signal models, those
masses mark the point where the analysis becomes not sensitive and the observation
(expectation) is still compatible with the presence of a signal predicted from the
corresponding model.

Figure 7.5 summarizes the observed model-independent upper limits at the 95%
confidence level on σ×B×A for narrow qq, qg, and gg resonances in one single plot.
They are compared to parton level predictions of σ ×B ×A, without any detector
simulation, in order to determine mass limits on new particles. The observed upper
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Figure 7.4. The observed 95% upper limits on for narrow resonances decaying into qq (top
left), qg (top right) and gg (bottom) final states. The limits are shown as points and
solid lines. Also shown are the expected limits (dashed blue lines) and their variation
at the 1σ and 2σ levels (shaded bands). Predicted cross sections calculated for various
narrow resonances are also shown. For the limits shown here systematic uncertainties
are included in their calculation.
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limits at each mass are also reported in Table 7.1. The observed and expected mass
limits are reported in Table 7.2 for various models. For 6 of the 8 considered models,
this first analysis with 2.4 fb−1 of run 2 [43] data extends the CMS previous mass
limits from the full run 1 statistics.
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Figure 7.5. The observed 95% CL upper limits on σ × B × A for dijet resonances of the
type gluon-gluon, quark-gluon, and quark-quark, compared to theoretical predictions for
string resonances [69,70], scalar diquarks [71], excited quarks [72,73], axigluons [74,75],
colorons [75, 76], color octet scalars S8 [77], new gauge bosons W′ and Z′ [78], and RS
gravitons [79].
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Table 7.1. Observed upper limits at the 95% CL on σ×B×A for resonances decaying to
, , and final states as a function of the resonance mass.

Mass Upper limit (pb)
(TeV)
1.5 0.821 1.139 1.969
1.6 1.197 1.836 2.438
1.7 1.099 1.712 2.766
1.8 0.803 1.262 2.046
1.9 0.630 0.924 1.464
2.0 0.462 0.683 1.123
2.1 0.302 0.433 0.726
2.2 0.210 0.295 0.487
2.3 0.169 0.222 0.338
2.4 0.160 0.201 0.293
2.5 0.140 0.186 0.270
2.6 0.115 0.160 0.240
2.7 0.093 0.132 0.203
2.8 0.077 0.112 0.169
2.9 0.068 0.099 0.139
3.0 0.067 0.094 0.129
3.1 0.069 0.094 0.122
3.2 0.070 0.096 0.133
3.3 0.068 0.093 0.131
3.4 0.064 0.089 0.124
3.5 0.063 0.087 0.121
4.0 0.059 0.079 0.111
4.5 0.015 0.023 0.038
5.0 0.007 0.009 0.013
5.5 0.007 0.009 0.013
6.0 0.006 0.008 0.012
6.5 0.004 0.007 0.010
7.0 0.004 0.006 0.011



102 7. Results and statistical interpretation

Model Final State Obs. Mass Limit Exp. Mass Limit
[TeV] [TeV]

String Resonance (S) qg 7.0 6.9
Scalar Diquark (D) qq 6.0 6.1

Axigluon (A)/Coloron (C) qq̄ 5.1 5.1
Excited Quark (q∗) qg 5.0 4.8

Color Octet Scalar (S8) gg 3.1 3.3
Heavy W (W′) qq̄ 2.6 2.3
Heavy Z (Z′) qq̄ – –

RS Graviton (G) qq̄, gg – –

Table 7.2. Observed and expected 95% CL limits on the mass of various resonances. This
analysis excludes the resonances listed at 95% CL between a mass of 1.5 TeV and the
limits shown.
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7.5 Future analysis perspectives

With the present dataset the dijet search is more sensitive than the previous analysis
of 20 fb−1 of data collected at LHC with 8 TeV proton-proton collisions for masses
greater than 2 TeV.

This result is very important, but there is still room for improvements in sen-
sitivity (and perhaps a discovery) at masses between 1.5 and 2 TeV with only few
more fb−1 of luminosity. Therefore the dijet analysis will be repeated next year
adding new data.

The dijet analysis on early data presented here considers only narrow resonances,
and the same approach of Run 1 analysis has been chosen, in order to rely on a
robust technique and provide results fast. However, for the future, some possible
improvements and refinements can be added. In the next paragraphs are shortly
reported some ideas for the future analysis upgrades.

Wide resonances

The narrow resonance models represent only a class of possible new physics phe-
nomena. It could also be possible that new resonances are wide, i.e. the natural
width is comparable to or larger than the experimental dijet mass resolution. The
signature for a wide resonance would be a broad enhancement in the dijet mass
distribution.

The sensitivity of the search to wide resonances was studied in Run 1, generating
one particular model with different coupling parameters, in order to obtain different
relative widths Γ/M and study the upper limits versus the resonance width. The
study demonstrated that the analysis was sensitive to resonances with Γ/M up to
≈ 30%.

A similar study could be repeated for the dijet search in Run 2 data.

Smearing technique to obtain dijet signal shapes

If we want to consider wide resonances, and repeat the study of the analysis sensi-
tivity versus resonance width, many signal samples are necessary. The same would
happen if we want to interpret the observed limits in the context of many mod-
els, since in principle, when the resonances are wide, the shape could be model
dependent.

The full simulation of a large number of MC samples is time consuming and
could represent a limit for these studies. To overcome this problem, a technique
to obtain the reconstructed shapes without running the full detector simulation is
under development. This could be done using generator level shapes and studying
the smearing effect of detector reconstruction in one particular case, for which the
full simulated sample is available. One can obtain the smearing function to pass
from the simulated to the reconstructed shape in that particular model, and test if
this transfer distribution works for other models.

This method is now under study, but so far it seems very powerful and promising.
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Background control sample

The background in dijet analysis is estimated directly from a fit to data. Other
data driven techniques could be used to crosscheck the background model, such as
the use of a control region.

The “sidebands” of the signal region could be obtained inverting the selection
on (or equivalently cos θ∗) and using the events forward in the detector. A control
region defined in this way would contain much more QCD events and a comparable
number of signal events, depending on the model, with respect to the signal region
(as we discussed extensively in Sec. 2.1 and illustrated in Fig. 2.1).

A transformation function from the background shape in the control region Bdata
c

to the shape in the signal region Bdata
s can be obtained using the simulation:

Bdata
s = Bdata

c × BMC
s

BMC
c

(7.10)

The assumption here is that the ratio of signal over control region shapes is the
same in data and MC.

Of course a systematic uncertainty should be associated to this method, taking
into account the uncertainties of MC simulation, but the advantage is that in the
ratio many of them cancel out.

This technique was never used before in the dijet analysis, but is commonly used
in other new physics searches, and is currently under study with promising results.

Data scouting and search at low mass

The finite speed to record data on disk represents a limit to the sustainable event rate
that can be recorded by the experiments at the LHC, as we discussed in Sec. 3.2.7.
Since at low dijet mass the event rates are too high to save all the events, the
possibilities to extend the search below the trigger thresholds are two:

• use prescaled triggers, which save only a fraction of the total selected events;

• reduce the size of the the event, saving only the necessary informations for
the dijet search in a special data format and with dedicate triggers.

The second approach is the one of the “data scouting” technique, that have been
used for the dijet search in Run 1, as briefly described in Sec. 2.2.1. The plan is to
repeat the data scouting analysis also with 13 TeV data in the next future.

Angular analysis

The current dijet selection allows only events with |∆ηjj| < 1.3, restricting to central
jets. This cut is introduced to suppress the QCD background and enhance the
significance of a possible signal. However, depending on the model, also the forward
region could contain signal (see discussion in Sec. 2.1 and Fig. 2.1).

A possible extension of the analysis consists in dividing the analysis in categories
of |∆ηjj| (or cos θ∗) with different signal purity and combining the results, instead
of introducing the angular cut. This could allow to improve the global analysis
sensitivity and to extend the analysis to models that predict a resonance out of the
current signal region.



Conclusions

In this dissertation the first search of new phenomena beyond Standard Model
using data from proton-proton collisions at

√
s =13 TeV recorded with the CMS

experiment is presented. The dijet narrow resonances represent a simple and striking
signature, and the search is extremely powerful at the start-up of LHC Run 2 with
a new energy scale, as discussed extensively.

The data have been analyzed in parallel with the data taking since the very
beginning of the run in June; first public results have been presented in the most
important summer conferences of the year: some performance plots and event dis-
plays have been shown in July at the EPS conference, with a dataset of 37 pb−1 [80]
and a complete analysis documentation has been released for the LHCP conference
in August with a dataset of 42 pb−1 [67]. The dataset presented here amounts to
2.4 fb−1 of integrated luminosity collected from the CMS experiment mostly on
September and October 2015, and represents the full dataset recorded with 25 ns
bunch spacing configuration at

√
s = 13 TeV. A paper based on this data sample has

been submitted to the Physical Review Letters journal on December 3, 2015 [43],
and this represents the first CMS publication of a new physics search at

√
s = 13

TeV.
The observed dijet mass spectrum is smooth and no significant excesses are

found: the largest excess is measured in the quark-quark final state, at a mass of
4.0 TeV and has a local significance of ∼ 1.7σ. Upper limits on the cross sections
of dijet resonances are set in three different final states (quark-antiquark, quark-
gluon and gluon-gluon) starting from 1.5 TeV of mass. The observed limits are then
compared with the theoretical expectation for 8 models, in order to exclude these
hypotheses at 95% of credibility level for some mass ranges.

The analysis with 2.4 fb−1 of data is more sensitive than the search with full
Run 1 dataset at

√
s =8 TeV for resonance masses above 2 TeV, almost all the dijet

spectrum to which this search is sensitive. This is due to the large increase of the
parton luminosity factor from 8 to 13 TeV collisions, and it is confirmed by the
fact that for 6 resonance models (of the 8 considered) the present analysis can set
significantly more stringent limits on the cross sections.
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Appendix A

Analysis of γ + jets events for
jet calibration

The measurement of the jet energy scale at CMS is done with the combination of
different methods. The most important one, especially at the very beginning of
LHC Run 2, when a small dataset is available, makes use of the events with one
isolated photon and one jet back-to-back in the transverse plane. In this appendix
we present the analysis of photon plus jet events used to calculate the scale of jet
energy in data. The development of this technique in CMS started at the beginning
of run 1 and is described in this thesis [81] and in this paper [64] based on 7 TeV
results.

The results shown here are obtained for Particle flow jets clustered with the
anti-kT algorithm with cone ∆R=0.4 (PF ak4 jets), that are the ones used in the
dijet search analysis, and a dataset of 1.3 fb−1 collected in 2015 at

√
s = 13 TeV.

The dominant production diagrams of the γ + jet final state at a proton-proton
collider are shown in Fig. A.1.

g

q photon

jet

q photon

jetq

Figure A.1. Dominant photon+jet production diagrams at a proton-proton collider.

At leading order, in these events the photon and jet are balanced in the trans-
verse plane, hence the precision with which the photon is measured in the ECAL
can be exploited to infer the true jet energy momentum.

A.1 Dataset and trigger

The results shown in this appendix for the γ+jets analysis makes use of a dataset
of 1.3 fb−1 collected in 25 ns LHC bunch spacing configuration. This sample is the
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one used to derive the jet energy corrections applied in the dijet analysis described
in the main body of this dissertation.

The result of the global fit combining all the methods to obtain the L3 Residual
corrections as a function of the jet pT have been shown in Sec. 4.3.2, Fig. 4.7.

Dataset Luminosity [pb−1]
SinglePhoton Run2015D 05Oct ReReco 553

SinglePhoton -PromptReco-v4 711

Table A.1. Analyzed data for the photon plus jet analysis associated to their corresponding
integrated luminosity.

Signal events are stored in the SinglePhoton Primary Dataset after firing the
single photon high level triggers. These triggers require the presence of an energy
deposit in the ECAL, to which a transverse momentum requirement and other
identification requirement are applied. The names of the analyzed datasets, together
with their corresponding integrated luminosity, are reported in Tab. A.1.

The level of prescales introduced in the lower transverse momentum paths in
principle has changed during the data taking. The presence of different prescale
levels in neighboring transverse momentum ranges can create biases in the response
estimation, as migrations from higher-pT /less prescaled trigger paths can pollute
lower-pT events. In order to avoid these biases, an explicit requirement of specific
triggers has been introduced in different ranges of the photon pT .

The triggers used in the different (offline) photon pT regions are summarized in
Tab. A.2 together with the online trigger selection and the order of the prescale.
The trigger selection, in addition to a photon pT threshold, includes several other
identification criteria, in order to select events where the photon is clean and iso-
lated:

• R9 variable is calculated taking the ECAL supercluster associated to the pho-
ton, and building a 3 × 3 matrix around the most energetic crystal. R9 is
defined as the energy of the highest energy crystal divided by the total energy
in the 3× 3 matrix. This variable is close to 1 when the photon is clean and
well isolated. Two photons from a boosted π0 → γγ decay could fake one
single photon in the reconstruction, but would also have a broader cluster,
with R9 well below 1.

• H/E variable is the ratio between the energy in the HCAL calorimeter ge-
ometrically close to the photon, divided by the energy of the ECAL cluster
associated to the photon candidate. For a true photon this variable is close
to zero, since most of the energy is deposited in the ECAL calorimeter.

• Isolation variable is the sum of the energy in the tracker (charged isolation),
ECAL (electromagnetic isolation), or HCAL (neutral hadron isolation) inside
a cone with ∆R = 0.4 around the photon candidate, and excluding its energy.
For a good γ plus jet event it is close to zero.

The photon pT -binning used in the analysis is chosen in order to have the same
edges of the triggers, to avoid any other bias coming from the changing of prescales.
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photon pT [GeV] trigger path online selection prescale
40 < pT < 60 HLT_Photon30_R9Id90_HE10_IsoM pT > 30 GeV ≈300

&& R9 > 0.9
&& H/E < 0.1

&& Iso < 10 GeV

60< pT < 85 HLT_Photon50_R9Id90_HE10_IsoM pT > 50 GeV ≈150
&& R9 > 0.9
&& H/E < 0.1

&& Iso < 10 GeV

85< pT < 100 HLT_Photon75_R9Id90_HE10_IsoM pT > 75 GeV ≈3
&& R9 > 0.9
&& H/E < 0.1

&& Iso < 10 GeV

100< pT < 130 HLT_Photon90_R9Id90_HE10_IsoM pT > 90 GeV ≈1.5
&& R9 > 0.9
&& H/E < 0.1

&& Iso < 10 GeV

130< pT < 175 HLT_Photon120_R9Id90_HE10_IsoM pT > 120 GeV 1
&& R9 > 0.9
&& H/E < 0.1

&& Iso < 10 GeV

pT > 175 HLT_Photon165_R9Id90_HE10_IsoM pT > 165 GeV 1
&& R9 > 0.9
&& H/E < 0.1

&& Iso < 10 GeV

Table A.2. Summary of the HLT trigger paths used in the analysis in different regions of
the offline photon pT . The path is reported together with the selection applied to the
online photon object, and the order of prescale.



112 A. Analysis of γ + jets events for jet calibration

The analysis is performed separately also in regions of pseudorapidity of the jets.
The binning in photon transverse momentum (pγT ) and pseudorapidity of the leading
jet η(j1) is summarized in Tab. A.3.

variable analysis bin edges
pγT [GeV] 40, 60, 85, 100, 130, 175, 250, 300, 400, 500, 1500
η(j1) 0, 1.3, 2.0, 2.5, 3.0, 3.2, 5.2

Table A.3. Analysis binning in in photon transverse momentum (pT γ) and pseudorapidity
of the leading jet η(j1).

A.2 Monte Carlo Simulation dataset
The data are compared to Monte Carlo events generated with PYTHIA8 with tune
CUETP8M1 and passed through a full simulation of the CMS detector, implemented
in the GEANT 4 software framework.

The analyzed sample (see Tab. A.4) has been generated approximately flat in
the transverse momentum of the hard scattering interaction (p̂T ), in order to have
statistics in the high energy tail. The per-event generator weight is stored in order
to obtain the correct p̂T spectrum.

Physical process Simulated events
Photon plus jets, 15 p̂T 6000 flat 9799030

Table A.4. Table containing the process and the number of generated events. Since the
events are simulated with an approximately flat distribution in order to have a good
statistic significance in the high pT tail, a per-event generator weight is also stored in
the sample. This allows to re-obtain the correct event characteristics distributions.

The Monte Carlo events have been reweighed in order to match the number of
vertexes observed in the data.

A.3 Selection
The analysis selection criteria for the photon are the following:

• Transverse momentum of the photon pγT > 14 GeV. This cut is introduced to
match the pre-cut in the CMS analysis format of data.

• Restriction of the photon to the central region of pseudorapidity|η(γ)| < 1.3,
where the energy resolution is best.

• Photon identification (PhotonID) selection includes requirements on several
cluster shape variable in the ECAL and on the isolation of the photon candi-
date. The cut-based photon selection has been studied by the Physics Object
Group (POG) of CMS in 13 TeV data and they provide centrally a recipe for
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the analyses that make use of photons. Here the tight working point is used,
with an efficiency of ≈75%.

The requirement applied to jets are

• transverse momentum of all the jets in the event pT > 15 GeV;

• fraction of the transverse momentum of the subleading jet with respect to the
photon α < 0.3, with α ≡ pT (j2)/pγT );

Finally the event selection requires

• exactly one “good” photon: we reject all events with more than one photon
satisfying all the criteria listed above;

• events well balanced in the transverse plane: ∆φ(j1, γ) > 2.8, being ∆φ(j1, γ)
the angle in radiants in the transverse plane between the leading jet and the
photon.

The comparison of data to simulation for some representative variable of the
analysis after the full selection is shown in Fig. A.2. The agreement between data
and simulation is overall reasonably good.

A.4 Jet Transverse Momentum response measurement
The aim of jet energy corrections is to bring the jet response to 1 homogeneously
in all the detector and set the absolute scale (i.e. obtain scale factors as a function
of η and pT ). Two methods are used to quantify the jet energy response: the jet
balancing and the Missing-ET projection fraction method (MPF).

A.4.1 Photon-jet balancing

The pT balancing is simply defined as the ratio between the measured transverse
momentum of the leading jet (j1) and the transverse momentum of the photon,
which serves as reference object.

Rbalancing = pj1T
pγT

(A.1)

It is always possible to factorize the Eq. A.1 in the following manner:

Rbalancing = precoJet1T

pγT
= precoJet1T

pgenJet1T

· p
genJet1
T

pγT
(A.2)

where we have introduced the transverse momentum of the generator jet matched
to the reconstructed jet.

The new expression presents two factors. By comparing to Eq. A.1 one can
easily recognize the true response variable in the first ratio. We will define this
ratio as the intrinsic response, and it depends on the chosen jet reconstruction
scheme and on the jet transverse momentum. It is the object of the jet energy scale
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Figure A.2. Data-MC comparison of some kinematic distribution of γ+jets events: the
transverse momenta of the leading and second leading jet -when present- are shown on
top; photon pT is on bottom left; the angle between the photon and the leading jet in
the transverse plane ∆φ is on bottom right. Monte Carlo simulation is scaled to the
luminosity of the data sample.
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measurement. The second ratio, on the other hand, pgenJet
T

pγT
, is a measure of the

imbalance at generator level between the photon and the leading jet. It depends
on the amount of additional event activity, and on the efficiency of the chosen jet
algorithm. We will call it generically imbalance.

Imbalance is the main source of bias in estimating the jet energy scale with
photon+jet balancing. In order to reduce its effects a requirement on the transverse
momentum of the subleading jet is introduced. We define α as the ratio between
the transverse momentum of the second leading jet to the photon’s one.

α ≡ pj2T /p
γ
T (A.3)

This variable is required to be less than a threshold, that is set to α < 0.3.
The requirement on the second jet pT does not eliminate completely the bias. In

order to correct this effect a more sophisticated approach is needed: the jet response
has to be extrapolated to the ideal event topology with one photon and only one
jet.

A sketch of a γ+jets event with a second jet caused by the radiation of a gluon
is shown in Fig. A.3.

Leading
parton

2nd parton

Leading 
jet  

photon

2nd jet  

CMS

Figure A.3. Schematic view of a γ+jet event in the transverse plane. The second jet from
ISR/FSR causes an “imbalance” between the leading jet and photon pT .
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A.4.2 Missing-ET Projection Fraction

The MPF is another jet energy response that is defined using the missing transverse
energy instead of the jet transverse momentum. In the γ+jet topology, the trans-
verse momentum of the photon is perfectly balanced by a hadronic recoil supposed
to originate from the outgoing parton of the hard subprocess.

~pγT + ~precoilT = 0 (A.4)

On the detector level, these transverse momenta are scaled by the detector
responses Rγ and Rrecoil of the respective quantity. Deviations of the detector
responses from one lead to some reconstructed missing energy, EmissT .

Rγ~p
γ
T −Rrecoil~p

γ
T = − ~EmissT (A.5)

Multiplying both sides of Eq. A.5 by ~pγT
|pγT |2

and substituting Eq. A.4.2 the defi-
nition of RMPF is obtained:

RMPF ≡ Rrecoil =
~EmissT · ~pγT
|pγT |2

+Rγ (A.6)

The jet response with the two methods in three different pT (γ) bins and for the
jet in the barrel |η| < 1.3 is shown in Fig. A.4.

In each photon transverse momentum bin the response estimate can be derived
as the mean of the truncated response shape, in order to minimize the effects of
rare outliers. The truncation is a two-step procedure: first the mode of the distri-
bution is found through an iterative gaussian fit, extended only to ±1.5 standard
deviations about the gaussian mean; once the bin in which the mode is included is
found, bins are iteratively added, symmetrically about the mode bin, until 99% of
the histogram’s integral is reached. The response estimator is then defined as the
average of this truncated distribution, and the resolution as its RMS, divided by
the mean.

The response as a function of the photon pT is shown in Fig.A.5 for the balancing
method (left), and the MPF method (right).

The simple balancing method, in general, gives a response value more distant
from 1 then the MPF. This is more pronounced at low pT , and it is mostly due
to the the presence of other jets from radiation, that introduce an “imbalance” in
the transverse plane. The MPF method has instead a flatter response, since by
definition it is not sensitive to the leakage of energy in the leading jet’s cone.

An extrapolation procedure is introduced, in order to estimate the balancing re-
sponse also in presence of more than one jet. The extrapolation method is described
in detail in the following section.

A.4.3 Extrapolation method

In order to minimize the imbalance bias, that is important especially for the bal-
ancing response, an extrapolation method is introduced. Basically the trend of the
response is studied as a function of the subleading jet’s transverse momentum. The
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Figure A.4. Balancing (left) and MPF (right) response distributions in 1.3 fb−1 of 2015
data, in three representative transverse momentum ranges, for PF ak4 jets reconstructed
in the CMS barrel. The MC distributions are normalized to the luminosity of the data
sample.
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Figure A.5. Measurement of the response of PF ak4 jets in the CMS barrel (|η < 1.3|).
On the left, balancing response as a function of photon transverse momentum in data
(filled circles) and simulation (empty circles). Data and simulation response versus the
photon pT for the MPF response is on the right. In both figures the data/MC ratio
with a constant fit is shown at the bottom.
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trend is then extrapolated to the ideal case of no secondary jet activity, with photon
and leading jet perfectly balanced in the transverse plane.

In a given photon transverse momentum range, recalling expression A.2, which
we may rewrite as

Rbalancing = Rintr ·Rimb (A.7)

we expect:

• the intrinsic response Rintr to be independent from the subleading jet (as long
as it is ‘reasonably’ small), as it concerns only the leading jet;

• the imbalance Rimb to have a strong dependence on the subleading jet.

Our assumption is that these two effects are not correlated, so that they factorize,
and therefore the response will have the simple expression:

〈Rbalancing〉 = 〈Rintr〉 · 〈Rimb〉 (A.8)

Empirically we find that the functional dependence of Rimb on the subleading
jet pT is of quadratic form. Therefore, in a given photon pT bin we will have:

〈Rbalancing〉(p2ndJetT ) = c · [1− q −m(p2ndJetT )2] (A.9)

therefore c is the object of this measurement, m describes the dependence of the im-
balance on the subleading jet, and q quantifies the amount of irreducible imbalance
between the photon and the leading jet.

The method’s operation is shown in Fig. A.6, where the trends of the different
contributions are shown as a function of the relative subleading jet transverse mo-
mentum (α), in four representative pγ ranges. In each graph, the intrinsic response
(black squares) and the imbalance (red triangles) can be seen, together with their fit
functions. The product of these two functions is shown with a grey line, and, if the
made assumptions are correct, should constitute the predicted trend for MC points
(open red markers). The overall good agreement between the two is a confirmation
of the validity of the method in simulation.

The measured trends in the data are also shown in each graph with solid red
markers.The effect of the irreducible imbalance cannot be measured on data but
must be accounted for, therefore the function used in the fit to the data has the
functional form defined in Eq.A.9, but with the q parameter fixed to the value
obtained on the simulation.

The summary of pT balancing response measurements as a function of photon
transverse momentum are shown in Fig. A.7. The plot shows the response values,
in the data and in the simulation, for non-extrapolated (grey) and extrapolated
balancing method (red). The true response is also shown (black markers).

A.5 Jet Transverse Momentum resolution measurement
The jet pT resolution (JER) is relatively poor compared to resolution of many other
physics objects (electron, muons, photons) and the biases caused by smearing can
be important for steeply falling spectra and for resonance decays.
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Figure A.6. Balancing response extrapolation in four representative transverse momentum
ranges, for PF ak4 jets reconstructed in the barrel.



A.5 Jet Transverse Momentum resolution measurement 121

 [GeV]
T

Photon p
50 100 200 300 1000

 r
es

po
ns

e
T

Je
t p

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

 1.3≤| η  |

+Jet Extrapolationγ
+Jet Extrap. (MC)γ
+Jet Balancingγ
+Jet Balancing (MC)γ

True Response

-1CMS 2015, 1.3 fb  = 13 TeVs

 0.4 PFJetsTanti-k

Figure A.7. Corrected response measurement, as a function of photon transverse momen-
tum, for PF ak4 jets reconstructed in the barrel. Results for balancing before (grey)
and after extrapolation (red) are shown both for data (solid) and the Monte Carlo
simulation (hollow). A comparison to the true response (black markers) is also shown.
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In this section we present a measurement of the JER obtained from γ+jet data.
Measurement of jet pT resolution is an extension of the methods used for measuring
the jet energy scale, but instead of looking at the mean of the response distribution,
we are interested in its width. The jets are corrected for JEC before deriving JER.

Recalling Eq.A.7, our assumptions are that, in a given pγT bin, the intrinsic
resolution is independent of p2ndJet, whereas the imbalance effect to be linear. In
formulas:

σintr(p2ndJetT ) = c′ (A.10a)

σimb(p2ndJetT ) = q′ +m′ · p2ndJetT (A.10b)

σbalancing(p2ndJetT ) =
√
c′2 + q′2 + q′m′p2ndJetT +m′2 (A.10c)

being c′, m′ and q′ the free parameters of the fit.
The performance of the method is shown in Fig. A.8, for the data and the

simulation, in four representative pγT bins. The color coding is the same as in the
response case. Again, the good agreement between the “predicted” trend (grey
line) and the reconstructed MC estimates (open red circles) proves the internal
consistency of the method. The data points are fitted with the expected functional
form, and, similarly as in the response case, the contribution of the irreducible
imbalance (q′) is fixed to the value fitted in the MC.

The results of the corrected jet pT resolution as a function of transverse momen-
tum are shown in Fig A.9. The plot shows the resolution before (grey squares) and
after extrapolation (red circles), in data (solid) and MC (hollow), and compares
them to the true resolution. The effect of the extrapolation is to improve signifi-
cantly the measured resolution, bringing it close to the true resolution measured on
Monte Carlo.
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Figure A.8. Response extrapolation in four representative transverse momentum ranges,
for PF ak4 jets reconstructed in the barrel.
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Figure A.9. Resolution measurement for PF ak4 jets reconstructed in the barrel. The
plot shows the resolution before (grey squares) and after extrapolation (red circles), in
data (solid) and MC (hollow). Also the true resolution is shown for comparison.
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