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#### Abstract

In this paper we study cluster algebras $\mathcal{A}$ of type $A_{2}^{(1)}$. We solve the recurrence relations among the cluster variables (which form a T-system of type $A_{2}^{(1)}$ ). We solve the recurrence relations among the coefficients of $\mathcal{A}$ (which form a Y-system of type $A_{2}^{(1)}$ ). In $\mathcal{A}$ there is a natural notion of positivity. We find linear bases $\mathbf{B}$ of $\mathcal{A}$ such that positive linear combinations of elements of $\mathbf{B}$ coincide with the cone of positive elements. We call these bases atomic bases of $\mathcal{A}$. These are the analogue of the "canonical bases" found by Sherman and Zelevinsky in type $A_{1}^{(1)}$. Every atomic basis consists of cluster monomials together with extra elements. We provide explicit expressions for the elements of such bases in every cluster. We prove that the elements of $\mathbf{B}$ are parameterized by $\mathbb{Z}^{3}$ via their $\mathbf{g}$-vectors in every cluster. We prove that the denominator vector map in every acyclic seed of $\mathcal{A}$ restricts to a bijection between $\mathbf{B}$ and $\mathbb{Z}^{3}$. We find explicit recurrence relations to express every element of $\mathcal{A}$ as linear combinations of elements of $\mathbf{B}$.


Keywords Cluster algebras • T and Y systems • Positivity
Mathematics Subject Classifications (2010) 13F60

## 1 Introduction

Cluster algebras were introduced in [16] by Fomin and Zelevinsky in order to define a combinatorial framework for studying canonical bases in quantum groups. In this perspective, it is an important problem, still widely open, to construct explicitly linear

[^0]bases of cluster algebras. Among possible bases of a cluster algebra $\mathcal{A}$ (see [4, 5, 13, $14,20]$ ), there may exists a specific one of particular interest, that we call atomic basis. In previous versions of this paper and in the papers referring to it $[7,8,13]$ the atomic bases were called canonically positive. We prefer to change the name after private conversations with Andrei Zelevinsky and other experts. It is not known in general if such a basis exists. For cluster algebras of type $A_{2}$ and $A_{1}^{(1)}$, Sherman and Zelevinsky were able to construct atomic bases in [30]. In a forthcoming paper the author will show that cluster monomials form an atomic of cluster algebras of finite type. By now these are the only known examples.

In this paper we prove the existence of atomic bases $\mathbf{B}$ for every cluster algebra of type $A_{2}^{(1)}$. We provide a completely explicit description of the elements of $\mathbf{B}$ which consists of cluster monomials together with extra elements. We find explicit straightening relations which provide a recursive way to compute the linear expansion in $\mathbf{B}$ of every element of $\mathcal{A}$. Our proof of the existence of an atomic basis $\mathbf{B}$ of $\mathcal{A}$ follows [30] but with an important technical difference: we prove that the powerful $\mathbf{g}$-vector parametrization of cluster monomials found in [17] extends to the elements of $\mathbf{B}$. In particular we work directly in the cluster algebra with coefficients in an arbitrary semifield. This allows us to provide explicit formulas for the elements of $\mathbf{B}$. Moreover we think that this approach can help in the study of the existence of atomic bases of cluster algebras of higher rank in view of results of [18] and [11] and of the geometric realization of $\mathbf{B}$ given in [8] and [13].

The paper is organized as follows: in Section 2 we collect the main results and the remaining sections are devoted to proofs.

## 2 Main Results

A semifield $\mathbb{P}=(\mathbb{P}, \cdot, \oplus)$ is an abelian multiplicative group $(\mathbb{P}, \cdot)$ endowed with an auxiliary addition $\oplus: \mathbb{P} \times \mathbb{P} \rightarrow \mathbb{P}$ which is associative, commutative and $a(b \oplus c)=$ $a b \oplus a c$ for every $a, b, c \in \mathbb{P}$.

The main example of a semifield is a tropical semifield: by definition a tropical semifield $\operatorname{Trop}\left(y_{j}: j \in J\right)$ is an abelian multiplicative group freely generated by the elements $\left\{y_{j}: j \in J\right\}$ (for some set of indexes $J$ ) endowed with the auxiliary addition $\oplus$ given by:

$$
\prod_{j} y_{j}^{a_{j}} \oplus \prod_{j} y_{j}^{b_{j}}:=\prod_{j} y_{j}^{\min \left(a_{j}, b_{j}\right)}
$$

It can be shown (see [16, Section 5]) that every semifield $\mathbb{P}$ is torsion-free as a multiplicative group and hence its group ring $\mathbb{Z} \mathbb{P}$ is a domain. Given a semifield $\mathbb{P}$, let $\mathbb{Q P}$ be the field of fractions of $\mathbb{Z P}$ and $\mathcal{F}_{\mathbb{P}}=\mathbb{Q P}\left(x_{1}, x_{2}, x_{3}\right)$ be the field of rational functions in three independent variables with coefficients in $\mathbb{Q P}$. We consider the $\mathbb{Z P}$-subalgebra $\mathcal{A}_{\mathbb{P}}$ of $\mathcal{F P}$ defined as follows: we choose arbitrarily three elements $y_{1}$, $y_{2}$ and $y_{3}$ of $\mathbb{P}$. We consider the family $\left\{y_{1 ; m}: m \in \mathbb{Z}\right\} \subset \mathbb{P}$ of coefficients defined by the initial conditions:

$$
y_{1 ; 0}=\frac{1}{y_{3}}, \quad y_{1 ; 1}=y_{1}, \quad y_{1 ; 2}=\frac{y_{1} y_{2}}{y_{1} \oplus 1}
$$

together with the recursive relations:

$$
\begin{equation*}
y_{1 ; m} y_{1 ; m+3}=\frac{y_{1 ; m+2} y_{1 ; m+1}}{\left(y_{1 ; m+1} \oplus 1\right)\left(y_{1 ; m+2} \oplus 1\right)} \tag{1}
\end{equation*}
$$

We consider the following rational functions $w, z$ of $\mathcal{F}_{\mathbb{P}}$ :

$$
\begin{equation*}
w:=\frac{y_{2} x_{1}+x_{3}}{\left(y_{2} \oplus 1\right) x_{2}}, \quad z:=\frac{y_{1} y_{3} x_{1} x_{2}+y_{1}+x_{2} x_{3}}{\left(y_{1} y_{3} \oplus y_{1} \oplus 1\right) x_{1} x_{3}} \tag{2}
\end{equation*}
$$

We consider the elements $x_{m}, m \in \mathbb{Z}$, of $\mathcal{F}_{\mathbb{P}}$ defined recursively by:

$$
\begin{equation*}
x_{m} x_{m+3}=\frac{x_{m+1} x_{m+2}+y_{1 ; m}}{y_{1 ; m} \oplus 1} . \tag{3}
\end{equation*}
$$

By definition $\mathcal{A}_{\mathbb{P}}$ is the $\mathbb{Z} \mathbb{P}$-subalgebra of $\mathcal{F}_{\mathbb{P}}$ generated by the rational functions $w, z$ and $x_{m}, m \in \mathbb{Z}$.

In Section 3.2 we prove that $\mathcal{A}_{\mathbb{P}}$ is the cluster algebra with initial seed (see Section 3.1 for some background on cluster algebras)

$$
\Sigma:=\left\{H=\left(\begin{array}{ccc}
0 & 1 & 1  \tag{4}\\
-1 & 0 & 1 \\
-1 & -1 & 0
\end{array}\right), \mathbf{x}=\left\{x_{1}, x_{2}, x_{3}\right\}, \mathbf{y}=\left\{y_{1}, y_{2}, y_{3}\right\}\right\} .
$$

The rational functions $w, z$ and $x_{m}, m \in \mathbb{Z}$, are the cluster variables of $\mathcal{A}_{\mathbb{P}}$. To the matrix $H$ is naturally associated the quiver

whose underlying graph is an extended Dynkin graph of type $A_{2}^{(1)}$. The algebra $\mathcal{A}_{\mathbb{P}}$ is hence called a cluster algebra of type $A_{2}^{(1)}$ (see [4]). For $\mathbb{P}=\{1\}$ such cluster algebra appears in [16, Example 7.8].

The family of coefficients $\left\{y_{1 ; m}\right\}$ form a $Y$-system of type $A_{2}^{(1)}$ (see [25]). We solve the recursion (Eq. 1) in Eq. 45. The family of cluster variables form a $T$-system of type $A_{2}^{(1)}$. We solve the recurrence (Eq. 3) in Theorem 2.3.

The clusters of $\mathcal{A}_{\mathbb{P}}$ are the sets $\left\{x_{m}, x_{m+1}, x_{m+2}\right\},\left\{x_{2 m+1}, w, x_{2 m+3}\right\}$ and the set $\left\{x_{2 m}, z, x_{2 m+2}\right\}$ for every $m \in \mathbb{Z}$. Every cluster variable $s_{1}$ can be completed to a cluster $\mathcal{C}=\left\{s_{1}, s_{2}, s_{3}\right\}$. Every cluster forms a free generating set of the field $\mathcal{F}_{\mathbb{P}}$, so that $\mathcal{F}_{\mathbb{P}} \simeq \mathbb{Q} \mathbb{P}\left(s_{1}, s_{2}, s_{3}\right)$. Figure 1 shows (a piece of) the "exchange graph" of $\mathcal{A}_{\mathbb{P}}$. By definition it has clusters as vertexes and an edge between two clusters if they share exactly two cluster variables. In this figure cluster variables are associated with regions: there are infinitely many bounded regions labeled by the $x_{m}$ 's, and there are two unbounded regions labeled respectively by $w$ and $z$. Each cluster $\left\{s_{1}, s_{2}, s_{3}\right\}$ corresponds to the common vertex of the three regions $s_{1}, s_{2}$ and $s_{3}$.

We have already observed that $\mathcal{F}_{\mathbb{P}} \simeq \mathbb{Q} \mathbb{P}\left(s_{1}, s_{2}, s_{3}\right)$ for every cluster $\left\{s_{1}, s_{2}, s_{3}\right\}$ of $\mathcal{A}_{\mathbb{P}}$ and hence every element of $\mathcal{A}_{\mathbb{P}}$ can be expressed as a rational function in $\left\{s_{1}, s_{2}, s_{3}\right\}$. By the Laurent phenomenon proved in [16], such a rational function is actually a Laurent polynomial. Following [30] we say that an element of $\mathcal{A}_{\mathbb{P}}$ is positive


Fig. 1 The exchange graph of $\mathcal{A}_{\mathbb{P}}$
if its (irreducible) Laurent expansion in every cluster has coefficients in $\mathbb{Z}_{\geq 0} \mathbb{P}$. Positive elements form a semiring, i.e. sums and products of positive elements are positive. We say that a $\mathbb{Z} \mathbb{P}$-basis $\mathbf{B}$ of $\mathcal{A}_{\mathbb{P}}$ is atomic if the semiring of positive elements coincides with the $\mathbb{Z}_{\geq 0} \mathbb{P}$-linear combinations of elements of it. If an atomic basis exists, it is composed by positive indecomposable elements, i.e. positive elements that cannot be written as a sum of positive elements. Moreover such a basis is unique up to rescaling by elements of $\mathbb{P}$.

Definition 2.1 Let $W:=\left(y_{2} \oplus 1\right) w$ and $Z:=\left(y_{1} y_{3} \oplus y_{1} \oplus 1\right) z$. We define elements $\left\{u_{n} \mid n \geq 0\right\}$ of $\mathcal{A}_{\mathbb{P}}$ by the initial conditions:

$$
\begin{equation*}
u_{0}=2, u_{1}=Z W-y_{1} y_{3}-y_{2} \tag{6}
\end{equation*}
$$

together with the recurrence relation

$$
\begin{equation*}
u_{n+1}=u_{1} u_{n}-y_{1} y_{2} y_{3} u_{n-1}, n \geq 1 \tag{7}
\end{equation*}
$$

Theorem 2.1 The set

$$
\begin{equation*}
\mathbf{B}:=\{\text { cluster monomials }\} \cup\left\{u_{n} w^{k}, u_{n} z^{k} \mid n \geqslant 1, k \geqslant 0\right\} \tag{8}
\end{equation*}
$$

is an atomic basis of $\mathcal{A}_{\mathbb{P}}$. It is unique up to rescaling by elements of $\mathbb{P}$.
Theorem 2.1 shows that the atomic bases of $\mathcal{A}_{\mathbb{P}}$ consist of cluster monomials together with some extra elements. This is precisely the form of other linear bases constructed for cluster algebras of affine type: the generic basis introduced by G. Dupont (see [12, 14, 20]); the semicanonical basis introduced by Caldero and Zelevinsky [5] and the basis obtained by Dupont by using transverse quiver Grassmannians [13].

The proof of Theorem 2.1 is given in Section 6. We now collect some properties of the basis $\mathbf{B}$.

### 2.1 Parametrization of B by Denominator Vectors

By the already mentioned Laurent phenomenon [16, Theorem 3.1] every element $b$ of $\mathcal{A}_{\mathbb{P}}$ is a Laurent polynomial in $\left\{x_{1}, x_{2}, x_{3}\right\}$ of the form $\frac{N_{b}\left(x_{1}, x_{2}, x_{3}\right)}{x_{1}^{1} x_{2}^{2} x_{3}^{x_{3}}}$ for some primitive, i.e. not divisible by any $x_{i}$, polynomial $N_{b} \in \mathbb{Z} \mathbb{P}\left[x_{1}, x_{2}, x_{3}\right]$ in $x_{1}, x_{2}$ and $x_{3}$, and some integers $d_{1}, d_{2}, d_{3}$. We consider the root lattice $Q$ generated by an affine root system of type $A_{2}^{(1)}$. The choice of a simple system $\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}\right\}$, with coordinates $\left\{e_{1}, e_{2}, e_{3}\right\}$, identifies $Q$ with $\mathbb{Z}^{3}$. We usually write elements of $Q$ as column vectors with integer coefficients and we denote them by a bold type letter.

The map $b \mapsto \mathbf{d}(b)=\left(d_{1}, d_{2}, d_{3}\right)^{t}$ is hence a map between $\mathcal{A}_{\mathbb{P}}$ and $Q$; it is called the denominator vector map in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$. The denominator vector of $x_{i}=1 /\left(x_{i}^{-1}\right)$ equals $-\alpha_{i}, i=1,2,3$. The following result provides a parametrization of $\mathbf{B}$ by $Q$ via the denominator vector map. Recall that given $\delta:=(1,1,1)^{t}$, the minimal positive imaginary root, and $\Pi^{\circ}=\left\{\alpha_{1}, \alpha_{3}\right\}$, a basis of simple roots for a root system $\Delta^{\circ}$ of type $A_{2}$, the positive real roots of $Q$ are of the form $\alpha+n \delta$ with $n \geq 0$ if $\alpha$ is a positive root of $\Delta^{\circ}$ and $n \geq 1$ if $\alpha$ is a negative root of $\Delta^{\circ}$ (see e.g. [24, Proposition 6.3]).

Theorem 2.2 The denominator vector map $\mathbf{d}: \mathcal{A}_{\mathbb{P}} \rightarrow Q: b \mapsto \mathbf{d}(b)$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ restricts to a bijection between $\mathbf{B}$ and $Q$. Under this bijection positive real roots of the root system of type $A_{2}^{(1)}$ correspond to the set of cluster variables different from $x_{1}, x_{2}$ and $x_{3}$ together with the set $\left\{u_{n} w, u_{n} z \mid n \geq 1\right\}$. Moreover for every cluster $\mathcal{C}=\left\{c_{1}, c_{2}, c_{3}\right\}$, the $\operatorname{set}\left\{\mathbf{d}\left(c_{1}\right), \mathbf{d}\left(c_{2}\right), \mathbf{d}\left(c_{3}\right)\right\}$ is a $\mathbb{Z}$-basis of $Q$.

The denominator vector map in the cluster $\left\{x_{1}, w, x_{3}\right\}$ does not restrict to a bijection between $\mathbf{B}$ and the whole lattice $\mathbb{Z}^{3}$ (see Remark 3.2).

In Lemma 3.2 we show the denominator vectors of the elements of $\mathbf{B}$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$. Figure 2 depicts the qualitative positions of denominator vectors of cluster variables (different from the initial ones) in $Q$ : it shows the intersection between the plane $\mathcal{P}=\left\{e_{1}+e_{2}+e_{3}=1\right\}$ and the positive octant $Q_{+}$of the real vector space $Q_{\mathbb{R}}$ generated by $Q$; a point labeled by $\mathbf{d}(s)$ denotes the intersection between $\mathcal{P}$ and the

$(1,0,0)$
(0, 1, 0)
Fig. 2 "Cluster triangulation" of the intersection between the positive octant $Q_{+}$and the plane $\mathcal{P}=\left\{e_{1}+e_{2}+e_{3}=1\right\}$. A dotted line joins two points corresponding to cluster variables belonging to the same cluster. The double line between $w$ and $z$ denotes the intersection with the "regular" cone which contains the denominator vector of all the elements $u_{n} w^{k}$ and $u_{n} z^{k}$
line generated by the denominator vector of the cluster variable $s$. A dotted line joins two cluster variables that belong to the same cluster. In view of Theorem 2.2, these lines form mutually disjoint triangles. We notice that some of the points of $\mathcal{P} \cap Q_{+}$do not lie in one of these triangles. All such points belong to the line between $\mathbf{d}(w)$ and $\mathbf{d}(z)$ that is denoted by a double line in the figure. This is the intersection between $\mathcal{P}$ and the "regular" cone generated by $\mathbf{d}(w)$ and $\mathbf{d}(z)$. The denominator vector of $u_{n} w^{k}$ and $u_{n} z^{k}$, for all $n, k \geq 0$, lie in the regular cone. Figure 2 appears also in [10] where the authors analyze the canonical decomposition of the elements of $Q$. Indeed denominator vectors of cluster variables are positive real Schur roots (see [2, 4]).

### 2.2 Explicit Expressions of the Elements of B

Our next result provides explicit formulas for the elements of $\mathbf{B}$ in every cluster of $\mathcal{A}_{\mathbb{P}}$. By the symmetry of the exchange relations it is sufficient to consider only the two clusters $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$ and only cluster variables $x_{m}$ with $m \geq 2$ (see Remark 3.1). We use the notation $\mathbf{x}^{\mathbf{e}}:=x_{1}^{e_{1}} x_{2}^{e_{2}} x_{3}^{e_{3}}$.

Theorem 2.3 Let $\mathbb{P}$ be any semifield. For a cluster variable with denominator vector $\mathbf{d}=\left(d_{1}, d_{2}, d_{3}\right)^{t}$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ we use the notation

$$
\varepsilon(\mathbf{e}):=\left(e_{2}+e_{3}, d_{1}-e_{1}+e_{3}, d_{1}+d_{2}-e_{1}-e_{2}\right) .
$$

For every $m, n \geq 1$ the following formulas hold:

$$
\begin{gathered}
x_{2 m+1}=\frac{\sum_{\mathbf{e}}\binom{e_{1}-e_{3}}{e_{2}-e_{3}}\binom{m-1-e_{3}}{m-1-e_{1}}\binom{e_{1}-1}{e_{3}} \mathbf{y}^{\mathbf{e} \mathbf{x}^{\varepsilon}(\mathbf{e})}+x_{2}^{m-1} x_{3}^{2 m-2}}{\left(\bigoplus_{\mathbf{e}}\binom{e_{1}-e_{3}}{e_{2}-e_{3}}\binom{m-1-1-e_{3}}{m-1-e_{1}}\binom{e_{1}-1}{e_{3}} \mathbf{y}^{\mathbf{e}} \oplus 1\right) x_{1}^{m-1} x_{2}^{m-1} x_{3}^{m-2}} \\
x_{2 m+2}=\frac{\sum_{\mathbf{e}}\binom{e_{1}-1}{e_{3}-1}\binom{m-e_{2}}{e_{1}-e_{2}}\binom{m-1-e_{3}}{e_{2}-e_{3}} \mathbf{y}^{\mathbf{e} \mathbf{x}^{\varepsilon(\mathbf{e})}+x_{2}^{m} x_{3}^{2 m-1}}}{\left(\bigoplus_{\mathbf{e}}\binom{e_{1}-1}{e_{3}}\binom{m-e_{2}}{e_{1}-e_{2}}\binom{m-1-e_{3}}{e_{2}-e_{3}} \mathbf{y}^{\mathbf{e}} \oplus 1\right) x_{1}^{m} x_{2}^{m-1} x_{3}^{m-1}} \\
u_{n}=\frac{\left.y_{1}^{n} y_{2}^{n} y_{3}^{n} x_{1}^{2 n} x_{2}^{n}+x_{2}^{n} x_{3}^{2 n}+\sum_{\mathbf{e}}\binom{e_{1}-e_{3}-e_{3}}{e_{1}-e_{2}}\left[\begin{array}{c}
n-e_{3} \\
n-e_{1}
\end{array}\right)\binom{e_{1}-1}{e_{3}}+\binom{n-e_{3}-1}{n-e_{1}}\binom{e_{1}-1}{e_{3}-1}\right] \mathbf{y}^{\mathbf{e} \mathbf{x}^{\varepsilon(\mathbf{e})}}}{x_{1}^{n} x_{2}^{n} x_{3}^{n}}
\end{gathered}
$$

Let $\mathrm{p}_{1}:=y_{1}\left(y_{2} \oplus 1\right), \mathrm{p}_{2}:=\frac{1}{y_{2}}$ and $\mathrm{p}_{3}:=\frac{y_{2} y_{3}}{y_{2} \oplus 1}$. For every $m, n \geq 1$ :

$$
x_{2 m+1}=\frac{\sum_{e_{1}, e_{3}}\binom{m-1-e_{3}}{m-1-e_{1}}\binom{e_{1}-1}{e_{3}} \mathrm{p}_{1}^{e_{1}} \mathrm{p}_{3}^{e_{3}} x_{1}^{2 e_{3}} w^{e_{1}-e_{3}} x_{3}^{2 m-2 e_{1}-2}+x_{3}^{2 m-2}}{\left(\bigoplus_{e_{1}, e_{3}}\binom{m-1-e_{3}}{m-1-e_{1}}\binom{e_{1}-1}{e_{3}} \mathrm{p}_{1}^{e_{1}} \mathrm{p}_{3}^{e_{3}} \oplus 1\right) x_{1}^{m-1} x_{3}^{m-2}}
$$

$$
x_{2 m+2}=\frac{\sum_{\mathbf{e}}\binom{m-1-e_{3}+e_{2}}{m-1-e_{1}+e_{2}}\binom{e_{1}-1}{e_{3}}\binom{1}{e_{2}} \mathrm{p}^{\mathbf{e}} x_{1}^{2 e_{3}+1-e_{2}} w^{e_{1}-e_{3}} x_{3}^{2 m-2 e_{1}-1+e_{2}}+x_{3}^{2 m-1}\left(\mathrm{p}_{2} x_{3}+x_{1}\right)}{\left(\bigoplus_{\mathbf{e}}\binom{m-1-e_{3}+e_{2}}{m-1-e_{1}+e_{2}}\binom{e_{1}-1}{e_{3}}\binom{1}{e_{2}} \mathrm{p}^{\mathbf{e}} \oplus \mathrm{p}_{2} \oplus 1\right) x_{1}^{m} w x_{3}^{m-1}}
$$

$$
u_{n}=\frac{\left.\mathrm{p}_{1}^{n} \mathrm{p}_{3}^{n} x_{1}^{2 n}+x_{3}^{2 n}+\sum_{e_{1}, e_{3}}\left[\begin{array}{c}
n-e_{3} \\
n-e_{1}
\end{array}\right)\binom{e_{1}-1}{e_{3}}+\binom{n-e_{3}-1}{n-e_{1}}\binom{e_{1}-1}{e_{3}-1}\right] \mathrm{p}_{1}^{e_{1}} p_{3}^{e_{3}} x_{1}^{2 e_{3}} w^{e_{1}-e_{3}} x_{3}^{2 n-2 e_{1}}}{x_{1}^{n} x_{3}^{n}}
$$

$$
\begin{equation*}
z=\frac{\mathrm{p}_{1} \mathrm{p}_{2} \mathrm{p}_{3} x_{1}^{2}+\mathrm{p}_{1} \mathrm{p}_{2}^{2} \mathrm{p}_{3} x_{1} x_{3}+\mathrm{p}_{1} \mathrm{p}_{2} w+\mathrm{p}_{2} x_{3}^{2}+x_{1} x_{3}}{\left(\mathrm{p}_{1} \mathrm{p}_{2} \mathrm{p}_{3} \oplus \mathrm{p}_{1} \mathrm{p}_{2}^{2} \mathrm{p}_{3} \oplus \mathrm{p}_{1} \mathrm{p}_{2} \oplus \mathrm{p}_{2} \oplus 1\right) x_{1} w x_{3}} \tag{9}
\end{equation*}
$$

### 2.3 Parametrization of $\mathbf{B}$ by $\mathbf{g}$-Vectors

In [17, Section 7] it is shown that cluster monomials are parameterized by some integer vectors called $\mathbf{g}$-vectors. In this section we extend such parametrization to all the elements of $\mathbf{B}$. Given a polynomial $F \in \mathbb{Z}_{\geq_{0}}\left[z_{1}, \cdots, z_{n}\right]$ with positive coefficients in $n$ variables and a semifield $\mathbb{P}=(\mathbb{P}, \cdot, \oplus)$, its evaluation $\left.F\right|_{\mathbb{P}}\left(y_{1}, \cdots, y_{n}\right)$ at $\left(y_{1}, \cdots, y_{n}\right) \in \mathbb{P} \times \cdots \times \mathbb{P}$ is the element of $\mathbb{P}$ obtained by replacing the addition of $\mathbb{Z}\left[z_{1}, \cdots, z_{n}\right]$ with the auxiliary addition $\oplus$ of $\mathbb{P}$ in the expression $F\left(y_{1}, \cdots, y_{n}\right)$. This operation is well-defined since the resulting element of $\mathbb{P}$ does not depend on the particular coefficient-free expression for $F\left(y_{1}, \cdots, y_{n}\right)$ (see [17, Definition 2.1]). For example the evaluation of $F\left(z_{1}, z_{2}\right):=z_{1}+1$ at $\left(y_{1}, y_{2}\right) \in \operatorname{Trop}\left(y_{1}, y_{2}\right) \times \operatorname{Trop}\left(y_{1}, y_{2}\right)$ is 1 . Let $\mathbb{P}$ be a semifield and let $\mathcal{A}_{\mathbb{P}}$ be a cluster algebra of type $A_{2}^{(1)}$ with coefficients in $\mathbb{P}$ and let $\Sigma=\left\{H, \mathcal{C},\left\{y_{1}, y_{2}, y_{3}\right\}\right\}$ be a seed of $\mathcal{A}_{\mathbb{P}}$, so that $H$ is an exchange matrix, $\mathcal{C}$ is a cluster and $y_{1}, y_{2}$ and $y_{3}$ are arbitrarily chosen elements of $\mathbb{P}$ (see Section 3.1). We use the notation $\mathbf{s}^{\mathbf{e}}:=s_{1}^{e_{1}} s_{2}^{e_{2}} s_{3}^{e_{3}}$.

Proposition 2.1 For every cluster monomial $b$ of $\mathcal{A}_{\mathbb{P}}$ there exist a (unique) polynomial $F_{b}^{\mathcal{C}} \in \mathbb{Z}_{\geq 0}\left[z_{1}, z_{2}, z_{3}\right]$ in three variables, with non-negative coefficients and constant term 1 and a (unique) integer vector $\mathbf{g}_{b}^{\mathcal{C}} \in \mathbb{Z}^{3}$ such that the expansion of $b$ in the cluster $\mathcal{C}=\left\{s_{1}, s_{2}, s_{3}\right\}$ is:

$$
\begin{equation*}
b=\frac{F_{b}^{\mathcal{C}}\left(y_{1} \mathbf{s}^{\mathbf{h}_{1}}, y_{2} \mathbf{s}^{\mathbf{h}_{2}}, y_{3} \mathbf{s}^{\mathbf{h}_{3}}\right)}{F_{b}^{\mathcal{C}} \mid \mathbb{P}\left(y_{1}, y_{2}, y_{3}\right)} \mathbf{s}^{\mathbf{g}_{b}^{C}} \tag{10}
\end{equation*}
$$

where $\mathbf{h}_{i}$ is the $i$-th column vector of the exchange matrix $H$. For every $n \geq 1$ there exist a (unique) polynomial $F_{u_{n}}^{\mathcal{C}} \in \mathbb{Z}_{\geq 0}\left[z_{1}, z_{2}, z_{3}\right]$ in three variables, with non-negative coefficients and constant term 1 and a (unique) integer vector $\mathbf{g}_{u_{n}}^{\mathcal{C}} \in \mathbb{Z}^{3}$ such that the expansion of $u_{n}$ in the cluster $\mathcal{C}$ is:

$$
\begin{equation*}
u_{n}=F_{u_{n}}^{\mathcal{C}}\left(y_{1} \mathbf{s}^{\mathbf{h}_{1}}, y_{2} \mathbf{s}^{\mathbf{h}_{2}}, y_{3} \mathbf{s}^{\mathbf{h}_{3}}\right) \mathbf{s}^{\mathbf{g}_{b}^{C}} . \tag{11}
\end{equation*}
$$

In view of Proposition 2.1, every element $b \in \mathbf{B}$ determines a polynomial $F_{b}^{\mathcal{C}}$ and an integer vector $\mathbf{g}_{b}^{\mathcal{C}}$, for every cluster $\mathcal{C}$ of $\mathcal{A}_{\mathbb{P}}$. The polynomial $F_{b}^{\mathcal{C}}$ and the vector $\mathbf{g}_{b}^{\mathcal{C}}$ are called respectively the $F$-polynomial and the $\mathbf{g}$-vector of $b$ in the cluster $\mathcal{C}$. The previous proposition is the key result for our proof of Theorem 2.3. In Section 5.1 we find the explicit expression of $F$-polynomials and $\mathbf{g}$-vectors of every element of $\mathbf{B}$ in every cluster.

We notice that in view of Proposition 2.1 the $F$-polynomials of every cluster variable in every cluster has non-negative coefficients. This establishes the positivity conjecture formulated in [17] for every cluster algebra of type $A_{2}^{(1)}$. In particular this result follows from results of [27] since cluster algebras of type $A_{2}^{(1)}$ are associated to an unpunctured surface in the sense of [15].

We can define more intrinsically $F$-polynomials and $\mathbf{g}$-vectors as follows: consider the tropical semifield $\mathbb{P}=\operatorname{Trop}\left(y_{1}, y_{2}, y_{3}\right)$ generated by the coefficients of $\Sigma$ and expand a cluster monomial $b \in \mathcal{A}_{\mathbb{P}}$ in the cluster $\mathcal{C}$. Since $F_{b}^{\mathcal{C}}$ has constant term 1,
$\left.F_{b}^{\mathcal{C}}\right|_{\mathbb{P}}\left(y_{1}, y_{2}, y_{3}\right)=1$. It hence follows that if we replace $s_{1}, s_{2}$ and $s_{3}$ by 1 in Eq. 10 we get $F_{b}^{\mathcal{C}}\left(y_{1}, y_{2}, y_{3}\right)$.

The $\mathbf{g}$-vector of $b$ can be defined as follows: let $\mathbb{P}=\operatorname{Trop}\left(y_{1}, y_{2}, y_{3}\right)$; following [17] we consider the principal $\mathbb{Z}^{3}$-grading of $\mathcal{A}_{\mathbb{P}}$ given by

$$
\begin{equation*}
\operatorname{deg}\left(s_{i}\right)=\mathbf{e}_{i}, \operatorname{deg}\left(y_{i}\right)=-\mathbf{h}_{i}, i=1,2,3 \tag{12}
\end{equation*}
$$

( $\mathbf{e}_{i}$ is the $i$-th basis vector of $\mathbb{Z}^{3}$ ). The element $\hat{y}_{i}:=y_{i} \mathbf{s}^{\mathbf{h}_{i}}, i=1,2,3$, has degree zero with respect to such grading. Therefore, since $\left.F_{b}^{\mathcal{C}}\right|_{\mathbb{P}}\left(y_{1}, y_{2}, y_{3}\right)=1$, every element $b$ of $\mathbf{B}$ is homogeneous with respect to such grading and the $\mathbf{g}$-vector $\mathbf{g}_{b}^{\mathcal{C}}$ is its degree.

The relation between denominator vectors and $\mathbf{g}$-vectors in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ is given by the following proposition.

Proposition 2.2 Let b be an element of $\mathbf{B}$ not divisible by $x_{1}, x_{2}$ or $x_{3}$. The $\mathbf{g}$-vector $\mathbf{g}_{b}$ of $b$ and its denominator vector $\mathbf{d}(b)$ both in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ are related by

$$
\mathbf{g}_{b}=\left(\begin{array}{ccc}
-1 & 0 & 0  \tag{13}\\
1 & -1 & 0 \\
1 & 1 & -1
\end{array}\right) \mathbf{d}(b)
$$

If $b$ is a cluster monomial in the initial cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ then $\mathbf{g}_{b}=-\mathbf{d}(b)$.

Formula 13 between the $\mathbf{g}$-vector and the denominator vector of a cluster variable in an "acyclic" seed can be deduced from results of [18] and [11]. We notice that the map (Eq. 13) is bijective, and hence by combining Proposition 2.2 and Theorem 2.2, we get that the map $b \mapsto \mathbf{g}_{b}$ restricts to a bijection between $\mathbf{B}$ and $\mathbb{Z}^{3}$. The denominator vector map in the cluster $\left\{x_{1}, w, x_{3}\right\}$ is not surjective; on the other hand, as expected for cluster monomials ([17, Conjecture 7.10], proved in [18, Theorem 6.3]), there is a bijective map (see Eq. 108) between the $\mathbf{g}$-vectors of the elements of $\mathbf{B}$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$ and in $\left\{x_{1}, w, x_{3}\right\}$. We have hence the following parametrization of $\mathbf{B}$ by $\mathbb{Z}^{3}$ via the $\mathbf{g}$-vector map.

Proposition 2.3 Given a cluster $\mathcal{C}$ of $\mathcal{A}$, the map $b \mapsto \mathbf{g}_{b}^{\mathcal{C}}$ which sends an element $b$ of $\mathbf{B}$ to its $\mathbf{g}$-vector $\mathbf{g}_{b}^{\mathcal{C}}$ in the cluster $\mathcal{C}$, is a bijection between $\mathbf{B}$ and $\mathbb{Z}^{3}$.

The last comment about Eq. 13 is the following: we note that the matrix in Eq. 13 equals $-E_{Q}$ where $E_{Q}$ denotes the Euler matrix of the quiver $Q$ given in Eq. 5. In [28] it is shown that the weight of the Schofield's semi-invariant $c_{V}$, where $V$ is an indecomposable $Q$-representation of dimension vector $\mathbf{d}=\mathbf{d}(b)$, is given by $-E \mathbf{d}$ and in view of Eq. 13, is the $\mathbf{g}$-vector of $b$. In particular one could deduce Proposition 2.3 from results of [21].

## 3 Cluster Algebras of Type $\boldsymbol{A}_{\mathbf{2}}^{(\mathbf{1 )}}$

### 3.1 Background on Cluster Algebras

Let $\mathbb{P}$ be a semifield (see Section 2). Let $\mathcal{F}_{\mathbb{P}}=\mathbb{Q P}\left(x_{1}, \cdots, x_{n}\right)$ be the field of rational functions in $n$ independent variables $x_{1}, \cdots, x_{n}$. A seed in $\mathcal{F}_{\mathbb{P}}$ is a triple $\Sigma=\{H, \mathcal{C}, \mathbf{y}\}$ where $H$ is an $n \times n$ integer matrix which is skew-symmetrizable, i.e. there exists a diagonal matrix $D=\operatorname{diag}\left(d_{1}, \cdots, d_{n}\right)$ with $d_{i}>0$ for all $i$ such that $D B$ is skewsymmetric; $\mathcal{C}=\left\{s_{1}, \cdots, s_{n}\right\}$ is an $n$-tuple of elements of $\mathcal{F}_{\mathbb{P}}$ which is a free generating set for $\mathcal{F}_{\mathbb{P}}$ so that $\mathcal{F}_{\mathbb{P}} \simeq \mathbb{Q P}\left(s_{1}, \cdots, s_{n}\right)$; and finally $\mathbf{y}=\left\{y_{1}, \cdots, y_{n}\right\}$ is an $n$-tuple of elements of $\mathbb{P}$. The matrix $H$ is called the exchange matrix of $\Sigma$, the set $\mathcal{C}$ is called the cluster of $\Sigma$, its elements are called cluster variables of $\Sigma$ and the set $\mathbf{y}$ is called the coefficients tuple of the seed $\Sigma$.

We fix an integer $k \in[1, n]$. Given a seed $\Sigma$ of $\mathcal{F}_{\mathbb{P}}$ we define another seed $\Sigma_{k}:=$ $\left\{H_{k}, \mathcal{C}_{k}, \mathbf{y}_{k}\right\}$ by the following mutation rules (see [17]):
(1) the exchange matrix $H_{k}=\left(h_{i j}^{\prime}\right)$ is obtained from $H=\left(h_{i j}\right)$ by

$$
h_{i j}^{\prime}=\left\{\begin{array}{cc}
-h_{i j} & \text { if } i=k \text { or } j=k  \tag{14}\\
h_{i j}+\operatorname{sg}\left(h_{i k}\right)\left[h_{i k} h_{k j}\right]_{+} & \text {otherwise }
\end{array}\right.
$$

where $[c]_{+}:=\max (c, 0)$ for every integer $c$ and $\operatorname{sg}(c)$ is the sign of $c$;
(2) the new coefficients tuple $\mathbf{y}_{k}=\left\{y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right\}$ is given by:

$$
y_{j}^{\prime}:=\left\{\begin{array}{cc}
\frac{1}{y_{k}} & \text { if } j=k  \tag{15}\\
y_{j} y_{k}^{\left[h_{k j}\right]+}\left(y_{k} \oplus 1\right)^{-h_{k j}} & \text { otherwise } .
\end{array}\right.
$$

(3) the new cluster $\mathcal{C}_{k}$ is given by $\mathcal{C}_{k}=\mathcal{C} \backslash\left\{s_{k}\right\} \cup\left\{s_{k}^{\prime}\right\}$ where

$$
\begin{equation*}
s_{k}^{\prime}:=\frac{y_{k} \prod_{i} s_{i}^{\left[h_{i k}\right]_{+}}+\prod_{i} s_{i}^{\left[-h_{i k}\right]_{+}}}{\left(y_{k} \oplus 1\right) s_{k}} ; \tag{16}
\end{equation*}
$$

It is not hard to verify that $\Sigma_{k}$ is again a seed of $\mathcal{F}_{\mathbb{P}}$. We say that the seed $\Sigma_{k}$ is obtained from the seed $\Sigma$ by a mutation in direction $k$. Every seed can be mutated in all the directions.

Given a seed $\Sigma$ we consider the set $\chi(\Sigma)$ of all the cluster variables of all the seeds obtained by a sequence of mutations. The rank $n$ cluster algebra with initial seed $\Sigma$ with coefficients in $\mathbb{P}$ is by definition the $\mathbb{Z P}$-subalgebra of $\mathcal{F}_{\mathbb{P}}$ generated by $\chi(\Sigma)$; we denote it by $\mathcal{A}_{\mathbb{P}}(\Sigma)$.

The cluster algebra $\mathcal{A}_{\mathbb{P}}(\Sigma)$ is said to have principal coefficients at $\Sigma$ and it is denoted by $\mathcal{A}_{\bullet}(\Sigma)$ if $\mathbb{P}=\operatorname{Trop}\left(y_{1}, \cdots y_{n}\right)$.

If the semifield $\mathbb{P}=\operatorname{Trop}\left(c_{1}, \cdots, c_{r}\right)$ is a tropical semifield, the elements of $\mathbb{P}$ are monomials in the $c_{j}$ 's. Therefore any coefficient $y_{j}$ of a seed $\Sigma=\left\{H, \mathcal{C},\left\{y_{1}, \cdots, y_{n}\right\}\right\}$ is a monomial of the form $y_{j}=\prod_{i=1}^{r} c_{i}^{h_{n+r, j}}$ for some integers $h_{n+1, j}, \cdots, h_{n+r, j}$. It is convenient to "complete" the exchange $n \times n$ matrix $H$ to a rectangular $(n+r) \times$ $n$ matrix $\tilde{H}$ whose $(i, j)$-th entry is $h_{i j}$. The seed $\Sigma$ can hence be seen as a couple $\{\tilde{H}, \mathcal{C}\}$ and the mutation of the coefficients tuple (Eq. 15) translates into the mutation (Eq. 14) of the rectangular matrix $\tilde{H}$. We sometimes use this formalism.

We say that two seeds $\Sigma=\{H, \mathcal{C}, \mathbf{y}\}$ and $\Sigma^{\prime}=\left\{H^{\prime}, \mathcal{C}^{\prime}, \mathbf{y}^{\prime}\right\}$ of a cluster algebra of rank $n$ are equivalent if there exists a permutation $\sigma$ of the index set
$[1, n]:=\{1, \cdots, n\}$ such that $h_{\sigma(i) \sigma(j)}=h_{i j}^{\prime}, s_{\sigma(i)}=s_{i}^{\prime}$ and $y_{\sigma(i)}=y_{i}^{\prime}$ for every $i, j \in$ $[1, n]$. An equivalence class [ $\Sigma$ ] is called an unlabeled seed. In particular clusters and coefficient tuples of unlabeled seeds are sets, while in labeled seeds they are sequences. With abuse of language in both cases we denote them with braces $\{\ldots\}$. The mutation $\mu_{i}$ of an unlabeled seed [ $\Sigma$ ] in direction $i$ can be defined as $\left[\mu_{i}(\Sigma)\right.$ ] and it hence depends on the particular choice of a representative $\Sigma$ of $[\Sigma]$. It is not well-defined. We hence prefer to refer to a mutation of $[\Sigma]$ as one of the unlabeled seeds $\left\{\left[\mu_{i} \Sigma\right]: i=1, \cdots, n\right\}$. We often consider unlabeled seeds in this paper. We use the cyclic representation of a permutation $\sigma$ so that $\sigma=\left(i_{1}, i_{2}, \cdots, i_{t}\right)$ denotes the permutation $\sigma$ such that $\sigma\left(i_{k}\right)=i_{k+1}$ if $k=1, \cdots, t-1$ and $\sigma\left(i_{t}\right)=i_{1}$; all the other indices are fixed by $\sigma$.

Example 3.1 The seed

$$
\Sigma:=\left\{H=\left(\begin{array}{ccc}
0 & 1 & 1 \\
-1 & 0 & 1 \\
-1 & -1 & 0
\end{array}\right), \mathbf{x}=\left\{x_{1}, x_{2}, x_{3}\right\}, \mathbf{y}=\left\{y_{1}, y_{2}, y_{3}\right\}\right\}
$$

is equivalent to the seed

$$
\Sigma^{\prime}:=\left\{H^{\prime}=\left(\begin{array}{ccc}
0 & -1 & -1 \\
1 & 0 & 1 \\
1 & -1 & 0
\end{array}\right), \mathbf{x}^{\prime}=\left\{x_{3}, x_{1}, x_{2}\right\}, \mathbf{y}^{\prime}=\left\{y_{3}, y_{1}, y_{2}\right\}\right\}
$$

by the permutation $(1,3,2)$.

### 3.2 Algebraic Structure of $\mathcal{A}_{\mathbb{P}}$

Let $\mathbb{P}=(\mathbb{P}, \cdot, \oplus)$ be a semifield and $\mathcal{A}_{\mathbb{P}}$ be the cluster algebra with initial seed

$$
\Sigma:=\left\{H=\left(\begin{array}{ccc}
0 & 1 & 1 \\
-1 & 0 & 1 \\
-1 & -1 & 0
\end{array}\right), \mathbf{x}=\left\{x_{1}, x_{2}, x_{3}\right\}, \mathbf{y}=\left\{y_{1}, y_{2}, y_{3}\right\}\right\} .
$$

The following lemma gives the algebraic structure of $\mathcal{A}_{\mathbb{P}}$.

Lemma 3.1 The unlabeled seeds of the cluster algebra $\mathcal{A}_{\mathbb{P}}$ with initial seed $\Sigma=\Sigma_{1}$ are the following:

$$
\begin{align*}
\Sigma_{m} & :=\left\{H_{m},\left\{x_{m}, x_{m+1}, x_{m+2}\right\},\left\{y_{1 ; m}, y_{2 ; m}, y_{3 ; m}\right\}\right\},  \tag{17}\\
\Sigma_{2 m-1}^{c y c} & :=\left\{H_{m}^{c y c},\left\{x_{2 m-1}, w, x_{2 m+1}\right\},\left\{y_{1 ; 2 m-1}^{c y c}, y_{2 ; 2 m-1}^{c y c}, y_{3 ; 2 m-1}^{c y c}\right\}\right\},  \tag{18}\\
\Sigma_{2 m}^{c y c} & :=\left\{H_{m}^{c y c},\left\{x_{2 m}, z, x_{2 m+2}\right\},\left\{y_{1 ; 2 m}^{c y c}, y_{2 ; 2 m}^{c y c}, y_{3 ; 2 m}^{c y}\right\}\right\} \tag{19}
\end{align*}
$$

for every $m \in \mathbb{Z}$; they are mutually related by the following diagram of mutations:

where arrows from left to right (resp. from right to left) are mutations in direction 1 (resp.3) and vertical arrows (in both directions) are mutations in direction 2. The seed $\Sigma_{m}$ is not equivalent to the seed $\Sigma_{n}$ if $m \neq n$, in particular the exchange graph of $\mathcal{A}_{\mathbb{P}}$ is given by Fig. 1 and every cluster $\mathcal{C}$ determines a unique seed $\Sigma^{\mathcal{C}}$. The exchange matrices $H_{m}$ and $H_{m}^{\text {cyclic }}$ are the following:

$$
H_{m}=\left(\begin{array}{ccc}
0 & 1 & 1  \tag{21}\\
-1 & 0 & 1 \\
-1 & -1 & 0
\end{array}\right), H_{m}^{c y c}=\left(\begin{array}{ccc}
0 & -1 & 2 \\
1 & 0 & -1 \\
-2 & 1 & 0
\end{array}\right)
$$

for every $m \in \mathbb{Z}$. The exchange relations for the coefficient tuples are the following:

$$
\begin{gather*}
y_{1 ; 1}=y_{1} ; \quad y_{2 ; 1}=y_{2} ; \quad y_{3 ; 1}=y_{3}  \tag{22}\\
y_{1 ; m+1}=\frac{y_{2 ; m} y_{1 ; m}}{y_{1 ; m} \oplus 1} ; \quad y_{2 ; m+1}=\frac{y_{3 ; m} y_{1 ; m}}{y_{1 ; m} \oplus 1} ; \quad y_{3 ; m+1}=\frac{1}{y_{1 ; m}}  \tag{23}\\
y_{1 ; m-1}=\frac{1}{y_{3 ; m}} ; \quad y_{2 ; m-1}=y_{1 ; m}\left(y_{3 ; m} \oplus 1\right) ; \quad y_{3 ; m-1}=y_{2 ; m}\left(y_{3 ; m} \oplus 1\right)  \tag{24}\\
y_{1 ; m}^{c y c}=\frac{y_{1 ; m}}{y_{2 ; m} \oplus 1} ; \quad y_{2 ; m}^{c y c}=\frac{1}{y_{2 ; m}} ; \quad y_{3 ; m}^{c y c}=\frac{y_{3 ; m} y_{2 ; m}}{y_{2 ; m} \oplus 1}  \tag{25}\\
y_{1 ; m+2}^{c y c}=y_{3 ; m}^{c y c}\left(y_{1 ; m}^{c y c} \oplus 1\right)^{2} ; \quad y_{2 ; m+2}^{c y c}=\frac{y_{2 ; m}^{c y c} y_{1 ; m}^{c y c}}{y_{1 ; m}^{c y c} \oplus 1} ; \quad y_{3 ; m+2}^{c y c}=\frac{1}{y_{1 ; m}^{c y c}}  \tag{26}\\
y_{1 ; m}=\frac{y_{1 ; m}^{c y c}}{y_{2 ; m}^{c y c} \oplus 1} y_{2 ; m}^{c y c} ; \quad y_{2 ; m}=\frac{1}{y_{2 ; m}^{c y c}} ; \quad y_{3 ; m}=y_{3 ; m}^{c y c}\left(y_{2 ; m}^{c y c} \oplus 1\right)  \tag{27}\\
y_{1 ; m-2}^{c y c}=\frac{1}{y_{3 ; m}^{c y c} ; \quad y_{2 ; m-2}^{c y c}=\frac{y_{2 ; m}^{c y c} y_{3 ; m}^{c y c}}{y_{3 ; m}^{c y c} \oplus 1} ; \quad y_{3 ; m-2}^{c y c}=y_{1 ; m}^{c y c}\left(y_{3 ; m}^{c y c} \oplus 1\right)^{2}} \tag{28}
\end{gather*}
$$

The exchange relations for the cluster variables are the following:

$$
\begin{align*}
x_{m} x_{m+3} & =\frac{x_{m+1} x_{m+2}+y_{1 ; m}}{y_{1 ; m} \oplus 1}=\frac{y_{3 ; m+1} x_{m+1} x_{m+2}+1}{y_{3 ; m+1} \oplus 1}  \tag{29}\\
w x_{2 m} & =\frac{y_{2 ; 2 m-1} x_{2 m-1}+x_{2 m+1}}{y_{2 ; 2 m-1} \oplus 1}=\frac{x_{2 m-1}+y_{2 ; 2 m-1}^{c y c} x_{2 m+1}}{y_{2 ; 2 m-1}^{c y c} \oplus 1}  \tag{30}\\
z x_{2 m+1} & =\frac{y_{2 ; 2 m} x_{2 m}+x_{2 m+2}}{y_{2 ; 2 m} \oplus 1}=\frac{x_{2 m}+y_{2 ; 2 m}^{c y c} x_{2 m+2}}{y_{2 ; 2 m}^{c y c} \oplus 1}  \tag{31}\\
x_{2 m-2} x_{2 m+2} & =\frac{x_{2 m}^{2}+y_{1 ; 2 m-2}^{c y c} z}{y_{1 ; 2 m-2}^{c y c} \oplus 1}=\frac{y_{3 ; 2 m}^{c y c} x_{2 m}^{2}+z}{y_{3 ; 2 m}^{c y c} \oplus 1}  \tag{32}\\
x_{2 m-1} x_{2 m+3} & =\frac{x_{2 m+1}^{2}+y_{1 ; 2 m-1}^{c y c} w}{y_{1 ; 2 m-1}^{c y c} \oplus 1}=\frac{y_{3 ; 2 m+1}^{c y c} x_{2 m+1}^{2}+w}{y_{3 ; 2 m+1}^{c y c} \oplus 1} \tag{33}
\end{align*}
$$

Proof of Lemma 3.1 We need to prove the diagram (Eq. 20) for every $m \in \mathbb{Z}$. Clearly $\Sigma_{1}$ coincides with the initial seed $\Sigma$. For $m \geq 2$ let $\Sigma_{m}\left(\right.$ resp. $\left.\Sigma_{-m+1}\right)$ be the seed of $\mathcal{A}_{\mathbb{P}}$ obtained from $\Sigma_{1}$ by applying $m-1$ times the following operation: first we mutate in direction 1 (resp. 3) and then we reorder the index set of the obtained seed by the permutation (1, 3, 2) (resp. 1, 2, 3) of the index set (as in Example 3.1). Assume that $\Sigma_{m}\left(\right.$ resp. $\left.\Sigma_{-m+1}\right)$ has the form (Eq. 17), i.e. its exchange matrix is $H_{m}$ (resp. $\left.H_{-m+1}\right)$, its cluster is $\left\{x_{m}, x_{m+1}, x_{m+2}\right\}$ and its coefficient tuple is $\left\{y_{1 ; m}, y_{2 ; m}, y_{3 ; m}\right\}$. Then it is straightforward to check by induction on $m$ that $H_{m}$ is given by Eq. 21 and the exchange relations passing from $\Sigma_{m}$ to $\Sigma_{m+1}$ are given by Eq. 23 (resp. Eq. 24) for the coefficient tuple and by Eq. 29 for the cluster variables.

Now it is straightforward to verify that, for every $m \in \mathbb{Z}, \Sigma_{m}$ is obtained from $\Sigma_{m+1}$ by mutating in direction 3 and then by reordering with the permutation (1,2,3).

The central line of the diagram is hence proved.
Let $\Sigma_{m}^{c y c}$ be the seed obtained from $\Sigma_{m}$ by the mutation in direction 2 . Suppose that $\Sigma_{m}^{c y c}$ has the form $\left\{H_{m}^{c y c},\left\{x_{m}, c_{m}, x_{m+2}\right\},\left\{y_{1 ; m}^{c y c}, y_{2 ; m}^{c y c}, y_{3 ; m}^{c y c}\right\}\right\}$. Then it is straightforward to verify the following: that by Eq. 14 the exchange matrix $H_{m}^{c y c}$ is given by Eq. 21 ; that by Eq. 15 the coefficient tuple satisfy Eq. 25 and by the exchange relation (Eq. 16) the cluster variable $c_{m}$ is given by:

$$
\begin{equation*}
c_{m}=\frac{y_{2 ; m} x_{m}+x_{m+2}}{\left(y_{2 ; m} \oplus 1\right) x_{m+1}} . \tag{34}
\end{equation*}
$$

By using Eqs. 23, 24 and 29, it is straightforward to verify that $c_{m}=c_{m+2}$ for every $m \in \mathbb{Z}$. We define $w:=c_{1}$ and $z:=c_{2}$ and we hence find that $\Sigma_{2 m-1}^{c y c}$ has the form (Eq. 18) and $\Sigma_{2 m}^{c y c}$ has the form (Eq. 19). Now since two cluster variables can belong to at most two clusters, we conclude that the mutation in direction 1 (resp. 3) of $\Sigma_{m}^{c y c}$ is $\Sigma_{m+2}^{c y c}\left(\right.$ resp. $\left.\Sigma_{m-2}^{c y c}\right)$.

We have hence proved the diagram (Eq. 20) and the fact that every cluster determines a unique seed.

It remains to prove that the seeds $\left\{\Sigma_{m}\right\}$ (resp. $\left\{\Sigma_{m}^{c y c}\right\}$ ) are not equivalent for every $m \in \mathbb{Z}$. It is sufficient to prove that $x_{m}$ is different from $x_{1}, x_{2}$ and $x_{3}$ for every $m \geq 4$.

In view of the exchange relation (Eq. 29), the denominator vector of $x_{m}, m \geq 4$, in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ satisfies the initial conditions $\mathbf{d}\left(x_{4}\right)=\mathbf{e}_{1}, \mathbf{d}\left(x_{5}\right)=\mathbf{e}_{1}+\mathbf{e}_{2}$ and

$$
\begin{equation*}
\mathbf{d}\left(x_{m+3}\right)+\mathbf{d}\left(x_{m}\right)=\mathbf{d}\left(x_{m+1}\right)+\mathbf{d}\left(x_{m+2}\right) . \tag{35}
\end{equation*}
$$

The solution of this recursion is given in Lemma 3.2 below and it is clearly not periodic.

Remark 3.1 The expansion of a cluster variable $x_{m+n}\left(\right.$ resp. $\left.x_{2 m+n}\right)$ in the cluster $\left\{x_{m}, c, x_{m+2}\right\}$ for $c=w$ or $c=x_{m+1}$, (resp. $\left\{x_{2 m}, z, x_{2 m+2}\right\}$ ) is obtained by the expansion of $x_{1+n}$ (resp. $x_{2 m+1+n}$ ) in the cluster $\left\{x_{1}, c, x_{3}\right\}$ (resp. $\left\{x_{2 m+1}, w, x_{2 m+3}\right\}$ ) by replacing $x_{1}$ with $x_{m}, c$ with $x_{2}$ when $c \neq w, x_{3}$ with $x_{m+2}$ and $y_{i}$ with $y_{i ; m}$ (resp. $x_{2 m+1}$ with $x_{2 m}, w$ with $z, x_{2 m+3}$ with $x_{2 m+2}$ and $y_{i ; 2 m+1}^{c y c}$ with $y_{i ; 2 m}^{c y c}$ ) for $i=1,2,3$ and $n, m \in \mathbb{Z}$. Moreover the expansion of $x_{-m+2}$ is obtained from the expansion of $x_{m+2}$ by replacing $x_{1}$ with $x_{3}, x_{3}$ with $x_{1}$ and $y_{1}$ with $y_{3}^{-1}, y_{2}$ with $y_{2}^{-1}$ and $y_{3}$ with $y_{1}^{-1}$.

In the sequel we abbreviate and we write:

$$
\Sigma^{c y c}:=\left\{\left(\begin{array}{ccc}
0 & -1 & 2  \tag{36}\\
1 & 0 & -1 \\
-2 & 1 & 0
\end{array}\right),\left\{x_{1}, w, x_{3}\right\},\left\{\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}\right\}\right\}
$$

for the seed $\Sigma_{1}^{w}$ obtained from the seed (Eq. 4) by a mutation in direction two. We sometimes call $\Sigma^{c y c}$ the cyclic seed of $\mathcal{A}_{\mathbb{P}}$.

### 3.2.1 Denominator Vectors

In this subsection we compute denominator vectors of the elements of $\mathbf{B}$ in every cluster of $\mathcal{A}_{\mathbb{P}}$. By the symmetry in the exchange relations it is sufficient to consider only the two clusters $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$.

Lemma 3.2 Denominator vectors in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ of cluster variables different from $x_{1}, x_{2}$ and $x_{3}$ are the following: for $m \geq 1$

$$
\begin{gather*}
\mathbf{d}\left(x_{2 m+1}\right)=\left[\begin{array}{c}
m-1 \\
m-1 \\
m-2
\end{array}\right] \mathbf{d}\left(x_{2 m+2}\right)=\left[\begin{array}{c}
m \\
m-1 \\
m-1
\end{array}\right]  \tag{37}\\
\mathbf{d}\left(x_{-2 m+1}\right)=\left[\begin{array}{c}
m-1 \\
m \\
m
\end{array}\right] \mathbf{d}\left(x_{-2 m+2}\right)=\left[\begin{array}{c}
m-1 \\
m-1 \\
m
\end{array}\right]  \tag{38}\\
\mathbf{d}(w)=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right] \mathbf{d}(z)=\left[\begin{array}{l}
1 \\
0 \\
1
\end{array}\right] \tag{39}
\end{gather*}
$$

For every $n \geq 1$ the denominator vector (in $\left\{x_{1}, x_{2}, x_{3}\right\}$ ) of $u_{n}$ is given by

$$
\mathbf{d}\left(u_{n}\right)=\left[\begin{array}{l}
n  \tag{40}\\
n \\
n
\end{array}\right] .
$$

In particular the denominator vector map establishes a bijection between $\{$ cluster variables $\} \cup\left\{u_{n} w, u_{n} z \mid n \geq 1\right\} \backslash\left\{x_{1}, x_{2}, x_{3}\right\}$ and the set of positive real roots of the root system of type $A_{2}^{(1)}$.

Proof In view of Remark 3.1 we have $\mathbf{d}\left(x_{-m+2}\right)=(1,3) \mathbf{d}\left(x_{m+2}\right)$ for every $m \geq 2$. Then Eq. 38 follows from Eq. 37. We hence prove Eqs. 37, 39 and 40. By induction on $m \geq 4$, one verifies that Eq. 37 is the solution of the recurrence relation (Eq. 35) together with the initial condition $\mathbf{d}\left(x_{4}\right)=\mathbf{e}_{1}, \mathbf{d}\left(x_{5}\right)=\mathbf{e}_{1}+\mathbf{e}_{2}\left(\mathbf{e}_{i}\right.$ being the $i$-th canonical basis vector of $\mathbb{Z}^{3}$ ).

The equalities in Eq. 39 follow from Eq. 2.
It remains to prove Eq. 40. We notice that the denominator vector map $s \mapsto \mathbf{d}(s)$ in a cluster $\mathcal{C}$ is additive, i.e. $\mathbf{d}\left(s_{1} s_{2}\right)=\mathbf{d}\left(s_{1}\right)+\mathbf{d}\left(s_{2}\right)$. From its definition (Eq. 6), it hence follows that the denominator vector of $u_{1}$ is the sum of $\mathbf{d}(w)$ and of $\mathbf{d}(z)$, i.e. $\mathbf{d}\left(u_{1}\right)=\delta=(1,1,1)^{t}$. Then, by induction on $n \geq 1$, it follows from Eq. 7 that $\mathbf{d}\left(u_{n}\right)=$ $n \mathbf{d}\left(u_{1}\right)=n \delta$.

The last sentence of the lemma follows from the structure of a root system of type $A_{2}^{(1)}$, recalled in Section 2.

In view of a general well known result due to V. Kac [23], for every positive real root $\mathbf{d}$ of a root system of type $A_{2}^{(1)}$ there exists a unique (up to isomorphisms) indecomposable representation $M(\mathbf{d})$ of the quiver $Q$ given in Eq. 5 whose dimension vector is $\mathbf{d}$. In particular, in view of Lemma 3.2, for every element $b$ which is either a cluster variable or $u_{n} w$ or $u_{n} z(n \geq 0)$ there exists a unique $Q$-representation $M(b)$ whose dimension vector is $\mathbf{d}(b)$. If $b$ is a cluster variable, this is a special case of [4, Theorem 3].

Corollary 3.1 For every $m \geq 4, \mathbf{d}\left(x_{m}\right)+\mathbf{d}\left(u_{1}\right)=\mathbf{d}\left(x_{m+2}\right)$. For every $m \leq 0, \mathbf{d}\left(x_{m}\right)+$ $\mathbf{d}\left(u_{1}\right)=\mathbf{d}\left(x_{m-2}\right)$.

The following lemma shows the denominator vectors of the elements of $\mathbf{B}$ in the cyclic seed.

Lemma 3.3 Let $\mathbf{d}^{w}(b)$ be the denominator vector of $b \in \mathbf{B}$ in the cluster $\left\{x_{1}, w, x_{3}\right\}$. The following formulas hold: for $m \geq 1$

$$
\mathbf{d}^{w}\left(x_{2 m+1}\right)=\left[\begin{array}{c}
m-1  \tag{41}\\
0 \\
m-2
\end{array}\right] \mathbf{d}^{w}\left(x_{2 m+2}\right)=\left[\begin{array}{c}
m \\
1 \\
m-1
\end{array}\right]
$$

$$
\begin{gather*}
\mathbf{d}^{w}\left(x_{-2 m+1}\right)=\left[\begin{array}{c}
m-1 \\
0 \\
m
\end{array}\right] \mathbf{d}^{w}\left(x_{-2 m+2}\right)=\left[\begin{array}{c}
m-1 \\
1 \\
m
\end{array}\right]  \tag{42}\\
\mathbf{d}^{w}\left(x_{2}\right)=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right] \quad \mathbf{d}^{w}(z)=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] \tag{43}
\end{gather*}
$$

For every $n \geq 1$ the denominator vector (in $\left\{x_{1}, w, x_{3}\right\}$ ) of $u_{n}$ is given by

$$
\mathbf{d}^{w}\left(u_{n}\right)=\left[\begin{array}{l}
n  \tag{44}\\
0 \\
n
\end{array}\right] .
$$

Proof In view of Remark 3.1, $\mathbf{d}^{w}\left(x_{-m+2}\right)=(1,3) \mathbf{d}^{w}\left(x_{m+2}\right)$ for every $m \geq 2$. In particular Eq. 42 follows from Eq. 41. We hence prove Eqs. 41, 43 and 44. From the exchange relations it follows that $\mathbf{d}^{w}\left(x_{4}\right)=\mathbf{e}_{1}+\mathbf{e}_{2}$ and $\mathbf{d}^{w}\left(x_{5}\right)=\mathbf{e}_{1}$. From the exchange relation (Eq. 29) it follows that the sequence of denominator vectors $\mathbf{d}^{w}\left(x_{m}\right)$ with $m \geq 4$ satisfies the relation:

$$
\mathbf{d}^{w}\left(x_{m+3}\right)+\mathbf{d}^{w}\left(x_{m}\right)=\mathbf{d}^{w}\left(x_{m+1}\right)+\mathbf{d}^{w}\left(x_{m+2}\right) .
$$

By induction on $m \geq 4$ we verify that Eq. 41 is the unique solution of this recurrence.
The equalities in Eq. 43 follow by direct check.
The equality (Eq. 44) follows from the definition (Eq. 6).

Many properties of denominator vectors of cluster variables can be found in [3] and [1]. Here we notice two of them.

Remark 3.2 The denominator vector map in the cluster $\left\{x_{1}, w, x_{3}\right\}$ does not restrict to a bijection between $\mathbf{B}$ and $\mathbb{Z}^{3}$ as noticed in [10]. For example the element $(1,2,3)^{t}$ cannot be expressed as a non-negative linear combination of denominator vectors of adjacent (in the exchange graph ) cluster variables.

Definition 3.1 [17, Definition 6.12] A collection of vectors in $\mathbb{Z}^{n}$ (or in $\mathbb{R}^{n}$ ) are signcoherent (to each other) if, for every $i \in\{1, \cdots, n\}$, the $i$-th coordinates of all of these vectors are either all non-negative or all non-positive.

Corollary 3.2 Denominator vectors (in every cluster) of cluster variables belonging to the same cluster are sign-coherent.

Proof By Lemmas 3.2 and 3.3 one verifies directly that for every cluster $\left\{s_{1}, s_{2}, s_{3}\right\}$ the sets $\left\{\mathbf{d}\left(s_{1}\right), \mathbf{d}\left(s_{2}\right), \mathbf{d}\left(s_{3}\right)\right\}$ and $\left\{\mathbf{d}^{w}\left(s_{1}\right), \mathbf{d}^{w}\left(s_{2}\right), \mathbf{d}^{w}\left(s_{3}\right)\right\}$ of corresponding denominator vectors are sign-coherent.

### 3.3 Explicit Expression of the Coefficient Tuples

In this section we solve the recurrence relations (Eqs. 22-28) for the coefficient tuples of the seeds of $\mathcal{A}_{\mathbb{P}}$, for every semifield $\mathbb{P}$. Such relations form a Y-system (see [25]). The solution of this recurrence is given in terms of denominator vectors and of $F$-polynomials in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ of the cluster variables of $\mathcal{A}_{\mathbb{P}}$. We assume Proposition 2.1, even if its proof will be given later in Section 5.1. Then $F_{s}$ is a polynomial with positive coefficients. In particular we can consider its evaluation $F_{s \mid \mathbb{P}}$ at $\mathbb{P}$.

## Proposition 3.1

- The family $\left\{y_{1 ; m}: m \in \mathbb{Z}\right\}$ is given by

$$
\begin{equation*}
y_{1 ; m}=\frac{\mathbf{y}^{\mathbf{d}\left(x_{m+3}\right)}}{F_{m+1}\left|\mathbb{P}(\mathbf{y}) F_{m+2}\right| \mathbb{P}(\mathbf{y})} . \tag{45}
\end{equation*}
$$

where $F_{m}$ denotes the $F$-polynomial of the cluster variable $x_{m}$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ and we use the notation $F(\mathbf{y}):=F\left(y_{1}, y_{2}, y_{3}\right)$ for every polynomial $F$ in three variables.

- The family $\left\{y_{2 ; m}: m \in \mathbb{Z}\right\}$ is given by:

$$
\begin{equation*}
y_{2 ; 1}=y_{2}, \quad y_{2 ; 0}=\left(y_{3} \oplus 1\right) y_{1}, \quad y_{2 ;-1}=\left(y_{2} y_{3} \oplus y_{2} \oplus 1\right) \frac{1}{y_{3}} . \tag{46}
\end{equation*}
$$

For every $m \geq 1$

$$
\begin{align*}
y_{2 ; 2 m} & =\frac{F_{2 m \mid \mathbb{P}}(\mathbf{y})}{F_{2 m+2} \mid \mathbb{P}(\mathbf{y})} y_{1} y_{3}  \tag{47}\\
y_{2 ;-2 m} & =\frac{F_{-2 m} \mid \mathbb{P}(\mathbf{y})}{\left.F_{-2 m+2}\right|_{\mathbb{P}}(\mathbf{y})} \frac{1}{y_{2}}  \tag{48}\\
y_{2 ; 2 m+1} & =\frac{F_{2 m+1} \mid \mathbb{P}(\mathbf{y})}{\left.F_{2 m+3}\right|_{\mathbb{P}}(\mathbf{y})} y_{2}  \tag{49}\\
y_{2 ;-2 m-1} & =\frac{F_{-2 m-1} \mid \mathbb{P}(\mathbf{y})}{F_{-2 m+1} \mid \mathbb{P}(\mathbf{y})} \frac{1}{y_{1} y_{3}} \tag{50}
\end{align*}
$$

- The family $\left\{y_{3 ; m} \mid m \in \mathbb{Z}\right\}$ is given by $y_{3 ; m+1}=1 / y_{1 ; m}$.
- The families $\left\{y_{i ; m}^{c y c} \mid m \in \mathbb{Z}\right\}$ for $i=1,2,3$ are given by

$$
\begin{equation*}
y_{1 ; m}^{c y c}=\frac{y_{1 ; m}}{y_{2 ; m} \oplus 1} ; \quad y_{2 ; m}^{c y c}=1 / y_{2 ; m} ; \quad y_{3 ; m+2}^{c y c}=1 / y_{1 ; m}^{c y c} \tag{51}
\end{equation*}
$$

Proof of Proposition 3.1 Formulas 46-51 follows directly from Eq. 45. We hence prove Eq. 45.

By Eq. 23 it follows that the family $\left\{y_{1 ; m}: m \in \mathbb{Z}\right\}$ is the sequence of elements of $\mathbb{P}$ uniquely determined by the initial data: $y_{1 ; m}=1 / y_{m+3}$ if $m=0,-1,-2, y_{1 ; 1}=y_{1}$, $y_{1 ;-3}=y_{3}$ together with the recurrence relations

$$
\begin{equation*}
y_{1 ; m} y_{1 ; m+3}=\frac{y_{1 ; m+2} y_{1 ; m+1}}{\left(y_{1 ; m+2} \oplus 1\right)\left(y_{1 ; m+1} \oplus 1\right)} \tag{52}
\end{equation*}
$$

Let us first suppose $\mathbb{P}=\operatorname{Trop}\left(y_{1}, y_{2}, y_{3}\right)$. By induction on $m \geq 1$ and $m+3 \leq 1$ and by the relation (Eq. 35) one proves that the solution of Eq. 52 is the following: for every $m \in \mathbb{Z}$

$$
\begin{equation*}
y_{1 ; m}=\mathbf{y}^{\mathbf{d}\left(x_{m+3}\right)} \tag{53}
\end{equation*}
$$

where $\mathbf{d}\left(x_{m+3}\right)$ is the denominator vector the cluster variable $x_{m+3}$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ given in Lemma 3.2. In particular the exchange relations for $\mathcal{A}_{\text {Trop }\left(y_{1}, y_{2}, y_{3}\right)}$ are given in Corollary 3.3 below.

Let us assume now that $\mathbb{P}$ is any semifield. Recall that the $F$-polynomial $F_{m}$ of the cluster variable $x_{m}$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ is obtained from the Laurent expansion of the cluster variable $x_{m} \in \mathcal{A}_{\operatorname{Trop}\left(y_{1}, y_{2}, y_{3}\right)}$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$ by specializing $x_{1}=x_{2}=x_{3}=$ 1. In view of Corollary 3.3, the family $\left\{F_{m}: m \in \mathbb{Z}\right\}$ is hence recursively defined by the initial data: $F_{1}=F_{2}=F_{3}=1$

$$
\begin{align*}
F_{0}(\mathbf{y}) & =y_{3}+1 \quad F_{-1}(\mathbf{y})=y_{2} y_{3}+y_{2}+1 \\
F_{-2}(\mathbf{y}) & =y_{1} y_{2} y_{3}^{2}+2 y_{1} y_{2} y_{3}+y_{1} y_{3}+y_{1} y_{2}+y_{1}+1 \tag{54}
\end{align*}
$$

together with the recurrence relations for $m \geq 1$ and $m \leq-3$ :

$$
\begin{equation*}
F_{m}(\mathbf{y}) F_{m+3}(\mathbf{y})=F_{m+1}(\mathbf{y}) F_{m+2}(\mathbf{y})+\mathbf{y}^{\mathbf{d}\left(x_{m+3}\right)} \tag{55}
\end{equation*}
$$

Then an easy induction gives the desired Eq. 45.

As a corollary of the previous proposition we get relations between principal cluster variables: we recall that given a cluster variable $s$ the corresponding principal cluster variable in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ is the element $S:=F_{s} \mid \mathbb{P}\left(y_{1}, y_{2}, y_{3}\right) s$.

Corollary 3.3 The principal cluster variables in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ of $\mathcal{A}_{\mathbb{P}}$ satisfy the following relations:

$$
\begin{gather*}
X_{0} X_{3}=y_{3} X_{1} X_{2}+1 ; \quad X_{-1} X_{2}=y_{2} X_{0} X_{1}+1 ; \quad X_{-2} X_{1}=y_{1} X_{-1} X_{0}+1  \tag{56}\\
X_{m} X_{m+3}=X_{m+1} X_{m+2}+\mathbf{y}^{\mathbf{d}\left(x_{m+3}\right)} \text { for } m \geq 1 \text { and } m \leq-3  \tag{57}\\
W X_{2 m}= \begin{cases}y_{2} X_{2 m-1}+X_{2 m+1} & \text { if } m \geq 1 \\
X_{-1}+y_{3} X_{1} & \text { if } m=0 \\
X_{2 m-1}+y_{1} y_{3} X_{2 m+1} & \text { if } m \leq-1\end{cases}  \tag{58}\\
Z X_{2 m+1}= \begin{cases}y_{1} y_{3} X_{2 m}+X_{2 m+2} & \text { if } m \geq 1 \\
y_{1} X_{0}+X_{2} & \text { if } m=0 \\
X_{2 m}+y_{2} X_{2 m+2} & \text { if } m \leq-1\end{cases}  \tag{59}\\
X_{2 m-2} X_{2 m+2}=X_{2 m}^{2}+\mathbf{y}^{\mathbf{d}\left(x_{2 m+1}\right)} Z  \tag{60}\\
X_{2 m-1} X_{2 m+3}=X_{2 m+1}^{2}+\mathbf{y}^{\mathbf{d}\left(x_{2 m+2}\right)} W \tag{61}
\end{gather*}
$$

In particular, if $\mathbb{P}=\operatorname{Trop}\left(y_{1}, y_{2}, y_{3}\right)$, these are precisely the exchange relations of the cluster algebra $\mathcal{A}_{\mathbb{P}}=\mathcal{A}_{\bullet}(\Sigma)$ with principal coefficients at the seed $\Sigma=\Sigma_{1}$.

## 4 Proof of Theorem 2.2

In this section we prove that the denominator vector map $\mathbf{d}: \mathcal{A} \rightarrow Q$ in the initial cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ restricts to a bijection between $\mathbf{B}$ and the root lattice $Q$ of type $A_{2}^{(1)}$.

Clearly the denominator vector of a cluster monomial $s_{1}^{a} s_{2}^{b} s_{3}^{c}$ is $a \mathbf{d}\left(s_{1}\right)+b \mathbf{d}\left(s_{2}\right)+$ $c \mathbf{d}\left(s_{3}\right)$. We also know that $\mathbf{d}\left(u_{1}\right)=\mathbf{d}(w)+\mathbf{d}(z)$ and $\mathbf{d}\left(u_{n}\right)=n \mathbf{d}\left(u_{1}\right)$. Hence the cone $\mathcal{C}_{R e g}=\mathbb{Z}_{\geq 0} \mathbf{d}(w)+\mathbb{Z}_{\geq 0} \mathbf{d}(z)$ generated by $\mathbf{d}(w)$ and $\mathbf{d}(z)$ is in bijection with the set $\left\{\mathbf{d}\left(u_{n} w^{k}\right), \mathbf{d}\left(u_{n} z^{k}\right) \mid n, k \geq 0\right\}$. To complete the proof of Theorem 2.2 it is enough to show the following:

For every cluster $\left\{s_{1}, s_{2}, s_{3}\right\}$, the vectors $\mathbf{d}\left(s_{1}\right), \mathbf{d}\left(s_{2}\right)$ and
$\mathbf{d}\left(s_{3}\right)$ form a $\mathbb{Z}$-basis of $Q$.
For every element $v$ of $Q$ which does not lie in the interior of $\mathcal{C}_{\text {Reg }}$
there exists a unique cluster $\left\{s_{1}, s_{2}, s_{3}\right\}$ such that $v$ belongs to
the cone $\mathcal{C}_{\left\{s_{1}, s_{2}, s_{3}\right\}}:=\mathbb{Z}_{\geq 0} \mathbf{d}\left(s_{1}\right)+\mathbb{Z}_{\geq 0} \mathbf{d}\left(s_{2}\right)+\mathbb{Z}_{\geq 0} \mathbf{d}\left(s_{3}\right)$.
This is done in the subsequent sections.
Proof of Eq. 62 By the explicit formulas of denominator vectors of cluster variables given in Lemma 3.2 one checks directly that $\left|\operatorname{det}\left(\mathbf{d}\left(s_{1}\right), \mathbf{d}\left(s_{2}\right), \mathbf{d}\left(s_{3}\right)\right)\right|=1$ for every cluster $\left\{s_{1}, s_{2}, s_{3}\right\}$.

Proof of Eq. 63 We consider the basis of simple roots $\alpha_{1}, \alpha_{2}, \alpha_{3}$ of $Q$ and the corresponding coordinate system $\left(e_{1}, e_{2}, e_{3}\right)$. In Corollary 3.2 it is shown that given a cluster $\mathcal{C}=\left\{s_{1}, s_{2}, s_{3}\right\}$ the set of corresponding denominator vectors $\left\{\mathbf{d}\left(s_{1}\right), \mathbf{d}\left(s_{2}\right), \mathbf{d}\left(s_{3}\right)\right\}$ is sign-coherent. In particular if the initial cluster variable $x_{i}$ lies in the cluster $\mathcal{C}$, then the $i$-th coordinate of the denominator vector of the other two elements of $\mathcal{C}$ is zero. By Lemma 3.2 also the opposite holds: if the $i$-th coordinate of the denominator vector of a cluster variable is zero, then it lies in a same cluster as $x_{i}$. There are hence precisely nine cluster variables with this property and the corresponding denominator vectors are shown in Fig. 3. Notice that the denominator vectors $\left\{\mathbf{d}\left(x_{4}\right), \mathbf{d}(w), \mathbf{d}\left(x_{0}\right)\right\}$ form the canonical basis of $\mathbb{Z}^{3}$ and the positive octant is given by $Q_{+}=\mathbb{Z}_{\geq 0} \mathbf{d}\left(x_{4}\right)+\mathbb{Z}_{\geq 0} \mathbf{d}(w)+\mathbb{Z}_{\geq 0} \mathbf{d}\left(x_{0}\right)$. The corresponding cones $\mathcal{C}_{\left\{s_{1}, s_{2}, s_{3}\right\}}$ satisfy property (Eq. 63), i.e. they do not overlap. Moreover their union is the whole lattice except the interior of the positive octant $Q_{+}$.

We hence consider the denominator vectors of cluster variables contained in $Q_{+}$. We suggest to use Fig. 2 to visualize the situation. By using Lemma 3.2, we notice that there are four affine lines in $Q_{\mathbb{R}}$ which contain the denominator vectors of all the cluster variables different from $x_{2}, w$ and $z$. They contain respectively "negative odd", "positive odd", "negative even" and "positive even" cluster variables: they are

$$
\begin{aligned}
& \ell_{\text {odd }}^{-}:=\left\{\begin{array}{l}
e_{2}=e_{3} \\
e_{1}=e_{2}-1
\end{array} ; \ell_{\text {odd }}^{+}:=\left\{\begin{array}{l}
e_{1}=e_{2} \\
e_{3}=e_{2}-1
\end{array},\right.\right. \\
& \ell_{\text {even }}^{-}:=\left\{\begin{array}{l}
e_{1}=e_{2} \\
e_{3}=e_{2}+1
\end{array} ; \ell_{\text {even }}^{+}:=\left\{\begin{array}{l}
e_{2}=e_{3} \\
e_{1}=e_{2}+1
\end{array}\right.\right.
\end{aligned}
$$

Fig. 3 Denominator vectors of cluster variables having at least one coordinate equal to zero. We wrote $x_{m}$ for $\mathbf{d}\left(x_{m}\right)$. The clusters involved here form a fan whose union is $Q \backslash Q_{+}$


We define the two-dimensional subspaces $P$ and $T$ of $Q_{\mathbb{R}}$ containing respectively both $\ell_{\text {odd }}^{+}$and $\ell_{\text {even }}^{-}$and both $\ell_{\text {odd }}^{-}$and $\ell_{\text {even }}^{+}$of equation: $P:=\left\{e_{1}=e_{2}\right\}$ and $T:=\left\{e_{2}=e_{3}\right\}$.

Let $\mathcal{C}_{P}$ be the (open) cone inside $P \cap Q_{+}$defined by $\mathcal{C}_{P}:=\left\{0<e_{3}<e_{1}\right\} \cup\{0\}$. By Eq. 37, $\mathbf{d}\left(x_{2 n+1}\right) \in \mathcal{C}_{P}$ for every $n \geq 2$. The vectors $v_{1}:=(1,1,0)^{t}=\mathbf{d}\left(x_{5}\right)$ and $v_{2}=$ $(0,0,1)^{t}=\mathbf{d}\left(x_{0}\right)$ form a $\mathbb{Z}$-basis of $P$ such that $\mathcal{C}_{P}$ is contained in $\mathbb{Z}_{\geq 0} v_{1}+\mathbb{Z}_{\geq 0}\left(v_{1}+\right.$ $v_{2}$ ). In this basis $\mathbf{d}\left(x_{2 n+1}\right)=a_{n 1} v_{1}+a_{n 2} v_{2}$ where $a_{n 1}=n-1$ and $a_{n 2}=n-2$. The sequence $a_{n 2} / a_{n 1}$ is strictly increasing. It has $\operatorname{limit} \lim _{n \rightarrow \infty} \frac{a_{n 2}}{a_{n 1}}=1$. We conclude that

$$
\begin{equation*}
\mathcal{C}_{P}=\bigcup_{n \geq 2} \mathcal{C}_{\left\{x_{2 n+1}, x_{2 n+3}\right\}} \tag{64}
\end{equation*}
$$

(here and in the sequel we set $\mathcal{C}_{\left\{s_{1}, \cdots, s_{k}\right\}}:=\mathbb{Z}_{\geq 0} \mathbf{d}\left(s_{1}\right)+\cdots+\mathbb{Z}_{\geq 0} \mathbf{d}\left(s_{k}\right)$ ). Moreover the interior of two different cones in the right hand side are disjoint. In particular we have

$$
\bigcup_{n \geq 2} \mathcal{C}_{\left\{x_{2 n+1}, w, x_{2 n+3}\right\}}=\mathbb{Z}_{\geq 0} \mathbf{d}(w)+\mathcal{C}_{P}
$$

and the cones in the left hand side have no common interior points.
Similarly let $\mathcal{C}_{T}$ be the (open) cone inside $T \cap Q_{+}$defined by $\mathcal{C}_{T}=\left\{0<e_{2}<e_{1}\right\} \cup$ $\{0\}$. By Eq. 37, $\mathbf{d}\left(x_{2 n}\right) \in \mathcal{C}_{T}$ for every $n \geq 2$. The vectors $w_{1}=(1,0,0)^{t}=\mathbf{d}\left(x_{4}\right)$ and $w_{2}=(0,1,1)^{t}=\mathbf{d}\left(x_{-1}\right)$ form a $\mathbb{Z}$-basis of $T$ such that $\mathcal{C}_{T}$ is contained in $\mathbb{Z}_{\geq 0} w_{1}+$ $\mathbb{Z}_{\geq 0}\left(w_{1}+w_{2}\right)$. In this basis $\mathbf{d}\left(x_{2 n}\right)=b_{n 1} w_{1}+b_{n 2} w_{2}$ with $b_{n 1}=n-1$ and $b_{n 2}=n-$ 2. The strictly increasing sequence $\left\{b_{n 2} / b_{n 1}\right\}$ has limit 1 for $n \rightarrow \infty$. We conclude that

$$
\begin{equation*}
\mathcal{C}_{T}=\bigcup_{n \geq 2} \mathcal{C}_{\left\{x_{2 n}, x_{2 n+2}\right\}} \tag{65}
\end{equation*}
$$

and the interiors of the cones in the right hand side are mutually disjoint. In particular we have

$$
\bigcup_{n \geq 2} \mathcal{C}_{\left\{x_{2 n}, z, x_{2 n+2}\right\}}=\mathbb{Z}_{\geq 0} \mathbf{d}(z)+\mathcal{C}_{T} .
$$

and the cones in the left hand side have no common interior points.
We now prove that

$$
\mathcal{C}_{P}+\mathcal{C}_{T}=\bigcup_{m \geq 4} \mathcal{C}_{\left\{x_{m}, x_{m+1}, x_{m+2}\right\}}
$$

and that the interiors of two different cones in the right hand side are disjoint. By definition $\mathcal{C}_{P}+\mathcal{C}_{T}$ is contained in $\mathbb{Z} \mathbf{d}\left(u_{1}\right)+\mathbb{Z} \mathbf{d}\left(x_{4}\right)+\mathbb{Z} \mathbf{d}\left(x_{5}\right)$ and consists of all integer vectors $v=(l, m, n)^{t}$ such that $l \geq m \geq n \geq 0$ not all equals (see Fig. 2). The expansion of such vector in the basis $\left\{\mathbf{d}\left(u_{1}\right), \mathbf{d}\left(x_{4}\right), \mathbf{d}\left(x_{5}\right)\right\}$ is:

$$
\begin{equation*}
v=n \mathbf{d}\left(u_{1}\right)+(l-m) \mathbf{d}\left(x_{4}\right)+(m-n) \mathbf{d}\left(x_{5}\right) . \tag{66}
\end{equation*}
$$

We are going to provide an algorithm which gives the precise expression of $v$ as an element of precisely one cone $\mathcal{C}_{\left\{x_{m}, x_{m+1}, x_{m+2}\right\}}$ for some $m \geq 4$. This is done in two steps. The first step provides the explicit expression of an element of $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}}$ (this is the quadrilateral at the bottom of Fig. 2) in one of the two cones $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}\right\}}$ or $\mathcal{C}_{\left\{x_{5}, x_{6}, x_{7}\right\}}$. The second step reduces to the case in which $v$ belongs to the cone $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}}$.

First Step The following lemma gives arithmetic conditions on $v=(l, m, n)^{t}$ to belong to $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}}$.

Lemma 4.1 An element $v=(l, m, n)^{t} \in \mathcal{C}_{P}+\mathcal{C}_{T}$ belongs to $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}}$ if and only if $l \geq 2 n$. In this case if $n \leq l-m$ then

$$
\begin{equation*}
v=n \mathbf{d}\left(x_{6}\right)+(l-m-n) \mathbf{d}\left(x_{4}\right)+(m-n) \mathbf{d}\left(x_{5}\right) \tag{67}
\end{equation*}
$$

and $v \in \mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}\right\}}$. If $n \geq l-m$, then

$$
\begin{equation*}
v=(l-2 n) \mathbf{d}\left(x_{5}\right)+(l-m) \mathbf{d}\left(x_{6}\right)+(n-l+m) \mathbf{d}\left(x_{7}\right) \tag{68}
\end{equation*}
$$

and $v \in \mathcal{C}_{\left\{x_{5}, x_{6}, x_{7}\right\}}$.
Proof If $l<2 n$ then $l-n=(l-m)+(m-n)<n$ and there exists $k>0$ such that $n=(l-m)+(m-n)+k$. By Eq. 66 we have

$$
v=(k-1) \mathbf{d}\left(u_{1}\right)+(l-m) \mathbf{d}\left(x_{8}\right)+(m-n) \mathbf{d}\left(x_{7}\right) .
$$

which, in view of Corollary 3.1, does not belong to $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}}$. On the other hand let us assume $l \geq 2 n$. Then $(l-m)+(m-n)>n$ and there are two cases: either $n \leq l-$ $m$ or $n>l-m$. In the first case $v$ has the expansion (Eq. 67) and hence $v \in \mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}\right\}}$; in the second case $v$ has the expansion (Eq. 68) and hence $v \in \mathcal{C}_{\left\{x_{5}, x_{6}, x_{7}\right\}}$.

Corollary 4.1 The interiors of the two cones $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}\right\}}$ and $\mathcal{C}_{\left\{x_{5}, x_{6}, x_{7}\right\}}$ are disjoint
Proof Let $v=(l, m, n)^{t}$ be an element of both $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}\right\}}$ and $\mathcal{C}_{\left\{x_{5}, x_{6}, x_{7}\right\}}$. Then, by Lemma 4.1, $l \geq 2 n, n=l-m$ and $v=n \mathbf{d}\left(x_{6}\right)+(m-n) \mathbf{d}\left(x_{5}\right)$. It hence follows that $v$ does not belong to the interior of the two cones.

By Lemma 4.1 we notice that an element $v$ of $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}}$ has the form:

$$
\begin{equation*}
v=\alpha_{1} \mathbf{d}\left(x_{4}\right)+\alpha_{2} \mathbf{d}\left(x_{5}\right)+\alpha_{3} \mathbf{d}\left(x_{6}\right)+\alpha_{4} \mathbf{d}\left(x_{7}\right) \tag{69}
\end{equation*}
$$

for some non negative integers $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ such that $\alpha_{1} \alpha_{4}=0$ and $\alpha_{1}+\alpha_{2}+$ $\alpha_{3}+\alpha_{4}=l-n$.

Second Step Let $v=(l, m, n)^{t}$ not be an element of $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}}$. By Lemma 4.1 this implies that $l-n<n$. We divide $n$ by $l-n$ and we find $k$ and $r$ such that $0 \leq r<$ $(l-n)$ and $n=k(l-n)+r$. We consider the vector

$$
v^{\prime}:=v-k(l-n) \mathbf{d}\left(u_{1}\right)=(l-k(l-n), m-k(l-n), n-k(l-n))^{t} .
$$

By using Lemma 4.1, one checks easily that $v^{\prime}$ belongs to $\mathcal{C}_{\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}}$. Then by the first step $v^{\prime}$ has the form (Eq. 69). Then we get

$$
\begin{aligned}
v= & v^{\prime}+k(l-n) \mathbf{d}\left(u_{1}\right) \\
= & \alpha_{1}\left(\mathbf{d}\left(x_{4}\right)+k \mathbf{d}\left(u_{1}\right)\right)+\alpha_{2}\left(\mathbf{d}\left(x_{5}\right)+k \mathbf{d}\left(u_{1}\right)\right) \\
& +\alpha_{3}\left(\mathbf{d}\left(x_{6}\right)+k \mathbf{d}\left(u_{1}\right)\right)+\alpha_{4}\left(\mathbf{d}\left(x_{7}\right)+k \mathbf{d}\left(u_{1}\right)\right) \\
= & \alpha_{1} \mathbf{d}\left(x_{4+2 k}\right)+\alpha_{2} \mathbf{d}\left(x_{5+2 k}\right)+\alpha_{3} \mathbf{d}\left(x_{6+2 k}\right)+\alpha_{4} \mathbf{d}\left(x_{7+2 k}\right)
\end{aligned}
$$

which is the desired expansion. In particular we have that $v=(l, m, n)^{t}$ lies in $\mathcal{C}_{\left\{x_{4+k}, x_{5+k}, x_{6+k}, x_{7+k}\right\}}$ if and only if $n=k(l-n)+r$ for some $0 \leq r<(l-n)$; in this case $v$ belongs to exactly one cone, either $\mathcal{C}_{\left\{x_{4+k}, x_{5+k}, x_{6+k}\right\}}$ or $\mathcal{C}_{\left\{x_{5+k}, x_{6+k}, x_{7+k}\right\}}$.

By now in Fig. 2 we have obtained all the elements of the cone $\mathbb{Z}_{\geq 0} \mathbf{d}(z)+$ $\mathbb{Z}_{\geq 0} \mathbf{d}(w)+\mathbb{Z}_{\geq 0} \mathbf{d}\left(x_{4}\right)=\mathcal{C}_{\text {Reg }}+\mathbb{Z}_{\geq 0} \mathbf{d}\left(x_{4}\right)$. We consider the orthogonal reflection $r_{\text {Reg }}$ with respect to the regular cone $\mathcal{C}_{\text {Reg }}$ : this is the $\mathbb{Z}$-linear isomorphism of $Q$ which exchanges the first coordinate with the third one. In particular it fixes $\mathcal{C}_{\text {Reg }}$ pointwise. By Remark 3.1, $r_{\text {Reg }}$ sends $\mathbf{d}\left(x_{m}\right)$ to $\mathbf{d}\left(x_{-m+4}\right)$ for $m \geq 4$ and hence induces a bijection between $\mathcal{C}_{\text {Reg }}+\mathbb{Z}_{\geq 0} \mathbf{d}\left(x_{4}\right)$ and $\mathcal{C}_{\text {Reg }}+\mathbb{Z}_{\geq 0} \mathbf{d}\left(x_{0}\right)$. This concludes the proof of Theorem 2.2.

Remark 4.1 The proof of Theorem 2.2 contains an algorithm to compute the "virtual" canonical decomposition of every element of $Q$. There are several more effective algorithms than this in much more generality (see [9, 10, 22, 23, 29]).

## 5 Proof of Theorem 2.3

The proof of Theorem 2.3 is based on Proposition 2.1: we find the explicit expression of the $F$-polynomial and of the $\mathbf{g}$-vector of every element of $\mathbf{B}$ in every cluster of $\mathcal{A}_{\mathbb{P}}$. Once again it is sufficient to consider only the two clusters $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$ (see Remark 3.1). The $F$-polynomials (resp. the $\mathbf{g}$-vectors) in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$ are given respectively in Proposition 5.1 (resp. Proposition 5.2) and Proposition 5.3 (resp. Proposition 5.4).

Remark 5.1 Our first proof of Theorem 2.3 uses the theory of cluster categories by computing explicitly cluster characters [6]. We do not use this approach here. Instead the strategy of our proof uses a parametrization of the elements of $\mathbf{B}$ shown in the next section.

### 5.1 Proof of Proposition 2.1

By [17, Corollary 6.3] the expansion of all cluster variables and hence of all cluster monomials in every cluster has the form (Eq. 10). In Section 5.2 it is shown that the $F$-polynomial of every cluster variable in every cluster has positive integer coefficients. It remains to deal with the $u_{n}$ 's. We prove that for every $n \geq 1, u_{n}$ has the form (Eq. 11) in both the clusters $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$; by the symmetry of the exchange relations this implies that $u_{n}$ has the form (Eq. 11) in every cluster of $\mathcal{A}$.

Let $\mathbb{P}$ be a semifield. Let $\mathcal{M}$ be the set of all the elements $b$ of $\mathcal{F}_{\mathbb{P}}$ that can be written in the form

$$
\begin{equation*}
b=F_{b}\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right) \mathbf{x}^{\mathbf{g}_{b}} \tag{70}
\end{equation*}
$$

where $F_{b}$ is a polynomial with integer coefficients and

$$
\begin{equation*}
\hat{y}_{1}:=\frac{y_{1}}{x_{2} x_{3}}=y_{1} \mathbf{x}^{\mathbf{h}_{1}} \hat{y}_{2}:=\frac{y_{2} x_{1}}{x_{3}}=y_{2} \mathbf{x}^{\mathbf{h}_{2}} \hat{y}_{3}:=y_{3} x_{1} x_{2}=y_{3} \mathbf{x}^{\mathbf{h}_{3}} \tag{71}
\end{equation*}
$$

Both the principal cluster variables $W$ and $Z$ belong to $\mathcal{M}$ and by Eq. 2 their $F$ polynomials and $\mathbf{g}$-vectors are respectively

$$
\begin{gather*}
F_{w}(\mathbf{y})=y_{2}+1, \mathbf{g}_{w}=\left[\begin{array}{c}
0 \\
-1 \\
1
\end{array}\right] \\
F_{z}(\mathbf{y})=y_{1} y_{3}+y_{1}+1 \mathbf{g}_{z}=\left[\begin{array}{c}
-1 \\
1 \\
0
\end{array}\right] \tag{72}
\end{gather*}
$$

By Definition $2.1 u_{1}=Z W-y_{1} y_{3}-y_{2}$. By inverting the equalities in Eq. 71 we get:

$$
\begin{equation*}
u_{1}=\left[F_{z}\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right) F_{w}\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)-\hat{y}_{1} \hat{y}_{3}-\hat{y}_{2}\right] \frac{x_{3}}{x_{1}} \tag{73}
\end{equation*}
$$

and hence $u_{1}$ belongs to $\mathcal{M}$. We define:

$$
F_{u_{1}}\left(y_{1}, y_{2}, y_{3}\right):=y_{1} y_{2} y_{3}+y_{1} y_{2}+y_{1}+1 \mathbf{g}_{u_{1}}:=\left[\begin{array}{c}
-1  \tag{74}\\
0 \\
1
\end{array}\right]
$$

Since the polynomial $F_{u_{1}}$ has constant term 1, it is the unique polynomial $F$ such that

$$
u_{1}=F\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right) \mathbf{x}^{\mathbf{g}_{u_{1}}}
$$

and hence $F_{u_{1}}$ is the $F$-polynomial of $u_{1}$ (in the seed $\Sigma$ ) mentioned in Proposition 2.1 and $\mathbf{g}_{u_{1}}$ is the $\mathbf{g}$-vector of $u_{1}$ (in the seed $\Sigma$ ). Similarly, by Definition 2.1 and induction on $n$, we get:

$$
\begin{align*}
u_{2} & =\left[F_{u_{1}}\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)^{2}-2 \hat{y}_{1} \hat{y}_{2} \hat{y}_{3}\right]\left(\frac{x_{3}}{x_{1}}\right)^{2} \\
u_{n+1} & =\left[F_{u_{1}} F_{u_{n}}\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)-\hat{y}_{1} \hat{y}_{2} \hat{y}_{3} F_{u_{n-1}}\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)\right]\left(\frac{x_{3}}{x_{1}}\right)^{n+1} \tag{75}
\end{align*}
$$

We hence have that $u_{n}$ belongs to $\mathcal{M}$. We define $\mathbf{g}_{u_{n}}:=(-n, 0, n)^{t}$. We recursively define the polynomial $F_{u_{n}}$ by the initial condition (Eq. 74) together with the recurrence relations for $n \geq 2$ :

$$
\begin{align*}
F_{u_{2}}\left(y_{1}, y_{2}, y_{3}\right) & =F_{u_{1}}^{2}\left(y_{1}, y_{2}, y_{3}\right)-2 y_{1} y_{2} y_{3}  \tag{76}\\
F_{u_{n+1}}\left(y_{1}, y_{2}, y_{3}\right) & =F_{u_{1}} F_{u_{n}}\left(y_{1}, y_{2}, y_{3}\right)-y_{1} y_{2} y_{3} F_{u_{n-1}}\left(y_{1}, y_{2}, y_{3}\right) \tag{77}
\end{align*}
$$

By induction on $n \geq 1, F_{u_{n}}$ has constant term 1 and hence it is the $F$-polynomial of $u_{n}$ (in the seed $\Sigma$ ) and $\mathbf{g}_{u_{n}}$ is its $\mathbf{g}$-vector (in the seed $\Sigma$ ). In Proposition 5.1 below we show that the polynomial $F_{u_{n}}$, for every $n \geq 1$, has non-negative integer coefficients.

We now prove that, for every $n \geq 1, u_{n}$ has the form (Eq. 11) in the seed $\Sigma^{c y c}=$ $\left\{H^{c y c},\left\{x_{1}, w, x_{3}\right\},\left\{\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}\right\}\right\}$ defined in Eq. 36 . We introduce the elements $\hat{\mathrm{p}}_{1}, \hat{\mathrm{p}}_{2}$ and $\hat{\mathrm{p}}_{3}$ of $\mathcal{F}_{\mathbb{P}}$ in analogy with Eq. 71 as follows:

$$
\begin{equation*}
\hat{\mathrm{p}}_{1}:=\frac{\mathrm{p}_{1} w}{x_{3}^{2}} \quad \hat{\mathrm{p}}_{2}:=\frac{\mathrm{p}_{2} x_{3}}{x_{1}} \quad \hat{\mathrm{p}}_{3}:=\frac{\mathrm{p}_{3} x_{1}^{2}}{w} \tag{78}
\end{equation*}
$$

We hence prove that for every $n \geq 1$ there exist both a polynomial $F_{u_{n}}^{w}\left(y_{1}, y_{2}, y_{3}\right)$ with non-negative integer coefficients and constant term 1 and an integer vector $\mathbf{g}_{u_{n}}^{w}=\left(g_{1}, g_{2}, g_{3}\right)^{t} \in \mathbb{Z}^{3}$ such that the expansion of $u_{n}$ in $\Sigma^{c y c}$ is given by:

$$
u_{n}=F_{u_{n}}^{w}\left(\hat{\mathrm{p}}_{1}, \hat{\mathrm{p}}_{2}, \hat{\mathrm{p}}_{3}\right) x_{1}^{g_{1}} w^{g_{2}} x_{3}^{g_{3}} .
$$

By definition of the coefficient mutation (Eq. 15) in direction 2, the coefficients $y_{1}$, $y_{2}$ and $y_{3}$ of the seed $\Sigma=\mu_{2}\left(\Sigma^{c y c}\right)$ in the semifield $\mathbb{P}$, are given by:

$$
\begin{equation*}
y_{1}=\frac{\mathrm{p}_{1} \mathrm{p}_{2}}{\mathrm{p}_{2} \oplus 1} \quad y_{2}=\frac{1}{\mathrm{p}_{2}} \quad y_{3}=\mathrm{p}_{3}\left(\mathrm{p}_{2} \oplus 1\right) \tag{79}
\end{equation*}
$$

The following lemma shows that the elements $\left\{\hat{\mathrm{p}}_{i}\right\}$ are obtained from $\left\{\hat{y}_{i}\right\}$ by the mutation (Eq. 15) in direction 2 (in the terminology of [17] this means that the families $\left\{\hat{y}_{i ; \mathcal{C}}\right\}$ form a $Y$-pattern):

## Lemma 5.1

$$
\hat{y}_{1}=\frac{\hat{\mathrm{p}}_{1} \hat{\mathrm{p}}_{2}}{\hat{\mathrm{p}}_{2}+1} \quad \hat{y}_{2}=\frac{1}{\hat{\mathrm{p}}_{2}} \quad \hat{y}_{3}=\hat{\mathrm{p}}_{3}\left(\hat{\mathrm{p}}_{2}+1\right)
$$

Proof By definition we have

$$
\hat{y}_{1}:=\frac{y_{1}}{x_{2} x_{3}} \quad \hat{y}_{2}=\frac{y_{2} x_{1}}{x_{3}} \quad \hat{y}_{3}:=y_{3} x_{1} x_{2} \quad x_{2}=\frac{x_{1}+\mathrm{p}_{2} x_{3}}{\left(\mathrm{p}_{2} \oplus 1\right) w}
$$

and hence the proof follows by direct check.
In view of Lemma 5.1 the expansion of $u_{n}$ in $\Sigma^{c y c}$ is given by:

$$
\begin{align*}
u_{n} & =F_{u_{n}}\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)\left(\frac{x_{3}}{x_{1}}\right)^{n} \\
& =F_{u_{n}}\left(\frac{\hat{\mathrm{p}}_{1} \hat{\mathrm{p}}_{2}}{\hat{\mathrm{p}}_{2}+1}, \frac{1}{\hat{\mathrm{p}}_{2}}, \hat{\mathrm{p}}_{3}\left(\hat{\mathrm{p}}_{2}+1\right)\right)\left(\frac{x_{3}}{x_{1}}\right)^{n} \tag{80}
\end{align*}
$$

Lemma 5.2 For every $n \geq 1, F_{u_{n}}\left(\frac{y_{1} y_{2}}{y_{2}+1}, \frac{1}{y_{2}}, y_{3}\left(y_{2}+1\right)\right) \in \mathbb{Z}\left[y_{1}, y_{2}, y_{3}\right]$
Proof By Eq. 74 the statement holds for $n=1$. By Eqs. 76 and 77 an easy induction shows the result.

Definition 5.1 For every $n \geq 1$ we define

$$
\begin{equation*}
F_{u_{n}}^{w}\left(\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}\right):=F_{u_{n}}\left(\frac{\mathrm{p}_{1} \mathrm{p}_{2}}{\mathrm{p}_{2}+1}, \frac{1}{\mathrm{p}_{2}}, \mathrm{p}_{3}\left(\mathrm{p}_{2}+1\right)\right) \tag{81}
\end{equation*}
$$

We define the vector $\mathbf{g}_{u_{n}}^{w}:=(-n, 0, n)^{t} \in \mathbb{Z}^{3}$

In view of Lemma 5.2 and Definition 5.1, Eq. 80 is the desired expansion. Proposition 5.3 provides the explicit formulas of $F_{u_{n}}^{w}$ which is hence a polynomial with non-negative integer coefficients and constant term 1. Up to Propositions 5.1 and 5.3, this concludes the proof of Proposition 2.1.

### 5.2 F-Polynomials and $\mathbf{g}$-Vectors of the Elements of $\mathbf{B}$

In this section we provide explicit formulas for the $F$-polynomial and the $\mathbf{g}$-vector of every element of $\mathbf{B}$ in every cluster of $\mathcal{A}$.

Proposition 5.1 The F-polynomial $F_{m}$ of a cluster variable $x_{m}(m \geq 1)$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$ is: for every $m \geq 0$

$$
\begin{gather*}
F_{2 m+1}(\mathbf{y})=\sum_{\mathbf{e}}\binom{e_{1}-1}{e_{3}}\binom{m-1-e_{2}}{e_{1}-e_{2}}\binom{m-1-e_{3}}{e_{2}-e_{3}} \mathbf{y}^{\mathbf{e}}+1 .  \tag{82}\\
F_{2 m+2}(\mathbf{y})=\sum_{\mathbf{e}}\binom{e_{1}-1}{e_{3}}\binom{m-e_{2}}{e_{1}-e_{2}}\binom{m-1-e_{3}}{e_{2}-e_{3}} \mathbf{y}^{\mathbf{e}}+1 .  \tag{83}\\
F_{-(2 m+1)}(\mathbf{y})=\sum_{\mathbf{e}}\binom{m-e_{3}}{e_{1}-e_{3}}\binom{e_{2}}{e_{3}}\binom{e_{1}+1}{e_{2}} \mathbf{y}^{\mathbf{e}+y_{1}^{m} y_{2}^{m+1} y_{3}^{m+1} .}  \tag{84}\\
F_{-2 m}(\mathbf{y})=\sum_{\mathbf{e}}\binom{m-e_{3}}{e_{1}-e_{3}}\binom{e_{2}+1}{e_{3}}\binom{e_{1}}{e_{2}} \mathbf{y}^{\mathbf{e}}+y_{1}^{m} y_{2}^{m} y_{3}^{m+1} . \tag{85}
\end{gather*}
$$

For every $n \geq 1$ the $F$-polynomial of $u_{n}$ is the following:

$$
\begin{equation*}
F_{u_{n}}(\mathbf{y})=\mathbf{y}^{n \delta}+\sum_{\mathbf{e}}\binom{e_{1}-e_{3}}{e_{2}-e_{3}}\left[\binom{e_{1}-1}{e_{3}}\binom{n-e_{3}}{n-e_{1}}+\binom{e_{1}-1}{e_{3}-1}\binom{n-e_{3}-1}{n-e_{1}}\right] \mathbf{y}^{\mathbf{e}}+1 \tag{86}
\end{equation*}
$$

Proof By Eq. 2 the $F$-polynomial of $w$ and $z$ is respectively $F_{w}(\mathbf{y})=y_{2}+1$, and $F_{z}(\mathbf{y})=y_{1} y_{3}+y_{1}+1$. By Eqs. 58 and 59, the $F$-polynomials satisfy the following recurrence relations: for $m \geq 1$

$$
\begin{align*}
& F_{2 m+2}=F_{z} F_{2 m+1}-y_{1} y_{3} F_{2 m}  \tag{87}\\
& F_{2 m+1}=F_{w} F_{2 m}-y_{2} F_{2 m-1} \tag{88}
\end{align*}
$$

for which Eqs. 82 and 83 follow by induction on $m \geq 1$. By Eqs. 58 and 59 we have that for every $m \geq 1$

$$
\begin{align*}
F_{-2 m} & =F_{z} F_{-(2 m-1)}-y_{2} F_{-(2 m-2)}  \tag{89}\\
F_{-(2 m+1)} & =F_{w} F_{-2 m}-y_{1} y_{3} F_{-(2 m-1)} \tag{90}
\end{align*}
$$

from which Eqs. 84 and 85 follow by induction on $m \geq 1$.
In order to get Eq. 86 we proceed by induction on $n \geq 1$. By direct check one verifies that the right-hand side of Eq. 86 satisfies the initial condition (Eq. 74) together with the recurrence relations (Eqs. 76 and 77).

Proposition 5.2 The $\mathbf{g}$-vector $\mathbf{g}_{m}$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$ of a cluster variable $x_{m}$ is given by: for every $m \geq 0$ :

$$
\begin{align*}
& \mathbf{g}_{2 m+1}=\left[\begin{array}{c}
1-m \\
0 \\
m
\end{array}\right] \mathbf{g}_{2 m+2}=\left[\begin{array}{c}
-m \\
1 \\
m
\end{array}\right]  \tag{91}\\
& \mathbf{g}_{-(2 m+1)}=\left[\begin{array}{c}
-m \\
-1 \\
m
\end{array}\right] \mathbf{g}_{-2 m}=\left[\begin{array}{c}
-m \\
0 \\
m-1
\end{array}\right] \tag{92}
\end{align*}
$$

For every $n \geq 1$ the $\mathbf{g}$-vector of $u_{n}$ is the following

$$
\mathbf{g}_{u_{n}}=\left[\begin{array}{c}
-n  \tag{93}\\
0 \\
n
\end{array}\right]
$$

Proof By the exchange relation (Eq. 57) the family $\left\{\mathbf{g}_{m}: m \geq 1\right\} \subset \mathbb{Z}^{3}$ satisfies the initial conditions $\mathbf{g}_{i}=\mathbf{e}_{i}$, for $i=1,2,3$, together with the recurrence relations: for $m \geq 1$

$$
\begin{equation*}
\mathbf{g}_{m+3}+\mathbf{g}_{m}=\mathbf{g}_{m+1}+\mathbf{g}_{m+2} \tag{94}
\end{equation*}
$$

The proof is hence by induction on $m \geq 1$ and $m \leq 1$. The equality (Eq. 93) follows from Eq. 75.

Proposition 5.3 For every $m \in \mathbb{Z}$ the $F$-polynomial $F_{m}^{w}$ in $\left\{x_{1}, w, x_{3}\right\}$ of a cluster variable $x_{m}$ is given by: for $m \geq 0$

$$
\begin{align*}
F_{2 m+1}^{w}(\mathbf{y}) & =\sum_{e_{1}, e_{3}}\binom{e_{1}-1}{e_{3}}\binom{m-1-e_{3}}{e_{1}-e_{3}} y_{1}^{e_{1}} y_{3}^{e_{3}}+1 ;  \tag{95}\\
F_{2 m+2}^{w}(\mathbf{y}) & =\sum_{\mathbf{e}}\binom{e_{1}-1}{e_{3}}\binom{m-1-e_{3}+e_{2}}{e_{1}-e_{3}}\binom{1}{e_{2}} \mathbf{y}^{\mathbf{e}}+y_{2}+1 .  \tag{96}\\
F_{-(2 m+1)}^{w}(\mathbf{y}) & =\sum_{e_{1}, e_{3}}\binom{m-e_{3}}{e_{1}-e_{3}}\binom{e_{1}+1}{e_{3}} y_{1}^{e_{1}} y_{3}^{e_{3}}+y_{1}^{m} y_{3}^{m+1} ;  \tag{97}\\
F_{-2 m}^{w}(\mathbf{y}) & =\sum_{\mathbf{e}}\binom{m-e_{3}}{e_{1}-e_{3}}\binom{e_{1}+1-e_{2}}{e_{3}-e_{2}}\binom{1}{e_{2}} \mathbf{y}^{\mathbf{e}}+y_{1}^{m} y_{3}^{m+1}\left(y_{2}+1\right) .  \tag{98}\\
F_{z}^{w}(\mathbf{y}) & =y_{1} y_{2}^{2} y_{3}+y_{1} y_{2} y_{3}+y_{1} y_{2}+y_{2}+1 . \tag{99}
\end{align*}
$$

For every $n \geq 1$ :

$$
\begin{equation*}
F_{u_{n}}^{w}(\mathbf{y})=y_{1}^{n} y_{3}^{n}+\sum_{e_{1}, e_{3}}\left[\binom{n-e_{3}}{n-e_{1}}\binom{e_{1}-1}{e_{3}}+\binom{n-e_{3}-1}{n-e_{1}}\binom{e_{1}-1}{e_{3}-1}\right] y_{1}^{e_{1}} y_{3}^{e_{3}}+1 . \tag{100}
\end{equation*}
$$

Proof Let $\mathbb{P}=\operatorname{Trop}\left(\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}\right)$ and let $\mathcal{A} \cdot\left(\Sigma^{c y c}\right)$ be the cluster algebra with principal coefficients at the seed $\Sigma^{c y c}=\left\{H^{c y c},\left\{x_{1}, w, x_{3}\right\},\left\{\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}\right\}\right\}$ defined in Eq. 36. In view of Proposition 2.1 and Lemma 5.1 the expansion of a cluster variable $x$ in this seed is given by:

$$
\begin{align*}
x & =\frac{F_{x}\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)}{F_{x} \mid \mathbb{P}\left(y_{1}, y_{2}, y_{3}\right)} x_{1}^{g_{1}} x_{2}^{g_{2}} x_{3}^{g_{3}} \\
& =\frac{F_{x}\left(\frac{\hat{\mathrm{p}}_{1} \hat{\mathrm{p}}_{2}}{\hat{\mathrm{p}}_{2}+1}, \frac{1}{\hat{\mathrm{p}}_{2}}, \hat{\mathrm{p}}_{3}\left(\hat{\mathrm{p}}_{2}+1\right)\right)}{F_{x} \left\lvert\, \mathbb{P}\left(\mathrm{p}_{1} \mathrm{p}_{2}, \frac{1}{\mathrm{p}_{2}}, \mathrm{p}_{3}\right)\right.} x_{1}^{g_{1}}\left(\frac{x_{1}+\mathrm{p}_{2} x_{3}}{w}\right)^{g_{2}} x_{3}^{g_{3}} \tag{101}
\end{align*}
$$

where $\mathbf{g}_{x}:=\left(g_{1}, g_{2}, g_{3}\right)^{t}$ is the $\mathbf{g}$-vector of $x$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$. In this expression we replace $x_{1}=w=x_{3}=1$ and we get the relation:

$$
\begin{equation*}
F_{x}^{w}(\mathrm{p})=\frac{F_{x}\left(\frac{\mathrm{p}_{1} \mathrm{p}_{2}}{1+\mathrm{p}_{2}}, \frac{1}{\mathrm{p}_{2}}, \mathrm{p}_{3}\left(1+\mathrm{p}_{2}\right)\right)}{F_{x} \left\lvert\, \mathbb{P}\left(\mathrm{p}_{1} \mathrm{p}_{2}, \frac{1}{\mathrm{p}_{2}}, \mathrm{p}_{3}\right)\right.} \cdot\left(1+\mathrm{p}_{2}\right)^{g_{2}} \tag{102}
\end{equation*}
$$

By direct check, using Proposition 5.1, we get that

$$
F_{x} \left\lvert\, \mathbb{P}\left(\mathrm{p}_{1} \mathrm{p}_{2}, \frac{1}{\mathrm{p}_{2}}, \mathrm{p}_{3}\right)=\left\{\begin{array}{cc}
\frac{1}{\mathrm{p}_{2}} \text { if } x=x_{-(2 m+1)} m \geq 0, \text { or } x=w  \tag{103}\\
1 & \text { otherwise } .
\end{array}\right.\right.
$$

By the explicit formulas for the $\mathbf{g}$-vectors given in Proposition 5.2 and in Eq. 72 we hence have that for every cluster variable $x$ the $F$-polynomials $F_{x}$ and $F_{x}^{w}$ are related by the following formula:

$$
F_{x}^{w}(\mathrm{p})=\left\{\begin{array}{cl}
F_{x}\left(\frac{\mathrm{p}_{1} \mathrm{p}_{2}}{1+\mathrm{p}_{2}}, \frac{1}{\mathrm{p}_{2}}, \mathrm{p}_{3}\left(1+\mathrm{p}_{2}\right)\right) \cdot \frac{\mathrm{p}_{2}}{1+\mathrm{p}_{2}} \quad \text { if } x=x_{-(2 m+1)}  \tag{104}\\
\text { or } x=w \\
F_{x}\left(\frac{\mathrm{p}_{1} \mathrm{p}_{2}}{1+\mathrm{p}_{2}}, \frac{1}{\mathrm{p}_{2}}, \mathrm{p}_{3}\left(1+\mathrm{p}_{2}\right)\right) \cdot\left(1+\mathrm{p}_{2}\right)^{\mathrm{g}_{2}} & \text { otherwise }
\end{array}\right.
$$

The proof of Eqs. 95-99 now follows from Proposition 5.1 by direct check.
Equation 100 follows from Eq. 86 by using Eq. 81 .
Corollary 5.1 For every element $b$ of $\mathbf{B}, F_{b}^{w}$ has constant term 1 .
Remark 5.2 We notice that

$$
\left.F_{z}^{w}\right|_{\operatorname{Trop}\left(\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}\right)}\left(\frac{1}{\mathrm{p}_{1}} \cdot \frac{1}{\mathrm{p}_{2}}, \frac{1}{\mathrm{p}_{3}}\right)=\frac{1}{\mathrm{p}_{1} \mathrm{p}_{2}^{2} \mathrm{p}_{3}} .
$$

In [17, Conjecture 7.17] it was expected the right-hand side to be $\mathrm{p}^{-\mathbf{d}^{w}(z)}=\frac{1}{\mathrm{p}_{1} \mathrm{p}_{2} \mathrm{p}_{3}}$. This counterexample appears also in [3] and in [18].

Proposition 5.4 For every $m \in \mathbb{Z}$ the $\mathbf{g}$-vector $\mathbf{g}_{m}^{w}$ of a cluster variable $x_{m}$ in the cluster $\left\{x_{1}, w, x_{3}\right\}$ is the following: for every $m \geq 0$

$$
\begin{gather*}
\mathbf{g}_{2 m+1}^{w}=\left[\begin{array}{c}
1-m \\
0 \\
m
\end{array}\right] \mathbf{g}_{2 m+2}^{w}=\left[\begin{array}{c}
1-m \\
-1 \\
m
\end{array}\right]  \tag{105}\\
\mathbf{g}_{-(2 m+1)}^{w}=\left[\begin{array}{c}
-m \\
1 \\
m-1
\end{array}\right] \mathbf{g}_{-2 m}^{w}=\left[\begin{array}{c}
-m \\
0 \\
m-1
\end{array}\right] \tag{106}
\end{gather*}
$$

For every $n \geq 1$

$$
\mathbf{g}_{w}^{w}=\left[\begin{array}{c}
0  \tag{107}\\
1 \\
0
\end{array}\right] \quad \mathbf{g}_{z}^{w}=\left[\begin{array}{c}
0 \\
-1 \\
0
\end{array}\right] \quad \mathbf{g}_{u_{n}}^{w}=\left[\begin{array}{c}
-n \\
0 \\
n
\end{array}\right]
$$

Proof Let $x$ be a cluster variable. The following lemma shows a formula which relates the $\mathbf{g}$-vector of $x$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$ and in $\left\{x_{1}, w, x_{3}\right\}$.

Lemma 5.3 For every $b \in \mathbf{B}$ the $\mathbf{g}$-vector $\mathbf{g}_{b}=\left(g_{1}, g_{2}, g_{3}\right)^{t}$ of $b$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$ and the $\mathbf{g}$-vector $\mathbf{g}_{b}^{w}=\left(g_{1}^{w}, g_{2}^{w}, g_{3}^{w}\right)^{t}$ of $b$ in $\left\{x_{1}, w, x_{3}\right\}$ are related by the following formula

$$
\begin{equation*}
g_{1}^{w}=g_{1}+g_{2}-\min \left(g_{2}, 0\right), \quad g_{2}^{w}=-g_{2}, \quad g_{3}^{w}=g_{3}+\min \left(g_{2}, 0\right) \tag{108}
\end{equation*}
$$

Proof of Lemma 5.3 Let $\mathbb{P}=\operatorname{Trop}\left(\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}\right)$ and let $\mathcal{A} \cdot\left(\Sigma^{c y c}\right)$ be the cluster algebra with principal coefficients at the seed $\Sigma^{c y c}$ defined in Eq. 36. Let $x$ be a cluster variable of $\mathcal{A}_{\bullet}\left(\Sigma^{c y c}\right)$. We expand $x$ in $\left\{x_{1}, w, x_{3}\right\}$ as in both Eqs. 101 and 11 and we find the equality

$$
\frac{F_{x}\left(\frac{\hat{\mathrm{p}}_{1} \hat{\mathrm{p}}_{2}}{\hat{\mathrm{p}}_{2}+1}, \frac{1}{\hat{\mathrm{p}}_{2}}, \hat{\mathrm{p}}_{3}\left(\hat{\mathrm{p}}_{2}+1\right)\right)}{F_{x} \left\lvert\, \mathbb{P}\left(\mathrm{p}_{1} \mathrm{p}_{2}, \frac{1}{\mathrm{p}_{2}}, \mathrm{p}_{3}\right)\right.} x_{1}^{g_{1}}\left(\frac{x_{1}+\mathrm{p}_{2} x_{3}}{w}\right)^{g_{2}} x_{3}^{g_{3}}=F_{x}^{w}\left(\hat{\mathrm{p}}_{1}, \hat{\mathrm{p}}_{2}, \hat{\mathrm{p}}_{2}\right) x_{1}^{g_{1}^{w}} w^{g_{2}^{w}} x_{3}^{g_{3}^{w}}
$$

By Eqs. 103 and 104 we get:

$$
\left\{\begin{array}{l}
\mathrm{p}_{2} x_{1}^{g_{1}}\left(\frac{x_{1}+\mathrm{p}_{2} x_{3}}{w}\right)^{g_{2}} x_{3}^{g_{3}}=\frac{\hat{\mathrm{p}}_{2}}{1+\hat{\mathrm{p}}_{2}} x_{1}^{g_{1}^{w}} w^{g_{2}^{w}} x_{3}^{g_{3}^{w}} \text { if } x=x_{-(2 m+1)} \text { or } w \\
x_{1}^{g_{1}}\left(\frac{x_{1}+\mathrm{p}_{2} x_{3}}{w}\right)^{g_{2}} x_{3}^{g_{3}}=\left(1+\hat{\mathrm{p}}_{2}\right)^{g_{2}} x_{1}^{g_{1}^{w}} w^{g_{2}^{w}} x_{3}^{g_{3}^{w}} \quad \text { otherwise }
\end{array}\right.
$$

from which Eq. 108 follows by using Proposition 5.4. Let now $b=s_{1}^{a} s_{2}^{b} s_{3}^{c}$ be a cluster monomial. In Proposition 5.4 we notice that the second entry of the $\mathbf{g}$-vector of both $s_{1}, s_{2}$ and $s_{3}$ have the same sign and hence the transformation (Eq. 108) is linear. Then $\mathbf{g}_{b}^{w}$ is given by Eq. 108. The same argument works if $b=u_{n} w^{k}$ or $b=u_{n} z^{k}$.

The proof of Proposition 5.4 follows from Proposition 5.2 by Lemma 5.3.
Formula 108 between $\mathbf{g}$-vectors of cluster monomials in two adjacent clusters was conjectured in [17] and proved in [18] in much more generality.

### 5.3 Proof of Proposition 2.2

We denote by

$$
f:=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
{[?]} & -1 & 0 \\
{[?]} & {[?]} & -1
\end{array}\right)
$$

the map $f: Q \rightarrow Q$ which acts on $Q$ as follows

$$
f \cdot(a, b, c)^{t}:=\left(-a,-b+[a]_{+},-c+[a]_{+}+[b]_{+}\right)
$$

where $[b]_{+}:=\max (b, 0)$. Proposition 2.2 says that for every element $b$ of $\mathbf{B}$ the corresponding $\mathbf{g}$-vector $\mathbf{g}_{b}$ and denominator vector $\mathbf{d}(b)$ are related by

$$
\begin{equation*}
\mathbf{g}_{b}=f \cdot \mathbf{d}(b) \tag{109}
\end{equation*}
$$

We hence prove Eq. 109. By the explicit formulas for the $\mathbf{g}$-vectors given in Proposition 5.2 and from the explicit formulas for the denominator vectors given in Eq. 37, formula 109 holds for cluster variables and for the $u_{n}$ 's.

By Corollary 3.2 denominator vectors of cluster variables belonging to the same cluster are sign-coherent. It is clear that if $v_{1}$ and $v_{2}$ are sign-coherent then $f \cdot\left(v_{1}+\right.$ $\left.v_{2}\right)=f \cdot v_{1}+f \cdot v_{2}$. Moreover $f$ is injective and hence Eq. 109 holds for cluster
monomials. By Lemma 3.3 denominator vectors of the $u_{n}$ 's, $w$ and $z$ lie in the positive octant $Q_{+}$in which $f$ is linear. The claim is hence true for $u_{n} w^{k}$ and $u_{n} z^{k}, n, k \geq 1$.

### 5.4 Proof of Proposition 2.3

By Proposition 2.2 the map $\mathbf{d}(b) \mapsto \mathbf{g}_{b}$ is bijective. By Theorem 2.2 the map $b \mapsto$ $\mathbf{d}(b)$ is a bijection between $\mathbf{B}$ and $Q$. Then the composition $b \mapsto \mathbf{d}(b) \mapsto \mathbf{g}_{b}$ is a bijection between $\mathbf{B}$ and $Q$.

The map $\mathbf{g}_{b} \mapsto \mathbf{g}_{b}^{w}$ given by Eq. 108 is bijective and hence the map $b \mapsto \mathbf{g}_{b}^{w}$ is bijective.

## 6 Proof of Theorem 2.1

Let $\mathbb{P}$ be a tropical semifield. In this section we prove that the set $\mathbf{B}$ of cluster monomials and of the elements $\left\{u_{n} w^{k}, u_{n} z^{k} \mid n \geq 1, k \geq 0\right\}$ of the cluster algebra $\mathcal{A}_{\mathbb{P}}$ has the following properties:

- $\mathbf{B}$ is a linearly independent set over $\mathbb{Z P}$ (Section 6.1);
- the elements of $\mathbf{B}$ are positive (Section 6.2);
- B spans $\mathcal{A}_{\mathbb{P}}$ over $\mathbb{Z P}$ (Section 6.3);
- the elements of $\mathbf{B}$ are positive indecomposable (Section 6.4).
and hence $\mathbf{B}$ is an atomic basis of $\mathcal{A}_{\mathbb{P}}$.


### 6.1 Linear Independence of $\mathbf{B}$

Let $\mathbb{P}$ be an arbitrary semifield and let $\mathcal{A}_{\mathbb{P}}$ be the cluster algebra with initial seed $\Sigma$ given by Eq. 4. In view of Proposition 2.1 the expansion of an element $b$ of $\mathbf{B}$ in the seed $\Sigma$ has the form:

$$
\begin{equation*}
b=\frac{F_{b}\left(y_{1} \mathbf{x}^{\mathbf{h}_{1}}, y_{2} \mathbf{x}^{\mathbf{h}_{2}}, y_{3} \mathbf{x}^{\mathbf{h}_{3}}\right) \mathbf{x}^{\mathbf{g}_{b}}}{F_{b} \mid \mathbb{P}\left(y_{1}, y_{2}, y_{3}\right)} \tag{110}
\end{equation*}
$$

where $F_{b}$ and $\mathbf{g}_{b}$ are respectively the polynomial and the vector given in Section 5.1, $\mathbf{h}_{i}$ is the $i$-th column vector of the exchange matrix $H$ of the seed $\Sigma$. Moreover the polynomial $F_{b}$ has the form: $F_{b}\left(y_{1}, y_{2}, y_{3}\right)=1+\sum_{\mathbf{e}} \chi_{\mathbf{e}}(b) \mathbf{y}^{\mathbf{e}}$ where the sum is over a finite set of non-negative integer vectors and the coefficients $\left\{\chi_{\mathbf{e}}(b)\right\}$ are positive integer numbers. We denote by $E(b)=\left\{\mathbf{e} \in \mathbb{Z}_{\geq 0}^{3} \backslash\{0\} \mid \chi_{\mathbf{e}}(b) \neq 0\right\}$ the support of $F_{b}$. The expansion of $b$ has hence the form:

$$
\begin{equation*}
b=\frac{\mathbf{x}^{\mathbf{g}_{b}}+\sum_{\mathbf{e}=\left(e_{1}, e_{2}, e_{3}\right)} \chi_{\mathbf{e}}(b) \mathbf{y}^{\mathbf{e}} \mathbf{x}^{\mathbf{g}_{b}+\sum_{i=1}^{3} e_{i} \mathbf{h}_{i}}}{1 \oplus \bigoplus_{\mathbf{e}} \chi_{\mathbf{e}}(b) \mathbf{y}^{\mathbf{e}}} \tag{111}
\end{equation*}
$$

We say that a monomial $\mathbf{x}^{\mathbf{c}}$ is a summand of an element $b$ of $\mathbf{B}$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ if it appears with non zero coefficients in the expansion (Eq. 111) of $b$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$.

We introduce in $\mathbb{Z}^{3}$ the following binary relation: given $\mathbf{s}, \mathbf{t} \in \mathbb{Z}^{3}$ we say that $\mathbf{s} \leq_{H} \mathbf{t}$ if and only if there exist non-negative integers $e_{1}, e_{2}, e_{3}$ such that $\mathbf{t}=\mathbf{s}+\sum_{i=1}^{3} e_{i} \mathbf{h}_{i}$. The vectors $\mathbf{h}_{1}, \mathbf{h}_{2}$ and $\mathbf{h}_{3}$ form a pointed cone, i.e. a non-negative linear combination of them is zero if and only if all the coefficients are zero. The relation $\leq_{H}$ is hence
a partial order on $\mathbb{Z}^{3}$. The map $b \mapsto \mathbf{g}_{b}$ between $\mathbf{B}$ and $\mathbb{Z}^{3}$ is injective (actually bijective) by Proposition 2.3 and hence the partial order $\leq_{H}$ induces a partial order on $\mathbf{B}$ given by:

$$
\begin{equation*}
b \leq b^{\prime} \Longleftrightarrow \mathbf{g}_{b} \leq_{H} \mathbf{g}_{b^{\prime}} . \tag{112}
\end{equation*}
$$

In particular every finite subset $\mathbf{B}^{\prime}$ of $\mathbf{B}$ has a minimal object $b_{0}$. Then the monomial $\mathbf{x}^{\mathbf{g}^{b_{0}}}$ is not a summand of any other element of $\mathbf{B}^{\prime}$. We conclude that $\mathbf{B}$ is a linearly independent set over $\mathbb{Z} \mathbb{P}$.

Remark 6.1 Linear independence of cluster monomials for cluster algebras with an "acyclic" seed was proved in [4] and [19] and recently in [26].

### 6.2 Positivity of the Elements of $\mathbf{B}$

In this section we show that the elements of the set $\mathbf{B}$ defined in Theorem 2.1 are positive, i.e. their Laurent expansion in every cluster of $\mathcal{A}_{\mathbb{P}}$ has coefficients in $\mathbb{Z}_{\geq 0} \mathbb{P}$. In view of Remark 3.1 it is sufficient to show that they have such property only in the two clusters $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$. By Theorem 2.3 and by the symmetries of the exchange relations, the elements $w, z, u_{n}$ and $x_{m}$ with $m \in \mathbb{Z}$ and $n \geq 1$ have such property. Since a product of positive elements is positive, we conclude that the cluster monomials and the elements $\left\{u_{n} w^{k}, u_{n} z^{k}: n, k \geq 1\right\}$ are positive.

### 6.3 The Set B spans $\mathcal{A}_{\mathbb{P}}$ Over $\mathbb{Z} \mathbb{P}$

In this section we show the set $\mathbf{B}$ defined in Theorem 2.1 spans $\mathcal{A}_{\mathbb{P}}$ over $\mathbb{Z} \mathbb{P}$. The strategy of the proof is the following: since $\mathbf{B}$ contains cluster variables, the monomials in its elements span $\mathcal{A}_{\mathbb{P}}$ over $\mathbb{Z} \mathbb{P}$. It is then sufficient to express every such monomial as a $\mathbb{Z P}$-linear combination of elements of $\mathbf{B}$. Following [30] we write a monomial $M$ as $M=u_{n_{1}}^{a_{1}} \cdots u_{n_{s}}^{a_{s}} x_{m_{1}}^{b_{1}} \cdots x_{m_{t}}^{b_{t}} w^{c} z^{d}$ where $0<n_{1}<\cdots<n_{s}$, $m_{1}<$ $\cdots<m_{t}$ and the exponents are positive integers, and we define the multi-degree $\mu(M)=\left(\mu_{1}(M), \mu_{2}(M), \mu_{3}(M)\right) \in \mathbb{Z}_{\geq 0}^{3}$ by setting

$$
\left\{\begin{array}{l}
\mu_{1}(M):=\sum_{i=1}^{s} a_{i}+\sum_{j=1}^{t} b_{j}+c+d  \tag{113}\\
\mu_{2}(M):=m_{t}-m_{1} \\
\mu_{3}(M):=b_{1}+b_{t}
\end{array}\right.
$$

The lexicographic order of $\mathbb{Z}^{3}$ makes it into a well ordered set (i.e., every nonempty subset of $\mathbb{Z}_{\geq 0}^{3}$ has a smallest element). In Section 6.3 .2 we show that $M$ can be expressed as a linear combination of monomials of (lexicographically) smaller multi-degree. In Section 6.3.1 we find the minimal monomials which do not belong to $\mathbf{B}$ and express them as linear combinations of elements of $\mathbf{B}$. We refer to such expressions as straightening relations.

### 6.3.1 Straightening Relations

In this section we express the monomials in the elements of $\mathbf{B}$ which do not belong to $\mathbf{B}$ and are minimal with respect to the multi-degree Eq. 113 as $\mathbb{Z P}$-linear combinations of elements of $\mathbf{B}$. We notice that the multi-degree Eq. 113 does not depend on coefficients, and hence a cluster variable $s$ and the relative principal cluster
variable $S:=F_{s \mid \mathbb{P}}\left(y_{1}, y_{2}, y_{3}\right) s$ in the initial seed $\Sigma$ have the same multi-degree. It is convenient to consider principal cluster variables in the initial seed $\Sigma$ since the exchange relations are simpler and are given by Eqs. 56, 57, 58, 59, 60 and 61.

Such minimal monomials are the following:

$$
\begin{equation*}
u_{n} u_{p} ; \quad u_{n} X_{m} ; \quad X_{m} X_{m+2+n} ; \quad X_{2 m} W ; \quad X_{2 m+1} Z ; \quad Z W \tag{114}
\end{equation*}
$$

for every $n, p \geq 1$ and $m \in \mathbb{Z}$. Indeed every monomial $M$ in Eq. 114 satisfies $\mu_{1}(M)=$ 2 and hence they are minimal (it follows from the definition that $\mu_{1}(M)=1$ if and only if $M$ is either a cluster variable or one of the $u_{n}$ 's). Moreover they are the only monomials not belonging to $\mathbf{B}$ with this property.

The straightening relations for the monomials $X_{2 m} W, X_{2 m+1} Z, Z W$ are given respectively by Eqs. 58, 59 and 6 . Propositions 6.1 and 6.2 give the remaining ones.

Proposition 6.1 For every $n, p \geq 1$ :

$$
u_{n} u_{p}=\left\{\begin{array}{cc}
u_{n+p}+\mathbf{y}^{p \delta} u_{n-p} & \text { if } n>p  \tag{115}\\
u_{2 n}+2 \mathbf{y}^{n \delta} & \text { if } n=p
\end{array}\right.
$$

where $\delta:=(1,1,1)^{t}$.
Proof We use the definition of the $u_{n}$ 's given in Eq. 7. For simplicity we assume now that $u_{0}:=2$, so that the relation $u_{1} u_{n}=u_{n+1}+\mathbf{y}^{\delta} u_{n-1}$ holds for every $n \geq 1$ (instead of holding only for $n \geq 2$ ). Moreover, with this convention, we have to prove that for every $p: 1 \leq p \leq n$ we have:

$$
\begin{equation*}
u_{n} u_{p}=u_{n+p}+\mathbf{y}^{p \delta} u_{n-p} \tag{116}
\end{equation*}
$$

If $n=p=1$ then Eq. 116 is the definition (Eq. 6) of $u_{2}$; we assume $n \geq 2$ and we proceed by induction on $p \geq 1$ : if $p=1$, then Eq. 116 is just the definition (Eq. 7) of $u_{n+1}$. We then assume $2 \leq p+1 \leq n$ and we get:

$$
\begin{aligned}
u_{n} u_{p+1} & =u_{n}\left[u_{1} u_{p}-\mathbf{y}^{\delta} u_{p-1}\right] \\
& =u_{1}\left[u_{n+p}+\mathbf{y}^{p \delta} u_{n-p}\right]-\mathbf{y}^{\delta}\left[u_{n+p-1}+\mathbf{y}^{(p-1) \delta} u_{n-p+1}\right] \\
& =u_{n+1+p}+\mathbf{y}^{\delta} u_{n+p-1}+\mathbf{y}^{p \delta}\left[u_{n+1-p}+\mathbf{y}^{\delta} u_{n-p-1}\right]-\mathbf{y}^{\delta}\left[u_{n+p-1}+\mathbf{y}^{(p-1) \delta} u_{n-p+1}\right] \\
& =u_{n+p+1}+\mathbf{y}^{(p+1) \delta} u_{n-(p+1)}
\end{aligned}
$$

In order to give the remaining straightening relations we need to introduce the following coefficients. We use the notation:

$$
\mathbf{y}^{\mathbf{e}}{ }^{\min } \mathbf{y}^{\mathbf{d}}:=y_{1}^{\min \left(e_{1}, d_{1}\right)} y_{2}^{\min \left(e_{2}, d_{2}\right)} y_{3}^{\min \left(e_{3}, d_{3}\right)}
$$

Definition 6.1 For every $m \in \mathbb{Z}$ we define

$$
\xi_{m}:= \begin{cases}\mathbf{y}^{\mathbf{d}\left(x_{m+3}\right)}=y_{1 ; m} & \text { if } m \geq 1  \tag{117}\\ \mathbf{y}^{\mathbf{d}\left(x_{m}\right)}=y_{1 ; m-3} & \text { if } m \leq 0\end{cases}
$$

and also

$$
\zeta_{n}^{-}(m)=\left\{\begin{array}{cc}
\xi_{m}{ }^{\min } \oplus \mathbf{y}^{n \delta} & \text { if } m \geq 1  \tag{118}\\
1 & \text { if } m \leq 0
\end{array} \quad \zeta_{n}^{+}(m)=\left\{\begin{array}{cc}
1 & \text { if } m \geq 1 \\
\xi_{m} \stackrel{\min }{\oplus} \mathbf{y}^{n \delta} & \text { if } m \leq 0 .
\end{array}\right.\right.
$$

For every integer $k \geq 0$ we define

$$
\gamma_{1}(k)=y_{1}^{\left\lfloor\frac{k}{2}\right\rceil} y_{2}^{\left\lfloor\frac{k}{2}\right\rfloor} y_{3}^{\left\lceil\frac{k}{2}\right\rceil} ; \quad \gamma_{2}(k)=y_{1}^{\left\lfloor\frac{k}{2}\right\rfloor} y_{2}^{\left\lfloor\frac{k}{2}\right\rceil} y_{3}^{\left\lfloor\frac{k}{2}\right\rfloor} ; \quad \gamma_{3}(k)=\left\{\begin{align*}
& \mathbf{y}^{\frac{k}{2} \delta} \text { if } k \text { is even },  \tag{119}\\
& 0 \text { if } k \text { is odd } .
\end{align*}\right.
$$

where $\lceil t\rceil$ (resp. $\lfloor t\rfloor$ ) denotes the smallest (resp. largest) integer larger (resp. smaller) than $t$. For $i=1,2,3$ we define the following elements of $\mathcal{A}_{\mathbb{P}}$ :

$$
\Gamma_{i}(n)=\sum_{k \geq 0}\left(\left\lfloor\frac{k}{2}\right\rfloor+1\right) \cdot \gamma_{i}(k) \cdot u_{n-k} .
$$

We also define for every $m \in \mathbb{Z}$ and $m_{1} \geq 0$ :

$$
\eta_{m ; m_{1}}^{-}:=\left\{\begin{array}{cc}
\xi_{m}^{\min } \xi_{m+m_{1}} & \text { if } m \leq 0<m+m_{1} \\
1 & \text { otherwise }
\end{array}\right.
$$

and

$$
\eta_{m ; m_{1}}^{+}:=\left\{\begin{array}{cc}
1 & \text { if } m \leq 0<m+m_{1} \\
\xi_{m} \min _{\oplus}^{\oplus} \xi_{m+m_{1}} & \text { otherwise }
\end{array}\right.
$$

Proposition 6.2 With the notations of Definition 6.1 the following equalities hold.
(i) : For every $m \in \mathbb{Z}$ and $n \geq 1$.

$$
\begin{equation*}
u_{n} X_{m}=\zeta_{n}^{-}(m) X_{m-2 n}+\zeta_{n}^{+}(m) X_{m+2 n} \tag{120}
\end{equation*}
$$

(ii) : For every $m \in \mathbb{Z}$ even and $n \geq 0$ :

$$
\begin{equation*}
X_{m} X_{m+2 n+3}=\eta_{m ; 2 n+3}^{-} X_{m+n+1} X_{m+n+2}+\eta_{m ; 2 n+3}^{+} \Gamma_{1}(n) \tag{121}
\end{equation*}
$$

(iii) : For every $m \in \mathbb{Z}$ odd and $n \geq 0$ :

$$
\begin{equation*}
X_{m} X_{m+2 n+3}=\eta_{m ; 2 n+3}^{-} X_{m+n+1} X_{m+n+2}+\eta_{m ; 2 n+3}^{+} \Gamma_{2}(n) \tag{122}
\end{equation*}
$$

(iv) : For every $m \in \mathbb{Z}$ even and $n \geq 2$ :

$$
\begin{equation*}
X_{m} X_{m+2 n}=\eta_{m ; 2 n}^{-} X_{m+2\left\lfloor\frac{n}{2}\right\rfloor} X_{m+2\left\lceil\frac{n}{2}\right\rceil}+\eta_{m ; 2 n}^{+} \Gamma_{3}(n-2) Z \tag{123}
\end{equation*}
$$

(v) : For every $m \in \mathbb{Z}$ odd and $n \geq 2$ :

$$
\begin{equation*}
X_{m} X_{m+2 n}=\eta_{m ; 2 n}^{-} X_{m+2\left\lfloor\frac{n}{2}\right\rfloor} X_{m+2\left\lceil\frac{n}{2}\right\rceil}+\eta_{m ; 2 n}^{+} \Gamma_{3}(n-2) W \tag{124}
\end{equation*}
$$

Proof We prove part (i) by induction on $n \geq 1$. By using relations (Eqs. 58 and 59) it is easy to verify that for every $m \in \mathbb{Z}$ we have:

$$
u_{1} X_{m}=\left\{\begin{array}{cc}
\mathbf{y}^{\delta} X_{m-2}+X_{m+2} & \text { if } m \geq 2 \\
y_{1} X_{-1}+X_{3} & \text { if } m=1 \\
X_{-2}+y_{3} X_{2} & \text { if } m=0 \\
X_{-3}+y_{2} y_{3} X_{1} & \text { if } m=-1 \\
X_{m-2}+\mathbf{y}^{\delta} X_{m+2} & \text { if } m \leq-2
\end{array}\right.
$$

and Eq. 120 holds for $n=1$. We now proceed by induction on $n \geq 1$. We use the convention that $u_{0}=2$ so that the relation $u_{n+1}=u_{1} u_{n}-\mathbf{y}^{\delta} u_{n-1}$ (given in Definition 2.1) holds for every $n \geq 1$. Moreover, with this convention, since $\zeta_{0}^{ \pm}(m)=1$, Eq. 120 still holds for $\mathrm{n}=0$. We have

$$
\begin{aligned}
u_{n+1} X_{m}= & u_{1} u_{n} X_{m}-\mathbf{y}^{\delta} u_{n-1} X_{m} \\
= & u_{n}\left[\zeta_{1}^{-}(m) X_{m-2}+\zeta_{1}^{+}(m) X_{m+2}\right] \\
& +-\mathbf{y}^{\delta}\left[\zeta_{n-1}^{-}(m) X_{m-2 n+2}+\zeta_{n-1}^{+}(m) X_{m+2 n-2}\right] \\
= & \zeta_{1}^{-}(m)\left[\zeta_{n}^{-}(m-2) X_{m-2-2 n}+\zeta_{n}^{+}(m-2) X_{m-2+2 n}\right] \\
& +\zeta_{1}^{+}(m)\left[\zeta_{n}^{-}(m+2) X_{m+2-2 n}+\zeta_{n}^{+}(m+2) X_{m+2+2 n}\right] \\
& +-\mathbf{y}^{\delta} \zeta_{n-1}^{-}(m) X_{m+2-2 n}-\mathbf{y}^{\delta} \zeta_{n-1}^{+}(m) X_{m-2+2 n} \\
= & X_{m-2-2 n}\left[\zeta_{1}^{-}(m) \zeta_{n}^{-}(m-2)\right]+X_{m-2+2 n}\left[\zeta_{1}^{-}(m) \zeta_{n}^{+}(m-2)-\mathbf{y}^{\delta} \zeta_{n-1}^{+}(m)\right] \\
& +X_{m+2-2 n}\left[\zeta_{1}^{+}(m) \zeta_{n}^{-}(m+2)-\mathbf{y}^{\delta} \zeta_{n-1}^{-}(m)\right]+X_{m+2+2 n}\left[\zeta_{1}^{+}(m) \zeta_{n}^{+}(m+2)\right]
\end{aligned}
$$

The claim follows by Lemma 6.1 below.
Lemma 6.1 For every $m \in \mathbb{Z}$ and $n \geq 1$ the following equalities hold:
(1) $\zeta_{1}^{-}(m) \zeta_{n}^{-}(m-2)=\zeta_{n+1}^{-}(m)$;
(2) $\zeta_{1}^{-}(m) \zeta_{n}^{+}(m-2)-\mathbf{y}^{\delta} \zeta_{n-1}^{+}(m)=0$;
(3) $\zeta_{1}^{+}(m) \zeta_{n}^{-}(m+2)-\mathbf{y}^{\delta} \zeta_{n-1}^{-}(m)=0$;
(4) $\zeta_{1}^{+}(m) \zeta_{n}^{+}(m+2)=\zeta_{n+1}^{+}(m)$.

Proof The proof of Lemma 6.1 is by direct check.
We prove parts (ii) and (iii) together. It is convenient to prove that the following relation holds for every $m \in \mathbb{Z}, n \geq 0$ and $i=i_{m}=1$ if $m$ is even and 2 if $m$ is odd:

$$
\begin{equation*}
\eta_{m ; 2 n+3}^{+} \Gamma_{i}(n)=X_{m} X_{m+2 n+3}-\eta_{m ; 2 n+3}^{-} X_{m+n+1} X_{m+n+2} \tag{125}
\end{equation*}
$$

We proceed by induction on $n \geq 0$. We first prove Eq. 125 for $n=0$. In this case $\Gamma_{1}(0)=\Gamma_{2}(0)=1$. By the exchange relations (Eqs. 56 and 57) we know that for every $m \in \mathbb{Z}$ the following relation holds:

$$
X_{m} X_{m+3}=\left\{\begin{array}{cc}
y_{m+3} X_{m+1} X_{m+2}+1 & \text { if } m=0,-1,-2  \tag{126}\\
X_{m+1} X_{m+2}+y_{1 ; m} & \text { otherwise }
\end{array}\right.
$$

We need the following lemma.

Lemma 6.2 With notations of Definition 6.1 we have the following:
(1) For every $m \in \mathbb{Z}$ and $k \geq 0$ :

$$
\begin{align*}
\xi_{m} \stackrel{\min }{\oplus} \xi_{m+k} & =\left\{\begin{array}{cc}
\xi_{m} & \text { if } m \geq 1, \\
\xi_{m+k} & \text { if } m+k \leq 0 .
\end{array}\right.  \tag{127}\\
\xi_{m} \stackrel{\min }{\oplus} \mathbf{y}^{\delta} & =\left\{\begin{array}{cc}
\xi_{m} & \text { if }-1 \leq m \leq 2, \\
\mathbf{y}^{\delta} & \text { otherwise. } .
\end{array}\right. \tag{128}
\end{align*}
$$

If $m \geq 0$ and $n \geq 1$ we get

$$
\xi_{-m} \stackrel{\min }{\oplus} \xi_{n}=\left\{\begin{array}{cc}
\xi_{-m} & \text { if } m<n-1,  \tag{129}\\
\mathbf{y}^{k \delta} & \text { if } m=n-1=2 k \\
y_{2} \mathbf{y}^{k \delta} & \text { if } m=n-1=2 k+1, \\
\xi_{n} & \text { if } m>n-1
\end{array}\right.
$$

(2) For every $m \in \mathbb{Z}$ and $n \geq 1$ the following relation holds:

$$
\begin{equation*}
\zeta_{n}^{+}(m)=(1,3) \zeta_{n}^{-}(1-m) ; \zeta_{n}^{-}(m)=(1,3) \zeta_{n}^{+}(1-m) \tag{130}
\end{equation*}
$$

where $(1,3)$ is the automorphism of $\mathbb{P}$ that exchanges $y_{1}$ with $y_{3}$.
(3)

For every $n \geq 1$ and $i=1,2,3$ we have:

$$
\begin{equation*}
u_{1} \Gamma_{i}(n)=\Gamma_{i}(n+1)+\mathbf{y}^{\delta} \Gamma_{i}(n-1)-\gamma_{i}(n+1) \tag{131}
\end{equation*}
$$

Proof of Lemma 6.2 Equations 127 and 128 follow directly by the definition of $\xi_{m}$ and $\xi_{m+k}$ by using Lemma 3.2: indeed one can see that $\mathbf{d}\left(x_{m}\right) \leq \mathbf{d}\left(x_{m+k}\right)$ (resp. $\mathbf{d}\left(x_{m}\right) \geq \mathbf{d}\left(x_{m+k}\right)$ ) if $m \geq 1$ (resp. $m+k \leq 0$ ). (Here $\leq$ is understood term by term). We now compute $\xi_{-m}{ }^{\min } \oplus \xi_{n}:=\mathbf{y}^{\mathbf{d}\left(x_{-m}\right)} \oplus \min ^{\mathbf{d}\left(x_{n+3}\right)}$. By Remark 3.1, $\mathbf{d}\left(x_{-m}\right)=$ $(1,3) \mathbf{d}\left(x_{m+4}\right)$, where $(1,3)$ is the linear operator on $\mathbb{Z}^{3}$ that exchanges the first entry with the third one. We now consider all the possible cases:

If $m+4<n+3$ then $\mathbf{d}\left(x_{m+4}\right) \leq \mathbf{d}\left(x_{n+3}\right)$; since $m+4$ and $n+3$ are positive integers, $\mathbf{d}\left(x_{m+4}\right)$ and $\mathbf{d}\left(x_{-m}\right)$ have respectively the form $\left(d_{3}+1, d_{2}, d_{3}\right)$ and $\left(d_{3}^{\prime}+1, d_{2}^{\prime}, d_{3}^{\prime}\right)$ for some $d_{2}, d_{3}, d_{2}^{\prime}, d_{3}^{\prime} \geq 0$; in particular $\mathbf{d}\left(x_{-m}\right)=\left(d_{3}, d_{2}, d_{3}+1\right)$. Since by hypothesis $d_{3}<d_{3}^{\prime}$ and $d_{2}<d_{2}^{\prime}$, we conclude $\mathbf{d}\left(x_{-m}\right) \leq \mathbf{d}\left(x_{n+3}\right)$ so that $\mathbf{y}^{\mathbf{d}\left(x_{-m}\right)} \underset{\min }{\oplus} \mathbf{y}^{\mathbf{d}\left(x_{n+3}\right)}=\mathbf{y}^{\mathbf{d}\left(x_{-m}\right)}$.

If $m+4=n+3=2 k+4$ for some $k \geq 0$, then by Eq. $37, \mathbf{d}\left(x_{m+4}\right)=$ $(k+1, k, k)^{t}$ so that $(1,3) \mathbf{d}\left(x_{m+4}\right)=(k, k, k+1)^{t}$; then $\mathbf{y}^{\mathbf{d}\left(x_{-m}\right)}{ }^{\min } \mathbf{y}^{\mathbf{d}\left(x_{n+3}\right)}=\mathbf{y}^{k \delta}$.

If $m+4=n+3=2 k+5$ for some $k \geq 0$, then by Eq. $37, \mathbf{d}\left(x_{m+4}\right)=(k+1, k+$ $1, k)^{t}$ so that $(1,3) \mathbf{d}\left(x_{m+4}\right)=(k, k+1, k+1)^{t}$; then $\mathbf{y}^{\mathbf{d}\left(x_{-m}\right)} \stackrel{\min }{\oplus} \mathbf{y}^{\mathbf{d}\left(x_{n+3}\right)}=y_{2} \mathbf{y}^{k \delta}$.

If $m+4>n+3$ then $\mathbf{d}\left(x_{m+4}\right) \geq \mathbf{d}\left(x_{n+3}\right)$, then also $(1,3) \mathbf{d}\left(x_{m+4}\right) \geq \mathbf{d}\left(x_{n+3}\right)$.
and Eq. 129 is proved. Formula 130 follows from the definition and from Remark 3.1. Formula 131 follows by Eq. 115.

By part 1 of Lemma 6.2, it is immediate to verify that

$$
\eta_{m ; 3}^{-}=\left\{\begin{array}{cc}
y_{m+3} & \text { if } m=0,-1,-2 \\
1 & \text { otherwise }
\end{array} ; \eta_{m ; 3}^{+}=\left\{\begin{array}{cc}
1 & \text { if } m=0,-1,-2 \\
y_{1 ; m} & \text { otherwise }
\end{array}\right.\right.
$$

so that Eq. 125 specializes to Eq. 126 when $n=0$, i.e. for every $m \in \mathbb{Z}$ the following relation holds

$$
\begin{equation*}
X_{m} X_{m+3}=\eta_{m ; 3}^{-} X_{m+1} X_{m+2}+\eta_{m ; 3}^{+} . \tag{132}
\end{equation*}
$$

We now assume $n \geq 1$. In this case, by the inductive hypothesis we have:

$$
\begin{aligned}
& \Gamma_{i}(n+1)=u_{1} \Gamma_{i}(n)-\mathbf{y}^{\delta} \Gamma_{i}(n-1)+\gamma_{i}(n+1) \\
& =\frac{u_{1}}{\eta_{m ; 2 n+3}^{+}} \cdot\left[X_{m} X_{m+2 n+3}-\eta_{m ; 2 n+3}^{-} X_{m+n+1} X_{m+n+2}\right]+ \\
& -\frac{\mathbf{y}^{\delta}}{\eta_{m ; 2 n+1}^{+}} \cdot\left[X_{m} X_{m+2 n+1}-\eta_{m ; 2 n+1}^{-} X_{m+n} X_{m+n+1}\right]+\gamma_{i}(n+1) \\
& =\frac{X_{m}}{\eta_{m ; 2 n+3}^{+}} \cdot\left[\zeta_{1}^{-}(m+2 n+3) X_{m+2 n+1}+\zeta_{1}^{+}(m+2 n+3) X_{m+2 n+5}\right]+ \\
& -\frac{\eta_{m ; 2 n+3}^{-}}{\eta_{m ; 2 n+3}^{+}} \cdot\left[\zeta_{1}^{-}(m+n+2) X_{m+n} X_{m+n+1}+\zeta_{1}^{+}(m+n+2) X_{m+n+1} X_{m+n+4}\right]+ \\
& -\frac{\mathbf{y}^{\delta}}{\eta_{m ; 2 n+1}^{+}} \cdot\left[X_{m} X_{m+2 n+1}-\eta_{m ; 2 n+1}^{-} X_{m+n} X_{m+n+1}\right]+\gamma_{i}(n+1) \\
& =X_{m} X_{m+2 n+1}\left[\frac{\zeta_{1}^{-}(m+2 n+3) \eta_{m ; 2 n+1}^{+}-\mathbf{y}^{\delta} \eta_{m ; 2 n+3}^{+}}{\eta_{m ; 2 n+1}^{+} \eta_{m ; 2 n+3}^{+}}\right] \\
& +X_{m} X_{m+2 n+5}\left[\frac{\zeta_{1}^{+}(m+2 n+3)}{\eta_{m ; 2 n+3}^{+}}\right] \\
& +X_{m+n} X_{m+n+1}\left[\frac{\mathbf{y}^{\delta} \eta_{m ; 2 n+1}^{-} \eta_{m ; 2 n+3}^{+}-\eta_{m ; 2 n+3}^{-} \zeta_{1}^{-}(m+n+2) \eta_{m ; 2 n+1}^{+}}{\eta_{m ; 2 n+1}^{+} \eta_{m ; 2 n+3}^{+}}\right]+ \\
& -\frac{\zeta_{1}^{+}(m+n+2) \eta_{m ; 2 n+3}^{-}}{\eta_{m ; 2 n+3}^{+}} X_{m+n+1} X_{m+n+4}+\gamma_{i}(n+1) \\
& =X_{m} X_{m+2 n+1}\left[\frac{\zeta_{1}^{-}(m+2 n+3) \eta_{m ; 2 n+1}^{+}-\mathbf{y}^{\delta} \eta_{m ; 2 n+3}^{+}}{\eta_{m ; 2 n+1}^{+} \eta_{m ; 2 n+3}^{+}}\right] \\
& +X_{m} X_{m+2 n+5}\left[\frac{\zeta_{1}^{+}(m+2 n+3)}{\eta_{m ; 2 n+3}^{+}}\right] \\
& +X_{m+n} X_{m+n+1}\left[\frac{\mathbf{y}^{\delta} \eta_{m ; 2 n+1}^{-} \eta_{m ; 2 n+3}^{+}-\eta_{m ; 2 n+3}^{-} \zeta_{1}^{-}(m+n+2) \eta_{m ; 2 n+1}^{+}}{\eta_{m ; 2 n+1}^{+} \eta_{m ; 2 n+3}^{+}}\right] \\
& +\frac{\zeta_{1}^{+}(m+n+2) \eta_{m ; 2 n+3}^{-}}{\eta_{m ; 2 n+3}^{+}}\left[\eta_{m+n+1 ; 3}^{+} X_{m+n+2} X_{m+n+3}+\eta_{m+n+1 ; 3}^{+}\right]+\gamma_{i}(n+1)
\end{aligned}
$$

Lemma 6.3 below shows that this polynomial is equal to

$$
\frac{1}{\eta_{m ; 2 n+5}^{+}}\left[X_{m} X_{m+2 n+5}-\eta_{m ; 2 n+5}^{-} X_{m+n+2} X_{m+n+3}\right]
$$

and we are done.
We prove (iii) and (iv) together. In order to do that we introduce the variable $c=c(m)$ depending on $m \in \mathbb{Z}$ in the following way: $c$ is $w$ if $m$ is odd and $c$ is $z$ if $m$ is even. With this convention, both Eqs. 123 and 124 are equivalent to the following:

$$
\begin{equation*}
c(m) \Gamma_{3}(n-2)=\frac{1}{\eta_{m ; 2 n}^{+}}\left[X_{m} X_{m+2 n}-\eta_{m ; 2 n}^{-} X_{m+2\left\lfloor\frac{n}{2}\right\rfloor} X_{m+2\left\lceil\frac{n}{2}\right\rceil}\right] . \tag{133}
\end{equation*}
$$

In order to prove Eq. 133 we proceed by induction on $n \geq 2$. We verify directly the formula for $n=2$ and $n=3$. We then assume $n \geq 4$. By using Eq. 131 and the inductive hypothesis we get the following equality:

$$
\begin{aligned}
c(m) \Gamma_{3}(n-2)= & X_{m} X_{m+2 n+4}\left[\frac{\zeta_{1}^{-}(m+2 n-2) \eta_{m ; 2 n-4}^{+}-\mathbf{y}^{\delta} \eta_{m ; 2 n-2}^{+}}{\eta_{m ; 2 n-2}^{+} \eta_{m ; 2 n-4}^{+}}\right] \\
& +X_{m} X_{m+2 n}\left[\frac{\zeta_{1}^{+}(m+2 n-2)}{\eta_{m ; 2 n-2}^{+}}\right]+X_{m+2\left\lfloor\frac{n-2}{2}\right\rfloor} X_{m+2\left\lceil\frac{n-2}{2}\right\rceil} \\
& \times\left[\frac{\mathbf{y}^{\delta} \eta_{m ; 2 n-4}^{-} \eta_{m ; 2 n-2}^{+}-\eta_{m ; 2 n-2}^{-} \eta_{m ; 2 n-4}^{+} \zeta_{1}^{-}\left(m+2\left\lceil\frac{n-1}{2}\right\rceil\right)}{\eta_{m ; 2 n-2}^{+} \eta_{m ; 2 n-4}^{+}}\right] \\
& -\frac{\eta_{m ; 2 n-2}^{-} \zeta_{1}^{+}\left(m+2\left\lceil\frac{n-1}{2}\right\rceil\right)}{\eta_{m ; 2 n-2}^{+}} X_{m+2\left\lfloor\frac{n-1}{2}\right\rfloor} X_{m+2\left\lceil\frac{n-1}{2}\right\rceil}+c(m) \gamma_{3}(n-2)
\end{aligned}
$$

the following Lemma 6.3 concludes the proof.
Lemma 6.3 For every $n \geq 1, m_{1} \geq 3$ and $m \in \mathbb{Z}$ the following equalities hold in $\mathbb{Z P}$ :
(1) $\zeta_{1}^{-}\left(m+m_{1}+2\right) \eta_{m ; m_{1}}^{+}-\mathbf{y}^{\delta} \eta_{m ; m_{1}+2}=0$;
(2) $\zeta_{1}^{+}\left(m+m_{1}\right)=\eta_{m ; m_{1}}^{+} / \eta_{m ; m_{1}+2}^{+}$;
(3) $\mathbf{y}^{\delta} \eta_{m ; m_{1}}^{-} \eta_{m ; m_{1}+2}^{+}-\eta_{m ; m_{1}+2}^{-} \eta_{m ; m_{1}}^{+} \zeta_{1}^{-}\left(m+\left\lceil\frac{m_{1}+2}{2}\right\rceil\right)=0$;
(4) $\zeta_{1}^{+}(m+n+2) \eta_{m ; 2 n+3}^{-} \eta_{m+n+1 ; 3}^{-}=\eta_{m ; 2 n+3}^{+} \eta_{m ; 2 n+5}^{-} / \eta_{m ; 2 n+5}^{+}$;
(5) For $i=i(m):=1$ if $m$ is even and $i=i(m):=2$ if $m$ is odd we have for every $n \geq 1$ :

$$
\gamma_{i}(n+1) \eta_{m ; 2 n+3}^{+}-\zeta_{1}^{+}(m+n+2) \eta_{m ; 2 n+3}^{-} \eta_{m+n+1 ; 3}^{+}=0 ;
$$

$$
\begin{align*}
& \frac{\eta_{m: 2 n-2}^{-} \zeta_{1}^{+}\left(m+2\left\lceil\frac{n-1}{2}\right\rceil\right)}{\eta_{m ; 2 n-2}^{+}} X_{m+2\left\lfloor\frac{n-1}{2}\right\rfloor} X_{m+2\left\lceil\frac{n-1}{2}\right\rceil}-c \gamma_{3}(n-2)=  \tag{6}\\
& \frac{\eta_{m ; 2 n}^{-}}{\eta_{m ; 2 n}^{+}} X_{m+2\left\lfloor\frac{n}{2}\right\rfloor} X_{m+2\left\lceil\frac{n}{2}\right\rceil}
\end{align*}
$$

Proof The proof of Lemma 6.3 follows by direct check.

### 6.3.2 Span Property

In this section we prove that a monomial of the form $M=u_{n_{1}}^{a_{1}} \cdots u_{n_{s}}^{a_{s}} x_{m_{1}}^{b_{1}} \cdots x_{m_{t}}^{b_{t}} w^{c} z^{d}$ in the elements of $\mathbf{B}$ is a $\mathbb{Z P}$-linear combination of elements of $\mathbf{B}$. We proceed by
induction on the multi-degree $\mu(M)$ (defined in Eq. 113). If $\mu_{1}(M)=1$ then $M$ is either a cluster variable or one of the $u_{n}$ 's. If $\sum_{i=1}^{s} a_{i} \geq 2$ (resp. 1) then one can apply Eq. 115 (resp. Eq. 120), expressing $M$ as a linear combination of monomials with smaller value of $\mu_{1}$. So we can assume that $M=x_{m_{1}}^{b_{1}} \cdots x_{m_{t}}^{b_{t}} w^{c} z^{d}$. If both $c$ and $d$ are positive, by using the fact that $Z W=u_{1}+y_{1} y_{3}+y_{2}$, one obtains again a sum of two monomials with smaller value of $\mu_{1}$. So we assume that $d=0$ (resp. $\left.c=0\right)$ and that we can apply the relation (Eq. 58) (resp. Eq. 59), i.e. some $m_{i}$ is odd (resp. even). We again obtain a sum of two monomials having smaller value of $\mu_{1}$ than the initial one. So we can assume that $M$ has one of the following forms: $M_{1}:=\left(\prod_{m_{i} \text { even }} x_{m_{i}}^{b_{i}}\right) w^{c}$ or $M_{2}:=\left(\prod_{m_{i} \text { odd }} x_{m_{i}}^{b_{i}}\right) z^{d}$ or $M_{3}:=x_{m_{1}}^{b_{1}} \cdots x_{m_{t}}^{b_{t}}$ with $m_{t}-m_{1} \geq 3$. We apply either Eqs. 123 or 124 or 132 to the product $x_{m_{1}} x_{m_{t}}$. By inspection, in the resulting expression for both $M_{1}$ and $M_{2}$, all the monomials except at most one that has smaller value of $\mu_{1}$ have the same value of $\mu_{1}$. By further inspection, for every such monomial $M^{\prime}$, if $\min \left(b_{1}, b_{t}\right)=1$ (resp. $\min \left(b_{1}, b_{t}\right) \geq 2$ ) then $\mu_{2}\left(M^{\prime}\right)<\mu_{2}(M)$ (resp. $\mu_{2}\left(M^{\prime}\right)=\mu_{2}(M)$ and $\left.\mu_{3}\left(M^{\prime}\right)=\mu_{3}(M)-2\right)$. Analogously in the resulting expression for $M_{3}$, there is precisely one monomial $M$ with $\mu_{1}\left(M^{\prime}\right)=\mu_{1}(M)$, while the rest of the terms have smaller value of $\mu_{1}$. Moreover if $\min \left(b_{1}, b_{t}\right)=1$ (resp. $\min \left(b_{1}, b_{t}\right) \geq$ 2) then $\mu_{2}\left(M^{\prime}\right)<\mu_{2}(M)\left(\right.$ resp. $\mu_{2}\left(M^{\prime}\right)=\mu_{2}(M)$ and $\left.\mu_{3}\left(M^{\prime}\right)=\mu_{3}(M)-2\right)$. We have hence expressed $M$ as a linear combinations of monomials of smaller multidegree. By inductive hypothesis $M$ is a linear combinations of elements of $\mathbf{B}$.

Example 6.1 As an exercise one can apply the argument above to expand the monomial $M:=u_{1} u_{2} x_{3} x_{5} z w$ in the atomic basis of the coefficient free cluster algebra $\mathcal{A}_{\{1\}}$. The expansion is the following

$$
\begin{aligned}
M= & x_{-1} x_{1}+x_{7} x_{9}+2 x_{3} x_{5}+2 x_{1} x_{3}+2 x_{5} x_{7}+2 x_{1}^{2}+2 x_{7}^{2}+2 x_{3}^{2}+2 x_{5}^{2}+ \\
& +u_{3} w+2 u_{2} w+5 u_{1} w+8 w
\end{aligned}
$$

6.4 The Elements of $\mathbf{B}$ are Positive Indecomposable

In the previous sections we proved that the set $\mathbf{B}=\{$ cluster monomials $\}$ $\left\{u_{n} w^{k}, u_{n} z^{k}: n \geq 1, k \geq 0\right\}$ is a $\mathbb{Z} \mathbb{P}$-basis of $\mathcal{A}_{\mathbb{P}}$ (for every semifield $\mathbb{P}$ ) and its elements are positive, i.e. their Laurent expansion in every cluster has coefficients in $\mathbb{Z}_{\geq 0} \mathbb{P}$. In this section we prove that given a positive element of $\mathcal{A}_{\mathbb{P}}$ its expansion in $\mathbf{B}$ has coefficients in $\mathbb{Z}_{\geq 0} \mathbb{P}$. Let hence $p$ be a positive element of $\mathcal{A}_{\mathbb{P}}$. We express $p=\sum_{b \in \mathbf{B}^{\prime}} a_{b} b$ as a $\mathbb{Z P}$-linear combination of elements of a (finite) subset $\mathbf{B}^{\prime} \subset \mathbf{B}$.

Definition 6.2 Let $\mathcal{C}=\left\{s_{1}, s_{2}, s_{3}\right\}$ be a cluster of $\mathcal{A}_{\mathbb{P}}$. A Laurent monomial $s_{1}^{a} s_{2}^{b} s_{3}^{c}$ is called proper if either $a<0$ or $b<0$ or $c<0$.

Lemma 6.4 Let $\mathcal{C}$ be a cluster of $\mathcal{A}_{\mathbb{P}}$ and let $b \in \mathbf{B}$ not be a cluster monomial in $\mathcal{C}$. The Laurent expansion of $b$ in $\mathcal{C}$ is a $\mathbb{Z P}$-linear combination of proper Laurent monomials.

Proof The proof of Lemma 6.4 will be given in Section 6.4.2.
Now suppose that a cluster monomial $b$ in some cluster $\mathcal{C}$ appears in the expansion of $p$ in $\mathbf{B}$ with coefficient $a_{b}$. We expand $p$ in the cluster $\mathcal{C}$ and in view of Lemma 6.4 the monomial $b$ appears with coefficient $a_{b}$ in this expansion. Since $p$ is positive
we conclude that $a_{b} \in \mathbb{Z}_{\geq 0} \mathbb{P}$. It remains to deal with elements $u_{n}, u_{n} w^{k}$ and $u_{n} z^{k}$. Without loss of generality we can assume that the cluster monomials in $\mathbf{B}^{\prime}$ are of the form $x_{m}^{a} s^{b} x_{m+2}^{c}$ with $m \geq 1$ and $s=x_{m+1}$ or $w$ or $z$. We have the following lemma.

Lemma 6.5 Let b be an element of $\mathbf{B}$ which is not divisible by cluster variables $x_{m}$ with $m \leq 0$.
(1) The (proper) Laurent monomial $\frac{x_{1}^{n}}{x_{3}^{n}}$ is a summand of $u_{n}$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ but it is not a summand of $b$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$. Moreover the coefficient of $\frac{x_{1}^{n}}{x_{3}^{n}}$ in this expansion is an element t of $\mathbb{P}$.
(2) The (proper) Laurent monomial $\frac{x_{1}^{n} w^{k}}{x_{3}^{n}}$ is a summand of $u_{n} w^{k}$ in the cluster $\left\{x_{1}, w, x_{3}\right\}$ but it is not a summand of $b$ in $\left\{x_{1}, w, x_{3}\right\}$. Moreover the coefficient of $\frac{x_{1}^{n} w^{k}}{x_{3}^{n}}$ in this expansion is an element tof $\mathbb{P}$.
(3) The (proper) Laurent monomial $\frac{x_{0}^{n} z^{k}}{x_{2}^{n}}$ is a summand of $u_{n} z^{k}$ in the cluster $\left\{x_{0}, z, x_{2}\right\}$ but it is not a summand of $b$ in $\left\{x_{0}, z, x_{2}\right\}$. Moreover the coefficient of $\frac{x_{0}^{n} z^{k}}{x_{2}^{n}}$ in this expansion is an element tof $\mathbb{P}$.

Proof The proof of Lemma 6.5 will be given in Section 6.4.3.

Now assume that $u_{n}$ (resp. $u_{n} w^{k}, u_{n} z^{k}$ ) appears with coefficient $a$ in the expansion of $p$ in $\mathbf{B}$. We expand $p$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ (resp. $\left\{x_{1}, w, x_{3}\right\},\left\{x_{0}, z, x_{2}\right\}$ ) and in view of Lemma 6.5 (1) (resp. (2), (3)) we find that the Laurent monomial $\frac{x_{1}^{n}}{x_{3}^{n}}$ (resp. $\frac{x_{1}^{n} w^{k}}{x_{3}^{n}}, \frac{x_{0}^{n} z^{k}}{x_{2}^{n}}$ ) has coefficient at in this expansion. Since $p$ is positive we conclude that $a t \in \mathbb{Z}_{\geq 0} \mathbb{P}$. Since $t \in \mathbb{P}$ we conclude that $a \in \mathbb{Z}_{\geq 0} \mathbb{P}$.

In order to prove Lemmas 6.4 and 6.5 we use "Newton polytopes" of the elements of $\mathbf{B}$ in every cluster of $\mathcal{A}_{\mathbb{P}}$. This is the subject of the next section.

### 6.4.1 Newton Polytopes of the Elements of $\mathbf{B}$

The Newton polytope of a Laurent polynomial $x \in \mathbb{Z}\left[s_{1}^{ \pm 1}, s_{2}^{ \pm 1}, s_{3}^{ \pm 1}\right]$ with respect to the ordered set $\mathcal{C}=\left\{s_{1}, s_{2}, s_{3}\right\}$ is the convex hull in $Q_{\mathbb{R}}=\mathbb{R} \mathbf{e}_{1} \oplus \mathbb{R} \mathbf{e}_{2} \oplus \mathbb{R} \mathbf{e}_{3}$ of all lattice points $\mathbf{g}=\left(g_{1}, g_{2}, g_{3}\right)^{t}$ such that the monomial $\mathbf{s}^{\mathbf{g}}:=s_{1}^{g_{1}} s_{2}^{g_{2}} s_{3}^{g_{3}}$ appears with a non-zero coefficient in $x$. We denote it by $\operatorname{Newt}_{\mathcal{C}}(x)$. In this section we find the Newton polytopes of the elements of $\mathbf{B}$ in every cluster of $\mathcal{A}_{\mathbb{P}}$. By the symmetry of the exchange relations it is sufficient to consider only the two clusters $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$. Moreover in such clusters the Newton polytope of the cluster variable $x_{-m}$ is obtained from the Newton polytope of the cluster variable $x_{m+4}$ by the automorphism $(1,3)$ of $Q_{\mathbb{R}}$ that exchanges the first coordinate with the third one (see Remark 3.1). It is hence sufficient to consider only cluster variables $x_{m}$ with $m \geq 2$. Before doing that we notice the following interesting fact.

Lemma 6.6 The algebra $\mathcal{A}_{\mathbb{P}}$ is $\mathbb{Z}$-graded by the following grading: $\operatorname{deg}(w)=2$, $\operatorname{deg}\left(x_{2 m+1}\right)=1, \operatorname{deg}\left(u_{n}\right)=0, \operatorname{deg}\left(x_{2 m}\right)=-1, \operatorname{deg}(z)=-2$ for $m \in \mathbb{Z}, \operatorname{deg}(y)=0$ for every $y \in \mathbb{P}$

Proof The exchange relations (Eqs. 29-33) are homogeneous with respect to such grading. The fact that $\operatorname{deg}\left(u_{n}\right)=0$ follows from Definition 2.1.

The elements of $\mathbf{B}$ are homogeneous with respect to the grading given in Lemma 6.6. This implies that the Newton polytopes of the elements of $\mathbf{B}$ are actually polygons. Indeed let $\mathcal{C}=\left\{s_{1}, s_{2}, s_{3}\right\}$ be a cluster of $\mathcal{A}_{\mathbb{P}}, b \in \mathbf{B}$ and let $P_{b}^{\mathcal{C}}:=\left\{\left(e_{1}, e_{2}, e_{3}\right) \in Q_{\mathbb{R}} \mid \operatorname{deg}\left(s_{1}\right) e_{1}+\operatorname{deg}\left(s_{2}\right) e_{2}+\operatorname{deg}\left(s_{3}\right) e_{3}=\operatorname{deg}(b)\right\}$. Then $\operatorname{Newt}_{C}(b) \subset P_{b}^{\mathcal{C}}$.

The following proposition gives the Newton polygons of the elements of $\mathbf{B}$ in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$.

Proposition 6.3 For every $m \geq 2$ and $n \geq 1$ we have:

$$
\begin{gather*}
\operatorname{Newt}_{\left\{x_{1}, x_{2}, x_{3}\right\}}\left(x_{2 m+1}\right)=\operatorname{Conv}\left\{\left[\begin{array}{c}
1-m \\
0 \\
m
\end{array}\right],\left[\begin{array}{c}
1-m \\
1-m \\
1
\end{array}\right],\left[\begin{array}{c}
0 \\
1-m \\
2-m
\end{array}\right],\left[\begin{array}{c}
m-2 \\
-1 \\
2-m
\end{array}\right]\right\} \\
\operatorname{Newt}_{\left\{x_{1}, x_{2}, x_{3}\right\}}\left(x_{2 m}\right)=\operatorname{Conv}\left\{\left[\begin{array}{c}
1-m \\
1 \\
m-1
\end{array}\right],\left[\begin{array}{c}
1-m \\
2-m \\
0
\end{array}\right],\left[\begin{array}{c}
-1 \\
2-m \\
2-m
\end{array}\right],\left[\begin{array}{c}
m-3 \\
0 \\
2-m
\end{array}\right]\right\}  \tag{134}\\
\operatorname{Newt}_{\left\{x_{1}, x_{2}, x_{3}\right\}}\left(u_{n}\right)=\operatorname{Conv}\left\{\left[\begin{array}{c}
-n \\
0 \\
n
\end{array}\right],\left[\begin{array}{c}
-n \\
-n \\
0
\end{array}\right],\left[\begin{array}{c}
0 \\
-n \\
-n
\end{array}\right],\left[\begin{array}{c}
n \\
0 \\
-n
\end{array}\right]\right\}  \tag{135}\\
N e w t_{\left\{x_{1}, x_{2}, x_{3}\right\}}(w)=\operatorname{Conv}\left\{\left[\begin{array}{c}
1 \\
-1 \\
0
\end{array}\right],\left[\begin{array}{c}
0 \\
-1 \\
1
\end{array}\right]\right\}  \tag{136}\\
\operatorname{Newt}_{\left\{x_{1}, x_{2}, x_{3}\right\}}(z)=\operatorname{Conv}\left\{\left[\begin{array}{c}
1 \\
-1
\end{array}\right],\left[\begin{array}{c}
-1 \\
0 \\
-1
\end{array}\right],\left[\begin{array}{c}
-1 \\
1 \\
0
\end{array}\right]\right\} \tag{137}
\end{gather*}
$$

where Conv means convex hull in $Q_{\mathbb{R}}$.

Proof Formulas 136 and 137 follow from Eq. 2. By Proposition 2.1, up to a factor in $\mathbb{P}$ which does not modify the Newton polygon, every element $b$ of $\mathbf{B}$ has the form

$$
b=\sum_{\mathbf{e} \in E(b)} \chi_{\mathbf{e}}(b) \mathbf{y}^{\mathbf{e}} \mathbf{x}^{\mathbf{g}_{b}+H \mathbf{e}}
$$

where $\chi_{\mathbf{e}}(b)$ is the coefficient of $\mathbf{y}^{\mathbf{e}}$ in the $F$-polynomial of $b$ given in Proposition 5.1, $E(b):=\operatorname{Conv}\left\{e \in \mathbb{Z}^{3} \mid \chi_{\mathbf{e}}(b) \neq 0\right\}$ is the convex hull in $Q_{\mathbb{R}}$ of the support of $\mathbf{e} \mapsto$ $\chi_{\mathbf{e}}(b), \mathbf{g}_{b}$ is the $\mathbf{g}$-vector of $b$ given in Proposition 5.2 and $H$ is the exchange matrix given in Eq. 4. The affine map $N_{b}: \mathbf{e} \mapsto \mathbf{g}_{b}+H \mathbf{e}$ sends convex sets to convex sets. In particular if $E(b)=\operatorname{Conv}\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{n}\right\}$, then $\operatorname{Newt}(b)=\operatorname{Conv}\left\{N_{b}\left(\mathbf{e}_{1}\right), \cdots, N_{b}\left(\mathbf{e}_{n}\right)\right\}$. The proof is based on the following lemma.

Lemma 6.7 For every $m \geq 2$ and $n \geq 1$ we have:

$$
\begin{gathered}
E\left(x_{2 m+1}\right)=\operatorname{Conv}\left\{\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
m-1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
m-1 \\
m-1 \\
0
\end{array}\right],\left[\begin{array}{l}
m-1 \\
m-1 \\
m-2
\end{array}\right]\right\} ; \\
E\left(x_{2 m}\right)=\operatorname{Conv}\left\{\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
m-1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
m-2 \\
m-2 \\
0
\end{array}\right],\left[\begin{array}{c}
m-1 \\
m-2 \\
0
\end{array}\right],\left[\begin{array}{l}
m-1 \\
m-2 \\
m-2
\end{array}\right],\left[\begin{array}{c}
m-2 \\
m-2 \\
m-3
\end{array}\right]\right\} ; \\
E\left(u_{n}\right)=\operatorname{Conv}\left\{\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right],\left[\begin{array}{l}
n \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
n \\
n \\
0
\end{array}\right],\left[\begin{array}{l}
n \\
n \\
n
\end{array}\right]\right\} .
\end{gathered}
$$

Proof The proof follows from Proposition 5.1 by direct check.

In order to finish the proof of Proposition 6.3 we apply the affine transformation $N_{b}$ to every generator of $E(b)$ given in Lemma 6.7. If $b=x_{2 m+1}$ or $b=u_{n}$ we find the desired expression. If $b=x_{2 m}$ we apply $N_{x_{2 m}}$ to $E\left(x_{2 m}\right)$ and we get
$\operatorname{Newt}\left(x_{2 m}\right)$
$=\mathrm{Conv}\left\{\left[\begin{array}{c}1-m \\ 1 \\ m-1\end{array}\right],\left[\begin{array}{c}1-m \\ 2-m \\ 0\end{array}\right],\left[\begin{array}{c}-1 \\ 3-m \\ 3-m\end{array}\right],\left[\begin{array}{c}-1 \\ 2-m \\ 2-m\end{array}\right],\left[\begin{array}{c}m-3 \\ 0 \\ 2-m\end{array}\right],\left[\begin{array}{c}m-4 \\ 0 \\ 3-m\end{array}\right]\right\}$.
To conclude Eq. 134 we show that the third and the last generators are convex combinations of the others: indeed let $v_{1}, \cdots, v_{6}$ be the generators enumerated from left to right. Then $v_{3}=\frac{1}{2 m-3} v_{1}+\frac{2 m-5}{2 m-3} v_{4}+\frac{1}{2 m-3} v_{5}$ and $v_{6}=\frac{1}{(m-1)(2 m-4)}\left[(m-2) v_{1}+\right.$ $\left.v_{2}+(m-1)(2 m-5) v_{5}\right]$.

The following proposition gives the Newton polygons of the elements of $\mathbf{B}$ in the cluster $\left\{x_{1}, w, x_{3}\right\}$.

Proposition 6.4 For every $m \geq 2$ we have:

$$
\operatorname{Newt}_{\left\{x_{1}, w, x_{3}\right\}}\left(x_{2 m+1}\right)=\operatorname{Conv}\left\{\left[\begin{array}{c}
1-m  \tag{138}\\
0 \\
m
\end{array}\right],\left[\begin{array}{c}
m-3 \\
1 \\
2-m
\end{array}\right],\left[\begin{array}{c}
1-m \\
m-1 \\
2-m
\end{array}\right]\right\} ;
$$

For every $m \geq 1$ we have:

$$
\operatorname{Newt}_{\left\{x_{1}, w, x_{3}\right\}}\left(x_{2 m+2}\right)=\mathrm{Conv}\left\{\left[\begin{array}{c}
1-m \\
-1 \\
m
\end{array}\right],\left[\begin{array}{c}
m-2 \\
0 \\
1-m
\end{array}\right],\left[\begin{array}{c}
-m \\
-1 \\
m+1
\end{array}\right],\left[\begin{array}{c}
-m \\
m-1 \\
1-m
\end{array}\right]\right\} ;
$$

For every $n \geq 1$ we have:

$$
\begin{gather*}
\operatorname{Newt}_{\left\{x_{1}, w, x_{3}\right\}}\left(u_{n}\right)=\operatorname{Conv}\left\{\left[\begin{array}{c}
n \\
0 \\
-n
\end{array}\right],\left[\begin{array}{c}
-n \\
0 \\
n
\end{array}\right],\left[\begin{array}{c}
-n \\
n \\
-n
\end{array}\right]\right\} ;  \tag{139}\\
\operatorname{Newt}_{\left\{x_{1}, w, x_{3}\right\}}(z)=\operatorname{Conv}\left\{\left[\begin{array}{c}
1 \\
-1 \\
-1
\end{array}\right],\left[\begin{array}{c}
-1 \\
0 \\
-1
\end{array}\right],\left[\begin{array}{c}
-1 \\
-1 \\
1
\end{array}\right]\right\} ;  \tag{140}\\
\operatorname{Newt}_{\left\{x_{1}, w, x_{3}\right\}}\left(x_{2}\right)=\operatorname{Conv}\left\{\left[\begin{array}{c}
1 \\
-1 \\
0
\end{array}\right],\left[\begin{array}{c}
0 \\
-1 \\
1
\end{array}\right]\right\} ; \tag{141}
\end{gather*}
$$

where Conv means convex hull in $Q_{\mathbb{R}}$.
Proof Formula 140 follows from Eq. 9. We check (Eq. 139) by using the explicit formula:

$$
\begin{equation*}
x_{4}=\frac{x_{1} x_{3}+x_{3}^{2}+w}{x_{1} w} \in \mathcal{A}_{\{1\}} . \tag{142}
\end{equation*}
$$

We hence prove (Eq. 138) and (Eq. 139) for $m \geq 2$. Formula 141 follows from Eq. 30. By Proposition 2.1, up to a factor in $\mathbb{P}$, every element $b$ of $\mathbf{B}$ has the form

$$
b=\sum_{\mathbf{e} \in E^{w}(b)} \chi_{\mathbf{e}}^{w}(b) \mathrm{p}^{\mathbf{e}} \mathbf{x}^{\mathbf{g}_{b}^{w}+H^{c y c} \mathbf{e}}
$$

where $\chi_{\mathbf{e}}^{w}(b)$ is the coefficient of $\mathrm{p}^{\mathbf{e}}$ in the $F$-polynomial $F_{b}^{w}$ of $b$ given in Proposition 5.3, $E^{w}(b)=\operatorname{Conv}\left\{\mathbf{e} \in \mathbb{Z}^{3} \mid \chi_{\mathbf{e}}^{w}(b) \neq 0\right\}$ is the convex hull in $Q_{\mathbb{R}}$ of the support of $\mathbf{e} \mapsto \chi_{\mathbf{e}}^{w}(b), \mathbf{g}_{b}^{w}$ is the $\mathbf{g}$-vector in the cluster $\left\{x_{1}, w, x_{3}\right\}$ of $b$ given in Proposition 5.4 and $H^{c y c}$ is the exchange matrix given in Eq. 36.

The affine map $N_{b}^{w}: e \mapsto \mathbf{g}_{b}^{w}+H^{c y c} \mathbf{e}$ sends convex sets to convex sets. In particular if $E^{w}(b)=\operatorname{Conv}\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{n}\right\}$, then $\operatorname{Newt}_{\left\{x_{1}, w, x_{3}\right\}}(b)=\operatorname{Conv}\left\{N_{b}^{w}\left(\mathbf{e}_{1}\right), \cdots, N_{b}^{w}\left(\mathbf{e}_{n}\right)\right\}$. The proof is hence based on the following lemma.

Lemma 6.8 For every $m \geq 2$ and $n \geq 1$ we have:

$$
\begin{gathered}
E^{w}\left(x_{2 m+1}\right)=\operatorname{Conv}\left\{\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
m-1 \\
0 \\
m-2
\end{array}\right],\left[\begin{array}{c}
m-1 \\
0 \\
0
\end{array}\right]\right\} ; \\
E^{w}\left(x_{2 m+2}\right)=\operatorname{Conv}\left\{\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
m-1 \\
0 \\
m-2
\end{array}\right],\left[\begin{array}{c}
m-1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{c}
m \\
1 \\
0
\end{array}\right],\left[\begin{array}{c}
m \\
1 \\
m-1
\end{array}\right]\right\} ; \\
E^{w}\left(u_{n}\right)=\operatorname{Conv}\left\{\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right],\left[\begin{array}{l}
n \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
n \\
0 \\
n
\end{array}\right]\right\} .
\end{gathered}
$$

Proof It follows from Proposition 5.3 by a case by case inspection.

In order to finish the proof of Proposition 6.4 we apply the affine transformation $N_{b}^{w}$ to every generator of $E^{w}(b)$ given in Lemma 6.8. If $b=x_{2 m+1}$ or $b=u_{n}$ we find the desired expression. If $b=x_{2 m+2}$ we apply $N_{b}^{w}$ to $E^{w}(b)$ and we get

$$
\text { Conv }\left\{\left[\begin{array}{c}
1-m \\
-1 \\
m
\end{array}\right],\left[\begin{array}{c}
m-3 \\
0 \\
2-m
\end{array}\right],\left[\begin{array}{c}
1-m \\
m-2 \\
2-m
\end{array}\right],\left[\begin{array}{c}
-m \\
-1 \\
m+1
\end{array}\right],\left[\begin{array}{c}
-m \\
m-1 \\
1-m
\end{array}\right],\left[\begin{array}{c}
m-2 \\
0 \\
1-m
\end{array}\right]\right\} .
$$

To conclude Eq. 138 we show that the second and the third generators are convex combinations of the others: indeed let $v_{1}, \cdots, v_{6}$ be the generators enumerated from left to right. Then $v_{2}=\frac{1}{2 m} v_{4}+\frac{1}{2 m(m-1)} v_{5}+\frac{2 m-3}{2 m-2} v_{6}$ and $v_{3}=\frac{1}{2 m-1} v_{1}+\frac{2 m-3}{2 m-1} v_{5}+$ $\frac{1}{2 m-1} v_{6}$.

### 6.4.2 Proof of Lemma 6.4

By the symmetry of the exchange relations we prove the lemma only for the two clusters $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$. Let hence $\mathcal{C}$ be either the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ or $\left\{x_{1}, w, x_{3}\right\}$. Let $b \in \mathbf{B}$ not be a cluster monomial in $\mathcal{C}$. We prove that the Newton polygon of $b$ in $\mathcal{C}$ does not intersect the positive octant $Q_{+}$. Since $\operatorname{Newt}\left(s_{1}^{p} s_{2}^{q} s_{3}^{r}\right)=$ $p \operatorname{Newt}\left(s_{1}\right)+q \operatorname{Newt}\left(s_{2}\right)+r \operatorname{Newt}\left(s_{3}\right)$, it is sufficient to find a non-zero linear form $\varphi_{b}^{\mathcal{C}}: Q \rightarrow \mathbf{R}, \varphi_{b}^{\mathcal{C}}\left(e_{1}, e_{2}, e_{3}\right)=\alpha e_{1}+\beta e_{2}+\gamma c_{3}$, such that $\alpha, \beta, \gamma \geq 0$ and that takes negative values on the vertexes of both $\operatorname{Newt}\left(s_{1}\right), \operatorname{Newt}\left(s_{2}\right)$ and $\operatorname{Newt}\left(s_{3}\right)$. If $b$ is a cluster monomial not divisible by cluster variables $x_{m}$ with $m \leq 0$, Tables 1 and 2 show a linear form with the desired property (this can be checked directly by using Lemmas 6.3 and 6.4). For $m \geq 0 \operatorname{Newt}\left(x_{-m}\right)$ is obtained from $\operatorname{Newt}\left(x_{m+4}\right)$ by

Table 1 Every summand $s=x_{1}^{e_{1}} x_{2}^{e_{2}} x_{3}^{e_{3}}$ of $b$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$ satisfies $\varphi_{b}\left(e_{1}, e_{2}, e_{3}\right)<0$

| $b$ | $\varphi_{b}$ |  |
| :--- | :--- | :--- |
| $x_{2 m+1}^{p} x_{2 m+2}^{q} x_{2 m+3}^{r}$ | $\left[m(m-1), m(m-1),\left(m^{2}-2 m+\frac{1}{2}\right)\right]$ | $m \geq 2$ |
| $x_{3}^{p} x_{4}^{q} x_{5}^{r}$ | $[1,1,0]$ |  |
| $x_{2 m}^{p} x_{2 m+1}^{q} x_{2 m+2}^{r}$ | $\left[m(m-1),\left(m-\frac{1}{2}\right)\left(m-\frac{3}{2}\right),\left(m^{2}-2 m+\frac{1}{2}\right)\right]$ | $m \geq 4$ |
| $x_{2}^{p} x_{3}^{q} x_{4}^{r}$ | $[1,0,0]$ | $r>0$ |
| $x_{4}^{p} x_{5}^{q} x_{6}^{r}$ | $[6,3,2]$ |  |
| $x_{6}^{p} x_{7}^{q} x_{8}^{r}$ | $[9,5,5]$ | $m \geq 2$ |
| $x_{2 m+1}^{p} w^{q} x_{2 m+3}^{r}$ | $[m, 2 m,(m-2)]$ |  |
| $x_{1}^{p} w^{q} x_{3}^{r}$ | $[0,1,0]$ | $q>0$ |
| $x_{3}^{p} w^{q} x_{5}^{r}$ | $[0,1,0]$ | $m \geq 2$ |
| $x_{2 m}^{p} z^{q} x_{2 m+2}^{r}$ | $\left[m(m-1), \frac{m}{4}(m-1), m\left(m-\frac{3}{2}\right)\right]$ |  |
| $x_{2}^{p} z^{q} x_{4}^{r}$ | $[1,0,0]$ | $n, k>0$ |
| $u_{n} w^{k}$ | $[1,2,1]$ | $n, k>0$ |
| $u_{n} z^{k}$ | $[2,1,2]$ |  |

In the second column we write the (row) vector that defines $\varphi_{b}$. In the first column $b$ is assumed to be not divisible by $x_{m}, m \leq 0$; it hence satisfies the conditions given in the third column on the right. We abbreviate $\varphi_{b}:=\varphi_{b}^{\left\{x_{1}, x_{2}, x_{3}\right\}}$

Table 2 Every summand $s=x_{1}^{e_{1}} w^{e_{2}} x_{3}^{e_{3}}$ of $b$ in $\left\{x_{1}, w, x_{3}\right\}$ satisfies $\varphi_{b}\left(e_{1}, e_{2}, e_{3}\right)<0$

| $b$ | $\varphi_{b}^{w}$ |  |
| :--- | :--- | :--- |
| $x_{2 m+1}^{p} x_{2 m+2}^{q} x_{2 m+3}^{r}$ | $\left[m(m-1), \frac{1}{4}(m-1),\left(m^{2}-2 m+\frac{1}{2}\right)\right]$ | $m \geq 2$ |
| $x_{1}^{p} x_{2}^{q} x_{3}^{r}$ | $[0,1,0]$ | $q>0$ |
| $x_{3}^{p} x_{4}^{q}$ | $[1,1,0]$ | $q>0$ |
| $x_{3}^{p} x_{4}^{q} x_{5}^{r}$ | $[1,0,0]$ | $r>0$ |
| $x_{2 m}^{p} x_{2 m+1}^{q} x_{2 m+2}^{r}$ | $\left[m(m-1),(m-1),\left(m^{2}-2 m+\frac{1}{2}\right)\right]$ | $m \geq 2$ |
| $x_{2}^{p} x_{3}^{q} x_{4}^{r}$ | $[0,1,0]$ | $m \geq 2$ |
| $x_{2 m+1}^{p} w^{q} x_{2 m+3}^{r}$ | $\left[m(m-1), 0,\left(m^{2}-2 m+\frac{1}{2}\right)\right]$ |  |
| $x_{3}^{p} w^{q} x_{5}^{r}$ | $[1,0,0]$ | $m \geq 1$ |
| $x_{2 m}^{p} z^{q} x_{2 m+2}^{r}$ | $[1,2,1]$ |  |

In the second column we write the (row) vector that defines $\varphi_{b}$. In the first column $b$ is assumed to be not divisible by $x_{m}, m \leq 0$; it hence satisfies the conditions given in the third column on the right. We abbreviate $\varphi_{b}^{w}:=\varphi_{b}^{\left\{x_{1}, w, x_{3}\right\}}$
exchanging the first coordinate with the third one. In particular if $N e w t_{\mathcal{C}}\left(x_{m+4}\right)$ does not intersect the positive octant the same holds for $N e w t_{\mathcal{C}}\left(x_{-m}\right)$.

Let $\mathcal{C}=\left\{x_{1}, x_{2}, x_{3}\right\}$. If $b=u_{n} w^{k}$ or $b=u_{n} z^{k}, n, k>0$, Table 1 shows a linear form $\varphi_{b}$ which takes negative values on the vertexes of $\operatorname{Newt}_{\mathcal{C}}(b)$. We notice that both such forms satisfy $\varphi_{b}(\gamma) \leq 0$ for every vertex $\gamma$ of $\operatorname{Newt}_{\mathcal{C}}\left(u_{n}\right)$. It hence remains to check that 1 is not a summand of $u_{n}$ in $\left\{x_{1}, x_{2}, x_{3}\right\}$. This is done by direct check using Theorem 2.3.

Let $\mathcal{C}=\left\{x_{1}, w, x_{3}\right\}$. We notice that the grading of a monomial in the elements of $\mathcal{C}$ is non-negative (see Lemma 6.6). Now $\operatorname{deg}\left(u_{n} z^{k}\right)=-2 k$ and hence, for $k>0, \mathrm{~b}$ is a sum of proper Laurent monomials in $\mathcal{C}$. If $b=u_{n}$ then $\operatorname{deg}\left(u_{n}\right)=0$ and hence the only monomial in $\mathcal{C}$ that could appear in the expansion of $u_{n}$ in $\mathcal{C}$ is 1 . By using Theorem 2.3 we check that this is not the case. Let hence $b=u_{n} w^{k}$ with $k>0$. In view of Eq. 139 the linear form $\varphi_{b}^{w}\left(e_{1}, e_{2}, e_{3}\right):=e_{1}+e_{3}$ satisfies $\varphi_{b}^{w}\left(e_{1}, e_{2}, e_{3}\right)(\gamma) \leq 0$ for every vertex $\gamma$ of $\operatorname{Newt}_{\left\{x_{1}, w, x_{3}\right\}}\left(u_{n}\right)$ and $\varphi_{b}^{w}(0,1,0)=0$. It follows that the only possible monomial in $\mathcal{C}$ in the expansion of $b$ in $\mathcal{C}$ is 1 . But 1 is a summand of $u_{n} w^{k}$ in $\mathcal{C}$ if and only if $(0,-k, 0)^{t}$ is an element of $\operatorname{Newt}_{\left\{x_{1}, w, x_{3}\right\}}\left(u_{n}\right)$ which is not the case in view of Eq. 139.

### 6.4.3 Proof of Lemma 6.5

Part (3) follows by part (2) by the symmetry of the exchange relations. By the explicit formula of $u_{n}$ in both the clusters $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\left\{x_{1}, w, x_{3}\right\}$ given in Theorem 2.3 we find that the Laurent monomial $x_{1}^{n} / x_{3}^{n}$ has coefficient in $\mathbb{P}$ in these expansions and it is not a summand of $u_{p}$ for $p \neq n$. In particular the monomial $x_{1}^{n} w^{k} / x_{3}^{n}$ appears in the expansion of $u_{n} w^{k}$ in $\left\{x_{1}, w, x_{3}\right\}$ with coefficient in $\mathbb{P}$ and it is not a summand of $u_{p} w^{k}$ for $p \neq n$. The monomial $x_{1}^{n} / x_{3}^{n}$ is not a summand of $u_{p} w^{q}$ and $u_{p} z^{q}$ if $q>0$, because $\operatorname{deg}\left(x_{1}^{n} / x_{3}^{n}\right)=0$ whereas $\operatorname{deg}\left(u_{p} w^{q}\right)=2 q$ and $\operatorname{deg}\left(u_{p} z^{q}\right)=-2 q$ (see Lemma 6.6). Similarly the monomial $x_{1}^{n} w^{k} / x_{3}^{n}$ is not a summand of $u_{p}, u_{p} w^{r}$ and $u_{p} z^{q}$ if $p, r, q>0$ and $r \neq k$, because $\operatorname{deg}\left(x_{1}^{n} w^{k} / x_{3}^{n}\right)=2 k$ whereas $\operatorname{deg}\left(u_{p}\right)=0, \operatorname{deg}\left(u_{p} w^{r}\right)=2 r$ and $\operatorname{deg}\left(u_{p} z^{q}\right)=-2 q$. Finally the monomial $x_{1}^{n} / x_{3}^{n}\left(\right.$ resp. $\left.x_{1}^{n} w^{k} / x_{3}^{n}\right)$ is not a summand
of a cluster monomial $b$ not divisible by $x_{m}, m \leq 0$, in the cluster $\left\{x_{1}, x_{2}, x_{3}\right\}$ (resp. $\left\{x_{1}, w, x_{3}\right\}$ ) because after a glance at Table 1 (resp. Table 2) $\varphi_{b}(n, 0,-n) \geq 0$ (resp. $\left.\varphi_{b}^{w}(n, k,-n)>0\right)$. This concludes the proof.
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