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#### Abstract

The removal of contamination particles from silicon wafers is critical in the semiconductor industry. Traditional cleaning techniques encounter difficulties in cleaning micro and nanometer-sized particles. A promising method that uses acousticallydriven micro-bubbles to clean contaminated surfaces has been reported. However, little is understood about the microscopic interaction between the micro-bubble and particle. This thesis explores the mechanism underlying the ultrasonic cleaning using micro-bubbles at the micrometer scale. The investigation was carried out from the perspective of bubble dynamics near a surface and bubble-particle interaction. Prior to contributing to the particle removal, micro-bubbles normally need to be transported to a target surface. The motion of a bubble was analyzed based on a force balance model for single and multi-bubble translations respectively. A good agreement is found between the observed bubble movement trajectories and the theoretical predictions. After arriving on a surface, a micro-bubble starts to disturb the flow field near the boundary through its oscillation. The characteristics of the flow field are closely related to the bubble oscillation modes. The influence of a wall on the change of bubble oscillation mode during its translation toward the boundary was studied. The relationship between bubble oscillation modes and the corresponding microstreaming around the bubble was established. The experimental results of bubble oscillation modes and the flow motion are quantitatively in good agreement with the simulation results. From a mechanic point of view, a possible ultrasonic cleaning mechanism is explained by exploring the relationship between different torques that are exerted on micro and sub-micrometer-sized particles. This estimation provides a qualitative insight into the ultrasonic cleaning process at a moderate pressure amplitude. The experimental investigation of the complicated particle detachment process requires improved test equipment to be developed in the future.
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| $P_{\text {threshold }}$ | Pressure threshold of non-spherical oscillation mode |
| $f_{\text {res }}$ | Resonance frequency of a free bubble |
| $f_{n}$ | Resonance frequency of a non-spherical oscillation mode |
| $\eta_{d}$ | Dynamic viscosity |
| $\beta_{\text {tot }}$ | Damping factor |
| $V_{3}$ | Voltage |
| $I_{3}$ | Current |
| $A$ | Area |
| $Z_{\text {piezo }}$ | Impedance of a piezoelectric disk |
| $d_{\text {piezo }}$ | Thickness of a piezoelectric disk |
| $k_{\text {piezo }}$ | Wavenumber of a piezoelectric disk |
| $C_{0}$ | Clamped capacitance |
| $h_{x 1}$ | Transmitting constant |
| $Z_{L}$ | Impedance of a matching layer |
| $d_{L}$ | Thickness of a matching layer |
| $k_{L}$ | Wavenumber of a matching layer |
| $T$ | Transfer matrix |
| $F_{v d w}$ | van der Waals force |
| $F_{p}$ | Acoustic pressure force |
| $F_{i f}$ | Interface sweeping force |
| $F_{d}$ | Dynamic pressure force |
| $R_{\text {particle }}$ | Particle radius |
| $A_{H}$ | Hamaker constant |
| $Z_{\text {particle }}$ | Bubble-particle separation distance |
| $a_{\text {particle }}$ | Particle-substrate contact radius |
| $\tau_{a}$ | Adhesion torque |
| $\tau_{p}$ | Acoustic pressure torque |
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| $\tau_{i f}$ | Interface sweeping torque |
| :--- | :--- |
| $\tau_{d}$ | Dynamic torque |
| $\tau_{d s}$ | Dynamic torque from the spherical oscillation |
| $\tau_{d n}$ | Dynamic torque from the non-spherical oscillation |
| $d_{b p}$ | Bubble-particle separation distance |

## Chapter 1

## Introduction

### 1.1 Motivation

The removal of contamination particles from silicon wafers is one of the major challenges in the semiconductor industry. It was estimated that over $50 \%$ of yield losses in the semiconductor manufacturing were caused by micro-contaminations [1]. Conventional cleaning procedures, however, encounter difficulties in removing sub-micro and nanometer-sized particles for the new generation of micro-devices. The challenges mainly arise from two aspects: strong particle-substrate bonding of small contamination particles and the fragility of thin semiconductor structures.

It is well-known that the strength of particle-substrate adhesion is inversely proportional to the cube root of the particle diameter [2]. Thus, a smaller particle size results in a stronger bonding with a substrate. Also, sub-micro and nanometer-sized particles are protected by the boundary layer in the vicinity of a solid surface [3]. Fig. 1.1 shows that the flow velocity near a surface approximates to zero, and hence the forces acting on the particle also vanish. For conventional etching method, for example, the inefficient diffusion process within the boundary layer prohibits the interactions between the chemical cleaning solvent and contamination particles [4]. Violent cleaning procedures, however, are likely unsuccessful and perhaps even counterproductive. For example, the conventional high power megasonic cleaning process was reported to cause damage on semiconduction structures due to the weak


Figure 1.1: A diagram demonstrates the particle adhesion force and boundary layer condition near a substrate. A small particle is held onto a surface by a strong adhesion force. The liquid velocity in the vicinity of the substrate surface is almost zero. Smallsized contamination particles are protected by the boundary layer and particle adhesion force from being removed.
mechanical strength of the micro-devices [5].

To overcome the mentioned issues, many strategies have been proposed for the cleaning of small size particles over the past two decades [6-12], and one of them uses acoustically-driven micro-bubbles as the cleaning agent. The advantages of micro-bubble assisted cleaning methods are easy utilization, no introduction of new contaminations, and low cost $[13,14]$. However, apart from the macroscopic cleaning effects [5, 15-23], little is known about the microscopic mechanism underlying the bubble-particle interactions owing to the complicated bubble dynamics near a surface and limited optical investigation techniques. Only recently, the removal torques exerted on contamination particles [24] and the dynamic features of micro-bubble induced cleaning flow [25] were reported. It was, hence, the purpose of this thesis to explore the mechanism of ultrasonic cleaning at the micrometer scale.

Usually, micro-bubbles are generated in the far field away from a surface. In order to achieve the cleaning effect, the micro-bubbles are first required to be transported to an appointed target region in a controlled manner. Additionally, it is commonly accepted that though cavitation bubbles could assist in many bioengineering applications with elastic membranes [26-34], they could also cause erosions and fatal damage on surfaces [35-40]. An example of the interaction between cavitation bubbles and a thin aluminium foil is displayed in Fig. 1.2. The cavitation bubbles were provided by a conventional ultrasonic cleaner (2510E-MT Bransonic ultrasonic cleaner, Branson Ultrasonics Corporation, USA). A clear damage effect (in the form of holes) is seen on the foil surface after the ultrasonic treatment. Thus, this thesis
focuses on the behavior of moderately oscillating bubbles instead. The investigation of ultrasonic cleaning mechanism in this work was, then, carried out in two steps: the first one was to study the bubble translation mechanism under various conditions; the second one was to explore the bubble behavior near a surface and the influence of bubble induced hydrodynamic forces on the particle removal process (Fig. 1.3).


Figure 1.2: An example of erosions caused on a thin aluminium foil (thickness of 0.01 mm ) after a violent ultrasonic treatment. (a) a commercial ultrasonic cleaner (2510EMT Bransonic ultrasonic cleaner, Branson Ultrasonics Corporation, USA). (b) a piece of intact thin aluminium foil before the ultrasonic operation. (c) damaged sample after being inserted into the ultrasonic cleaner. The operation time was 5 minutes.

The motion of an object is the outcome of the competition of different forces exerted on it. In a bulk medium with a weak sound field, the bubble's motion is influenced by the force generated by the acoustic field (primary Bjerknes force), the buoyancy force from the surrounding liquid and the viscous drag force. A gas bubble driven below its resonance frequency moves towards the pressure anti-node, while a bubble driven above its resonance frequency moves towards the pressure node instead. This effect is attributed to the primary Bjerknes force on a bubble and has been studied


Figure 1.3: A schematic diagram of the ultrasonic cleaning mechanism study. (a) the first step is to investigate the bubble translation mechanism. (b) the second step is to explore the bubble behavior and bubble-particle interactions, particularly the relationship between cleaning forces and particle adhesion force.
extensively by many authors [41-46]. On the other hand, in a high intensity acoustic field, two types of bubble translational instabilities have been recognized. The first one, also known as 'dancing' motion, refers to the bubble erratic behaviors when bubbles travel in a sound field. It was first observed by Gaines [47], Strasberg et al [48] and Eller et al [49] and later on investigated by Mei et al [50], Feng et al [51] and Doinikov [52] in more detail. A generally accepted explanation for this phenomenon attributes the bubble surface oscillation modes, which come into existence once the acoustic pressure amplitude exceeds a threshold value, as the main cause. The second type of translational instability results from the fact that the primary Bjerknes force acting on a bubble changes sign at a higher acoustic pressure $[53,54]$. This change is a result of the increased phase shift between bubble volumetric pulsation and the driving pressure. This behavior was reported by Miller [55], Khanna et al [56], and Kuznetsova et al [57]. Theoretical investigations were carried out by Abe et al [58], Watanabe et al [59] and more recently were extended by Doinikov [60] and Mettin et al [61].

Apart from the bulk medium case, a bubble's motion is also influenced by the nearby boundary conditions and neighboring bubbles in a multi-bubble environment. The boundaries and neighboring bubbles exert secondary Bjerknes forces on the target bubble. The secondary Bjerknes force takes significant effect between two nearby bubbles because the force is inversely proportional to the square of the separation distance between two bubbles [62,63]. A bubble can exert either an attractive or a repulsive secondary Bjerknes force on the other one, depending on the driving
frequency and the bubble sizes [64]. There is a lack, however, of experimental works on the bubble translation in a multi-bubble environment and the mechanism of multi-bubble transportation has not yet been completely understood. Moreover, unlike solid particles, the translation of a bubble is coupled to its oscillation which makes the bubble dynamics even more complicated.

The study of bubble oscillation dates back to the beginning of last century when Rayleigh firstly derived his famous equation which explains the bubble radial pulsation in an unbounded medium [65]. After that, the bubble oscillation has been extensively investigated theoretically and experimentally. Two types of bubble oscillation modes have been recognized: spherical and non-spherical surface pulsations. At a low pressure amplitude, a bubble undergoes a spherical pulsation and the corresponding wall displacement results in a monopole emission in the far field. Plesset [66] expanded Rayleigh's equation by including the effects of liquid viscosity and surface tension. Later on, Gilmore [67] considered the sound radiation from a bubble surface into a liquid medium and proposed a more advanced model to explain the bubble spherical oscillation at a large pressure amplitude. Keller et al [68] also investigated the spherical pulsation at a large pressure amplitude, but their work introduced a retarded time into the equation. Experimental work has also been carried out by many researchers. Direct observations of bubble oscillation were made by Holt et al [69], Tian et al [70], Geisler et al [71], Gompf et al [72], and Matula et al [73]. More comprehensive reviews on this topic have been given by Plesset et al [74], Feng et al [75], and more recently by Lauterborn et al [76].

In addition to the exploration of spherical pulsation, extensive effort has also been devoted to investigate the non-spherical behavior owing to its importance in understanding bubble sonoluminescence. The theoretical analysis of spherical shape stability was first given by Plesset [77]. The viscous effect in the vicinity of a bubble wall was considered by Prosperetti and co-workers [78-80]. However, due to the intrinsic difficulty in calculating a full scale viscous stress, a boundary layer approximation solution was developed which only takes the local vorticity into account [81-83]. This solution has been widely used to explain the bubble break-up and sonoluminescence [84]. Moreover, the non-spherical oscillation can also be coupled to the translation motion. This coupling effect between different modes was reported
by Longuet-Higgins [85, 86], Feng et al [51, 75], Shaw [87], and Doinikov [52]. Numerous experiments were also carried out to visualize the non-spherical oscillation of micro-bubbles, particularly the non-spherical shapes of Ultrasound Contrast Agents (UCAs) [88-93].

Various oscillation modes result in different characteristics of the flow field around a bubble, consequently different removal forces are exerted on contamination particles. A bubble's surface displacement normally leads to a flow motion in the vicinity of its wall. The disturbed flow motion, hence, is transmitted to a solid surface to which particles are attached. The local velocity creates a pressure gradient on particles and various forms of this force were reported in the literature [94-99]. The study of cleaning mechanism is now converted to understand the flow behavior near the micro-bubbles and particles. It is well-known that the flow velocity can be expressed in a form of Stokes streaming function [100], and the rectified component of the flow motion is known as microstreaming. Microstreaming is important in mass transfer [101], electrodeposition [102], and metal erosion [103]. Extensive theoretical investigations of microstreaming generated by various surface shapes have been carried out over the past few decades. The viscous streaming from a sphere with Reynolds number smaller than unity was given by Riley [104]. Amin et al [105] considered the case where the Reynolds number is larger than unity. For a gaseous cavity or a spherical solid particle, its lateral oscillation and the induced streaming were discussed by Davidson et al [106] and Zhao et al [107]. Both of their works assumed the spherical shape remained unchanged. This assumption, however, was pointed out by Longuet-Higgins [108] not to be accurate in representing the microstreaming from a real cavitation bubble because the microstreaming is significantly enhanced by the additional radial oscillation and the streaming pattern is radically changed. Wu et al [109] and Liu et al [110] also investigated the microstreaming from an isolated bubble with radial oscillation and lateral translation. Their works, however, are only valid for fluids with very low viscosity and were extended by Doinikov [111] for more general cases. More details of the theoretical studies have been summarized in several reviews [112-114].

In contrast to the numerous theoretical studies, only few experimental reports aiming to visualize the microstreaming are found in the literature. Kolb et al [115] and

Elder [116] are among the first few to directly observe the flow around a cavitation bubble sitting on a surface. More recently, with more advanced optical systems, detailed observations of streaming patterns become possible. The microstreaming around cavitation bubbles were reported by Tho et al [117], Collis et al [118] and Kröninger [119] using Particle Image Velocimetry (PIV). Apart from the cavitation microstreaming, microstreaming around moderately oscillating bubbles are investigated by more and more researchers. Marmottant et al explored the microstreaming from an spherically oscillating bubble at a low pressure amplitude [120, 121]. The flow fields around Ultrasound Contrast Agents (UCAs) were observed by Gomley et al [122]. However, the direct relationship between microstreaming (or cleaning force) and the bubble oscillation, particularly the non-spherical oscillation mode, has not yet been quantified. Moreover, little is known about the influence of the bubble induced microstreaming on the particle removal process.

In general, the study of the mechanism underlying ultrasonic cleaning requires the investigation of bubble dynamics near a surface and bubble induced hydrodynamic forces on contamination particles. In a bulk medium, a bubble's motion is controlled by the primary Bjerknes force, buoyancy force and drag force. When the bubble approaches a surface, it also experiences a secondary Bjerknes force from the boundary. Meanwhile, the bubble translation is closely linked to its surface oscillation. Different oscillation modes result in different flow motion around the bubble, and consequently generate different hydrodynamic forces on the particles.

### 1.2 Objective of the thesis

As mentioned in the previous section, in real life application, micro-bubbles are normally generated in the far field from a contaminated substrate, and hence need to be transported to the target surface before contributing to the particle removal. The bubble motion is not only influenced by the acoustic field, but also by the boundary condition and neighboring bubbles which complicate the analysis of bubble translation. However, the mechanism of bubble transportation near a surface in an acoustic standing wave field has not been fully understood. After arriving on a surface, a bubble's oscillation mode determines the characteristics of the flow
field around it. However, the influence of a wall on the bubble oscillation mode, particularly the non-spherical oscillation mode, is still unknown yet. Meanwhile, the cleaning hydrodynamic forces exerted on contamination particles are also closely related to the bubble oscillation modes. However, the influence of bubble induced cleaning forces on the particle detachment process has not been fully explained.

Therefore, the primary objective of this thesis is to explain the mechanism of ultrasonic cleaning at the micrometer scale. This was addressed from the perspective of bubble dynamics near a surface and bubble induced hydrodynamic forces on the contamination particles. In this thesis, a multi-layered resonator was designed to control the bubble motion within an acoustic standing wave field. Using the test rig, it was possible to control the bubble motion near a wall in a controlled manner, and hence study the interaction between bubble and particle in more detail. The main issues to be investigated in this thesis are:

- The mechanisms of single bubble and multi-bubble translations near a surface.
- The bubble behavior near a surface and the characteristics of the flow motion around a bubble.
- The influence of bubble induced hydrodynamic forces on the particle detachment process.

The multi-layered resonator was fabricated and tested by Xiaoyu Xi at the Nondestructive testing group, Imperial College London. The optical observations of bubble dynamics were carried out by Xiaoyu Xi at the Christian Doppler Laboratory for Cavitation and Micro-Erosion at the Georg-August-Universität Göttingen where a high speed camera system could be used.

### 1.3 Outline of the thesis

Chapter 2 presents the design of an acoustic standing wave field using a multi-layered stack. To control the bubble motion in a liquid medium, an acoustic standing wave field is designed based on a one-dimensional transducer model. The impedance and
pressure distribution along a multi-layered stack are successfully simulated by the transducer model.

Chapter 3 reviews the theoretical background of bubble translation in a liquid medium. The bubble translational behavior is governed by the translation equation that is derived from the Lagrangian formulism and the modified Keller-Miksis equation. The influence of a nearby wall on the translation and radial equations is shown.

In chapter 4, the mechanism of single bubble translation is shown. The designed test rig, which creates a one-dimensional uniform pressure field across the cross section of the whole stack, is used for testing the effects of an acoustic field on the bubble motion. The bubble trajectories obtained by a high speed camera system are in good agreement with the predictions of bubble translation model. The influence of external factors, such as different pressure amplitudes or different bubble sizes, on the bubble translational trajectory, is also discussed.

Chapter 5 furthers the bubble translation study by exploring the mechanism of multi-bubble transportation. The collective bubble dynamics near a surface in a weak acoustic standing wave field is shown. The bubble motions that are modeled by a coupled modified Keller-Miksis equation and a bubble translation equation are in good agreement with the experimental results. A parametric study that aims to explore the influence of pressure amplitude and bubble size on the multi-bubble translation is given.

Chapter 6 studies the bubble behavior near a surface, and analyzes the characteristics of the flow field around a bubble. Various bubble oscillation modes are shown under different conditions using the high speed camera system. The conditions to excite the non-spherical bubble oscillation are identified. The microstreaming around an oscillating bubble is investigated by using Particle Image Velocimetry. The observed far-field microstreaming shows good agreement with the theoretical predictions that are derived based on the modified Navier-Stokes equation.

Chapter 7 explains a possible cleaning mechanism based on a linear torque balance model. The feasibility of using the test cell for ultrasonic cleaning is verified. By analyzing the relationship between different torques exerted on a particle, the influential
factors that are responsible for the particle detachment in the near field are found. These simulation results give a qualitative insight into the the bubble-particle interaction in the linear regime. The experimental investigation of the bubble-particle interaction, especially the direct measurement of microstreaming around the particles and the particle-substrate bonding force at the nanometer scale, requires improved equipment to be developed in the future.

The main findings of this thesis and suggestions for future work are summarized in chapter 8 .

All of the video results of bubble dynamics shown in this thesis are provided on the attached CD.

## Chapter 2

## Acoustic standing wave generator

To investigate the bubble translation and oscillation, a bubble's motion should be manipulated in a controlled manner. However, little effort has been devoted to developing a reliable test rig for bubble motion control. In this chapter, the design and construction of a multi-layered resonator that was used to transport bubbles towards a target surface is presented. Although similar resonator devices have been used by many authors to study particle manipulation [123-127] and cell localization [128-131], they have not been applied in the study of ultrasonic cleaning processes. The characteristics of the acoustic field is predicted by a one dimensional transducer model. The experimental validation of this model is also shown.

### 2.1 Theory

In this thesis, the bubble motion is controlled by an acoustic standing wave field that was fabricated based on a layered resonator. The main part of the resonator is a piezoelectric material which is bonded to several matching layers. Acoustical standing waves can be generated in a liquid layer (matching layer) which is terminated by a reflector.

A one-dimensional equivalent network model (1D model) has been widely used for predicting the acoustic responses of such multi-layered structures [132-134]. In the 1D model, a transducer is treated as a purely electrical circuit and can be
analyzed by conventional circuit analysis techniques. The characteristics of a sound field including pressure profile and amplitude are calculated based on the properties of the matching layers. At a certain frequency, the pressure distribution of an acoustic field can then be determined. The 1D model has been verified to accurately predict acoustic responses of multi-layered structures within the first few resonance frequencies.

The basic idea of this approach is shown in Fig. 2.1. The piezoelectric layer is represented as a three-port electrical network which is described by the matrix Eq.2.1 [135].


Figure 2.1: (a) A diagram of a physical acoustic standing wave generator; (b) The piezoelectric layer is represented by a three-port network.

$$
\left(\begin{array}{c}
F_{1}  \tag{2.1}\\
F_{2} \\
V_{3}
\end{array}\right)=-i\left(\begin{array}{ccc}
A Z_{\text {piezo }} \cot k_{\text {piezo }} d_{\text {piezo }} & A Z_{\text {piezo }} c s c k_{\text {piezo }} d_{\text {piezo }} & h_{x 1} / \omega \\
A Z_{\text {piezo }} c s c k_{\text {piezo }} d_{\text {piezo }} & A Z_{\text {piezo }} \cot k_{\text {piezo }} d_{\text {piezo }} & h_{x 1} / \omega \\
h_{x 1} / \omega & h_{x 1} / \omega & 1 / \omega C_{0}
\end{array}\right)\left(\begin{array}{c}
v_{1} \\
v_{2} \\
I_{3}
\end{array}\right)
$$

where $F_{i}$ and $v_{i}(i$ is the index) are the force and particle velocity at the two acoustic ports. $V_{3}$ and $I_{3}$ are the voltage and current applied to the electric port of the piezoelectric material. A, $Z_{\text {piezo }}, d_{\text {piezo }}$, and $k_{\text {piezo }}$ are the area, characteristic impedance, thickness, and acoustic wave number of the piezoelectric layer respectively. $h_{x 1}$ is the transmitting constant of the piezoelectric material in the $x$ direction (longitudinal direction). $C_{0}$ is the clamped (zero strain) capacitance. $\omega$ is the angular frequency.

For a non-piezoelectric layer, the input force and velocity ( $F_{1}$ and $v_{1}$ ) are related to the output force and velocity ( $F_{2}$ and $v_{2}$ ) by a matrix [135]

$$
\begin{align*}
\binom{F_{2}}{v_{2}} & =\left(\begin{array}{cc}
\cos k_{L} d_{L} & -i A Z_{L} \sin k_{L} d_{L} \\
-\left(i / A Z_{L}\right) \sin k_{L} d_{L} & \cos k_{L} d_{L}
\end{array}\right)\binom{F_{1}}{v_{1}} \\
& =T_{L}\binom{F_{1}}{v_{1}} \tag{2.2}
\end{align*}
$$

where $Z_{L}, d_{L}$, and $k_{L}$ are the characteristic impedance, thickness, and acoustic wave number of the layer respectively. A is the area of the layer which is the same as the piezoelectric one, $T_{L}$ is the transfer matrix of this non-piezoelectric layer.

As the acoustic generator in Fig. 2.1 (a) is represented by a number of cascaded two-port (non-piezoelectric layer) networks and a three-port (piezoelectric layer) one, it is possible to calculate the acoustic response of the whole stack by reducing the continuous networks to a single two-port one. The 3 by 3 matrix in equation (1) is replaced by an equivalent symmetrical one for the sake of simplicity and the notations in Wilcox's work are used here [132].

$$
\left(\begin{array}{l}
F_{1}  \tag{2.3}\\
F_{2} \\
V_{3}
\end{array}\right)=\left(\begin{array}{lll}
Z_{11} & Z_{12} & Z_{13} \\
Z_{21} & Z_{22} & Z_{23} \\
Z_{31} & Z_{32} & Z_{33}
\end{array}\right)\left(\begin{array}{c}
v_{1} \\
v_{2} \\
I_{3}
\end{array}\right)
$$

The ratios $-F_{1} / v_{1}$ and $-F_{2} / v_{2}$ are represented by $Z_{B}^{\prime}$ and $Z_{A}^{\prime}$ respectively, and Eq.2.3 can be reduced to a 2 by 2 matrix $Z_{P Z}$ using $Z_{B}^{\prime}$

$$
\begin{align*}
\binom{F_{2}}{V_{3}} & =\left(\begin{array}{ll}
Z_{22}-\frac{Z_{12} Z_{21}}{Z_{B}^{\prime}+Z_{11}} & Z_{23}-\frac{Z_{21} Z_{13}}{Z_{B}^{\prime}+Z_{11}} \\
Z_{32}-\frac{Z_{12} Z_{31}}{Z_{B}^{\prime}+Z_{11}} & Z_{33}-\frac{Z_{13} Z_{31}}{Z_{B}^{\prime}+Z_{11}}
\end{array}\right)\binom{v_{2}}{I_{3}} \\
& =\left(\begin{array}{ll}
Z_{22}^{\prime} & Z_{23}^{\prime} \\
Z_{32}^{\prime} & Z_{33}^{\prime}
\end{array}\right)\binom{v_{2}}{I_{3}} \\
& =Z_{p z}\binom{v_{2}}{I_{3}} \tag{2.4}
\end{align*}
$$

Then using $Z_{A}^{\prime}$, the electrical input impedance of the transducer $Z_{I N}=V_{3} / I_{3}$ can be found by

$$
\begin{equation*}
Z_{I N}=Z_{33}^{\prime}-\frac{Z_{23}^{\prime 2}}{Z_{A}^{\prime}+Z_{22}^{\prime}} \tag{2.5}
\end{equation*}
$$

The input electrical quantities $\left(V_{3}, I_{3}\right)$ can be related to the output quantities $\left(F_{2}\right.$, $v_{2}$ ) by a transfer matrix $T_{P Z}$, which is derived by rearranging Eq.2.4.

$$
\begin{align*}
\binom{F_{2}}{v_{2}} & =\left(\begin{array}{cc}
\frac{z_{22}^{\prime}}{Z_{32}^{\prime}} & \left.Z_{23}^{\prime}-\frac{z_{22}^{\prime} Z_{33}^{\prime}}{\frac{1}{\prime}} \begin{array}{l}
\frac{Z_{32}^{\prime}}{Z_{32}^{\prime}} \\
Z_{32}^{\prime}
\end{array}\right)\binom{V_{3}}{I_{3}} \\
& =T_{p z}\binom{V_{3}}{I_{3}}
\end{array}\right. \text { ) }
\end{align*}
$$

Also, the transfer matrices for the matching layers are represented by $T_{L n}(n=1,2 \ldots)$ which are similar to the $T_{L}$ in Eq.2.2. $n$ is the layer index. To calculate the transfer matrix $(\mathrm{T})$ which represents the system, the transfer matrix $T_{P Z}$ is pre-multiplied by the $T_{L n}$ and the system transfer matrix T is found

$$
\begin{equation*}
T=T_{L n} \ldots T_{L 2} T_{L 1} T_{P Z} \tag{2.7}
\end{equation*}
$$

For a transducer, T relates the voltage/current $\left(V_{3}\right.$ and $\left.I_{3}\right)$ of the input signal to the force/velocity $\left(F_{\text {out }}\right.$ and $\left.v_{\text {out }}\right)$ in the output medium through Eq.2.8.

$$
\begin{equation*}
\binom{F_{\text {out }}}{v_{\text {out }}}=T\binom{V_{3}}{I_{3}} \tag{2.8}
\end{equation*}
$$

### 2.2 Validation of the 1 D model

To verify the feasibility of using a multi-layered resonator to generate an acoustic standing wave field, a typical test cell that was designed based on the 1D model is used in this section for demonstration purpose.

An acoustical standing wave field is generally established along the structure (axial direction). The sound field is believed to be uniformly distributed in the radial direction (or directions normal to the axis for non-cylindrical shape structure) and this assumption is only valid when the length of the structure is larger than its width and the width is less than half of the standing wave wavelength (the use of isotropic materials is assumed). As the sound field within the multi-layered structure only varies in the axial direction, the 1D model can accurately predict the acoustic responses of such resonators.

Fig. 2.2 displays a picture of the test rig (front view). The acoustic standing wave generator consists of a round transducer, a square liquid (deionized water) layer of 5 mm thickness held in a brass block ( 5 mm by 5 mm by 5 mm ) and a round borosilicate glass plate of 0.1 mm thickness (VWR, UK). To fit the two glass windows on the water sides for the following optical observations, the cross section of the liquid layer was chosen as a square shape ( 5 mm by 5 mm ). The transducer was fabricated out of a lead zirconate titanate (PZT) disk (PCM 51, EP Electronic Components Ltd, UK), a backing brass bar, a front brass bar with thickness of $2 \mathrm{~mm}, 3 \mathrm{~mm}$ and 9 mm respectively. The diameter of the transducer is 5 mm . The other parameters of the test rig is shown in Table 2.1.


Figure 2.2: A picture of test rig for studying the bubble translation mechanism.

Table 2.1: Property of material

| Layer | Density <br> $\left(k g / m^{3}\right)$ | Sound <br> speed <br> $(m / s)$ | Young's <br> modulus <br> $(G P a)$ | Poissons | Qatio |
| :--- | :--- | :--- | :--- | :--- | :--- |

The choices of sample dimension and operating frequency were mainly based on the frame rate of the high speed camera used in the experiment. To capture the details of bubble motion near a wall, the frame rate of the high speed camera should be chosen to be faster than the driving frequency. However, due to the storage capacity limit of the high speed camera, increasing the camera frame rate results in a decrease of viewing window size. Hence, the camera frame rate should be optimized to be faster than the driving frequency, and also be able to provide an adequately large viewing area. Based on this requirement, it was found in the experiment that a frame rate of 525 k frames/s, for example, was suitable to provide a viewing area of 1.2 mm by 0.3 mm for observing the bubble dynamics near a surface with a resolution of 128 by 48 (the bubble radii are less than $100 \mu \mathrm{~m}$ in the tests). At this frame rate, the driving frequency was chosen to be below $50 \mathrm{kHz}(46.8 \mathrm{kHz}$ used in the experiment) in order to use the camera to record at least 10 frames per driving cycle. The dimension of the test cell was then designed based on this consideration.

The choice of the thickness of the glass plate was based on the dimension of real industrial test samples. The thickness of silicon wafers that are to be cleaned in the industrial applications is less than millimetre. Also, with the present optical microscope, it is preferable to use an optical transparent medium to investigate the cleaning efficiency. For example, the contaminated area on a glass plate can be easily observed with the microscope before and after the ultrasonic cleaning. Thus, glass plates of 0.1 mm thickness were chosen as the target surface. This test cell is used in the study of single bubble translation in chapter 4.


Figure 2.3: A schematic diagram of the pressure measurement for the test cell using a hydrophone.

To examine the validity of the 1D model, the pressure field in the water layer at a driving frequency of 108 kHz was measured by a calibrated needle hydrophone (HPM1/1, Precision Acoustics, UK) and compared with the result obtained from the 1D model. A diagram of the testing setup is shown in Fig. 2.3. The hydrophone is fixed on a three dimension scanning frame ( 3 axis motorized scanning system, Time and Precision Industries Ltd, UK) which is controlled by a computer. The hydrophone is powered by a DC power supply (DC3, Precision Acoustics, UK) and is used to measure the pressure profile in the $x, y$ and $z$ directions in the water
layer. The origin of the coordinate system is set at the transducer-water boundary $(x=0, y=0, z=0)$. The pressure amplitudes along the $x$ axis are measured from point A (see Fig. 2.3) at the center of the base of the water column to point B (see Fig. 2.3), which is at the center of the top of the water column with a step size of 0.5 mm . The difference between the test cells shown in Fig. 2.3 and Fig. 2.2 is that the glass plate which is used as a reflector in Fig. 2.2 is removed in the hydrophone measurement case. It needs to be pointed out that the purpose of the hydrophone measurement is to solely examine the 1D model predictions so that confidence in its validity can be obtained. As the 1D model treats each matching layer in the same way, it is reasonable to accept that the pressure profile of a testing cell with the thin glass plate (sound soft boundary) can be accurately predicted by the 1D model which is verified in the case without the additional glass plate.

As bubbles only move in the water layer, the focus of the validation is mainly on the pressure profile in the water column. Fig. 2.4 shows the comparison between the calculated impedance of the test cell without the glass plate and that of the cell with the glass layer. It can be seen from Fig. 2.4 that the addition of the glass plate shifts the resonance frequencies of the structure down to lower frequencies.


Figure 2.4: Calculated impedance of test cell without (solid line) and with (dotted line) the glass plate. The frequencies used in the calculation are from 50 kHz to 300 kHz .

A measured pressure distribution in the water along the $x$ axis (as shown in Fig. 2.2) and a simulated one at 108 kHz are shown in Fig. 2.5. The input signal amplitude
was chosen as 1.8 V (peak). A pressure amplitude maximum ( 11.4 kPa ) and an amplitude minimum ( 3 kPa ) are located at $x=1.7 \mathrm{~mm}$ and $x=5 \mathrm{~mm}$ respectively as indicated in the figure. The simulated pressure distribution was normalized with respect to the measured pressure amplitude in the test. As seen in Fig. 2.5, there is a discrepancy between the theoretical prediction and the test. Two possibilities were recognized that could influence the accuracy of the pressure measurements. The first one results from the movement of the hydrophone. The volume in the water layer occupied by the hydrophone changes each time during the pressure measurement. That means the thickness of the water layer changes with the hydrophone movement (the cross section of the water layer is kept the same). This variation of water thickness shifts the impedance of the test rig. Therefore, the measured pressure amplitude at each point could be different from that in the absence of the hydrophone. The second factor may come from the 1D assumption used in the model. The 1D theory has been verified as a suitable model for providing a quantitative prediction of the multi-layered resonator [133]. However, the behaviour of a real 3D test cell could be different from the simple 1D assumption. For example, in order to create a 1 D sound field in the lateral direction within low frequency range, the length of the structure was designed to be larger than its width and the width was less than half of the standing wave wavelength (the use of isotropic materials is assumed). On the other hand, at high frequency, the width could be larger than half of wavelength, so standing waves can be established in the radial direction. However, the resonance frequency of standing wave in the radial direction cannot be simulated by the 1D model. This could contribute to the discrepancy between the theory and test in Fig. 2.5.


Figure 2.5: Measured (square blocks) and simulated (solid line) pressure profiles in the water layer at 108 kHz . The pressure distribution is measured from the center of the base of the water column (A) to the center of the top of the water column (B) as shown in Fig. 2.3. The input signal amplitude is 1.8 V . The solid vertical line on the left side indicates the position $(x=1.7 \mathrm{~mm})$ where the $y$ and $z$ directions measurement shown in Fig. 2.6 was carried out.

Only a small difference between the 1D model prediction and the measured result is seen in Fig. 2.5. Uniform pressure distributions along the $y$ axis and $z$ axis are assumed here. This assumption is validated by the measurement of pressure field in the $y$ and $z$ directions in the water layer (Fig. 2.6). The pressure profiles were measured in the $y$ axis and $z$ axis directions at $x=1.7 \mathrm{~mm}$. It can be seen from Fig. 2.6 that slight variations existed in the $y$ and $z$ directions. These variations, however, were small (within $\pm 10 \%$ ) so that the one-dimension assumption used in the 1D model is considered still to be valid.


Figure 2.6: Pressure profiles measured by the hydrophone in the $y$ axis and $z$ axis at 108 kHz for input signal of 1.8 V and $x=1.7 \mathrm{~mm}$. (a) measured pressure profile in the $y$ axis; (b) measured pressure profile in the $z$ axis.

### 2.3 Summary

In this chapter, the design of an acoustic standing wave field using a multi-layered stack was discussed. The acoustic standing wave field within a multi-layered stack is designed based on a one-dimensional transducer matrix model. The 1D model treats each layer as an individual matrix which includes the information of the layer thickness, density, impedance and wave number. The input voltage/current are related to the output force/velocity through a total transfer matrix, which is obtained by multiplying the transfer matrix of each layer. The 1D model can accurately predict the impedance of the test cell as well as the pressure distribution within the whole assembly.

## Chapter 3

## Theory of bubble translation

Prior to cleaning a contaminated surface, micro-bubbles are first needed to be transported to a target region in a controlled manner. This chapter presents a review of the background theory of single and multi bubble translations in an acoustic standing wave field .

### 3.1 Bubble translation

The dynamics of a system or an object can be represented by its kinetic ( $T$ ) and potential $(U)$ energy. The kinetic and potential energy are linked through the Lagrangian, $L$ [100]:

$$
\begin{equation*}
L=T-U \tag{3.1}
\end{equation*}
$$

The motion of an object can be obtained by substituting its Lagrangian into the classic Euler-Lagrange equation [136]:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}_{i}}-\frac{\partial L}{\partial q_{i}}=0 \tag{3.2}
\end{equation*}
$$

where $q_{i}$ is the generalized coordinate, $i$ is the $i$ th degree of freedom.

Eq.3.2 is the basis of the following bubble motion analysis. For a bubble, the study of its dynamic features is now converted to explore its kinetic and potential energy components in a liquid system. The kinetic energy is normally written as [100]:

$$
\begin{equation*}
T=\frac{\rho}{2} \int|\nabla \varphi|^{2} d V \tag{3.3}
\end{equation*}
$$

where $\rho$ is the liquid density, $\varphi$ is the velocity potential, $V$ is bubble volume.
Let us start from a simple one dimensional case where a bubble undergoes radial pulsation and translation in an incompressible liquid in the $x$ direction. The velocity potential $(\varphi)$ at the bubble surface in a polar coordinate system $(r, \theta)$ is given by [136]:

$$
\begin{equation*}
\frac{\partial \varphi}{\partial r}=\dot{R}+\dot{x} \cos \theta \tag{3.4}
\end{equation*}
$$

where $R$ is the bubble time-varying radius. The overdot denotes the time derivative. Eq.3.4 is valid for both the traveling wave and standing wave cases. Since the bubble motion is controlled by a standing wave in this thesis, the sound field is assumed to be established in the $x$ direction here.

Because the velocity potential $(\varphi)$ satisfies the Laplace equation [136]

$$
\begin{equation*}
\Delta \varphi=0 \tag{3.5}
\end{equation*}
$$

By assuming the liquid is incompressible, a solution of the velocity potential as:

$$
\begin{equation*}
\varphi=-\frac{\dot{R} R^{2}}{r}-\frac{\dot{x} R^{3} \cos \theta}{2 r^{2}} \tag{3.6}
\end{equation*}
$$

On the other hand, the potential energy of a bubble in a sound field is [100]

$$
\begin{equation*}
U=-p_{s c} V-x F_{e x} \tag{3.7}
\end{equation*}
$$

where $p_{s c}$ is the scattered pressure at the bubble surface. $F_{e x}$ are total external forces in the $x$ direction. By taking incident wave, surface tension and viscosity into account, the scattered pressure $p_{s c}$ is given by [137]:

$$
\begin{equation*}
p_{s c}=\left(P_{0}+\frac{2 \sigma}{R_{0}}\right)\left(\frac{R_{0}}{R}\right)^{3 \gamma}-\frac{2 \sigma}{R}-\frac{4 \eta \dot{R}}{R}-P_{0}-P_{s w} \tag{3.8}
\end{equation*}
$$

where $P_{0}$ is the hydrostatic pressure, $R_{0}$ is the bubble equilibrium radius. $c$ is the sound velocity in a liquid. $\sigma$ is the bubble surface tension, $\gamma$ is the polytropic exponent of the gas within the bubble, and $\eta$ is the liquid viscosity. Since the bubble volume $V$ and spatial position $x$ are time-varying parameters, Eq 3.7 and 3.8 take the non-equilibrium form here. $P_{s w}$ is the external driving signal which is defined as a standing wave:

$$
\begin{equation*}
P_{s w}=P_{a} \sin (\omega t) \sin (k d) \tag{3.9}
\end{equation*}
$$

where $P_{a}$ is the pressure amplitude, $\omega$ is the angular frequency, and $k$ is the wave number. As only a one dimensional standing wave is considered here, $d$ is the separation distance between the bubble center and a pressure node in the $x$ direction.

Substituting Eq.3.3-3.9 into Eq.3.1, and then applying the result to Eq.3.2, a pair of coupled $x$ direction translation and oscillation equations are obtained [60]:

$$
\begin{gather*}
R \ddot{R}+\frac{3}{2} \dot{R}^{2}-\frac{p_{s c}}{\rho}=\frac{\dot{x}^{2}}{4}  \tag{3.10}\\
\ddot{x}+\frac{3 \dot{R} \dot{x}}{R}=\frac{3 F_{e x}}{2 \pi \rho R^{3}} \tag{3.11}
\end{gather*}
$$

The translation and oscillation of a bubble are not independent of each other, rather, they are closely linked through a coupled term $\dot{x}^{2} / 4$ on the right hand side of Eq.3.10.

Similarly, in a two dimensional system $(x-y)$, the translation in the $y$ direction is:

$$
\begin{equation*}
\ddot{y}+\frac{3 \dot{R} \dot{y}}{R}=\frac{3 F_{e y}}{2 \pi \rho R^{3}} \tag{3.12}
\end{equation*}
$$

where $F_{e y}$ are the external forces in the $y$ direction.
It needs to be pointed out that Eq 3.10 is the Rayleigh-Plesset (RP) equation that represents the bubble radial pulsation at small pressure amplitude. The RP equation given in Eq 3.10 includes the effect of surface tension, viscous damping, and an incident wave. However, it neglects the acoustic radiation from the bubble. It was found in Lauterborns simulation work [138] that the RP equation yields unreasonable large amplitude solutions without the acoustic radiation term [68]. Also, at large amplitude, the assumption used in the derivation of the RP equation that the velocity of radial oscillation is smaller compared to the sound speed in liquid is no longer valid [60]. Both these reasons render the RP equation unsuitable for simulating large bubble oscillation. In contrast, Keller and Miksis proposed an equation that takes the acoustic radiation from the bubble into account. This Keller-Miksis equation has been verified to be able to model large bubble oscillation [76]. Therefore, the Rayleigh-Plesset equation is replaced by the Keller-Miksis equation and a new oscillation equation is found [139]:

$$
\begin{equation*}
\left(1-\frac{\dot{R}}{c}\right) R \ddot{R}+\left(\frac{3}{2}-\frac{\dot{R}}{2 c}\right) \dot{R}^{2}-\frac{1}{\rho}\left(1+\frac{\dot{R}}{c}\right) p_{s c}-\frac{R}{\rho c} \dot{p}_{s c}-\frac{\dot{x}^{2}}{4}=0 \tag{3.13}
\end{equation*}
$$

Eq 3.11, 3.12,and 3.13 are the fundamentals of the bubble motion analysis. With a given sound field, the only unknown parameters are the external forces in the $x$ and $y$ directions. The next step is then to investigate the influence of these external forces on the bubble translations.

### 3.2 Single bubble translation in a bulk medium

The bubble translation analysis starts from a simple bulk medium case. When a bubble moves within an acoustic standing wave field in a bulk medium, the dominating forces exerted on it are the primary Bjerknes force ( $F_{\text {Primary }}$ ), the buoyancy force $\left(F_{\text {buoy }}\right)$, and the viscous drag forces $\left(F_{v x}, F_{v y}\right)$ as shown in Fig. 3.1.


Figure 3.1: A diagram of forces exerted on a bubble in a bulk medium

The primary Bjerknes force is the derivation of Bjerknes force in an acoustic standing wave field. A well-known form of the Bjerknes force $\left(F_{\text {Bjerknes }}\right)$ is [137]:

$$
\begin{equation*}
F_{B j e r k n e s}=<-V \nabla P> \tag{3.14}
\end{equation*}
$$

where $\nabla P$ is the pressure gradient, <> denotes the time average. Suppose that an acoustic standing wave field ( $P_{s w}$ in Eq.3.9) is established in the $x$ axis and is uniformly distributed in the $y$ axis, the primary Bjerknes force $\left(F_{\text {primary }}\right)$ then takes the form of [60]:

$$
\begin{equation*}
F_{\text {primary }}=-\left\langle\frac{4 \pi}{3} R^{3} k P_{a} \sin (\omega t) \cos (k d)\right\rangle \tag{3.15}
\end{equation*}
$$

It is worth mentioning that Eq 3.15 results in a non-zero primary Bjerknes force because the parameter $R$ is a time-varying term. Over a cycle, for example, the time average of $R \sin (\omega t)$ is non-zero [137].

From a physical point of view, the primary Bjerknes force arises from the pressure difference across a bubble surface and its influence on the bubble translation depends on the pressure amplitude. In a weak sound field, the net primary Bjerknes force
is linked to the bubble volume variation over one driving cycle (Eq.3.14). Fig. 3.2 shows the responses of a bubble driven below resonance frequency (a1-a4), and a bubble driven above resonance frequency ( $\mathrm{b} 1-\mathrm{b} 4$ ) to the acoustic field at four different time $t=0, \frac{T}{8}, \frac{3 T}{8}$, and $\frac{T}{2}$ ( $T$ is the duration of one driving cycle). Considering a bubble smaller than its resonance size and the driving signal wavelength, the minimum bubble volume is achieved at a maximum pressure amplitude (Fig. 3.2 a1). Accordingly, the bubble is pushed towards the point A (pressure node) owing to the pressure difference across the bubble surface. It can be seen from Fig. 3.2 a2 - a4 that a decrease of pressure amplitude leads to a growth of bubble volume. The bubble volume, for example, reaches its maximum at a minimum pressure amplitude in Fig. 3.2 a4. In this case, the overall pressure difference on the bubble surface forces the bubble to move towards the point B (pressure anti-node) instead. Also, since $V$ is larger in Fig. 3.2 a4 than in a1, the Bjerknes force $(V \nabla P)$ in Fig. 3.2 a4 then outweighs its counterpart in Fig. 3.2 a1. Therefore, the average $V \nabla P$, over an acoustic cycle, directs the bubble to move towards the pressure anti-node. Similarly, a bubble larger than its resonance size would move towards the pressure node because of the different response of the bubble volume to the sound field (Fig. $3.2 \mathrm{~b} 1-\mathrm{b} 4$ ).

At a large pressure amplitude, the primary Bjerknes force behaves in a different manner (see Fig.3.3). The radial pulsation becomes nonlinear in an intense sound field which would result in a bubble collapse [54]. During the break-up, the bubble surface experiences a longer expansion time than in a weak sound field. That means there is more time for the primary Bjerknes force to grow. As seen in Fig.3.3, this growth momentum of primary Bjerknes force on a bubble driven below resonance is maintained even when the sound field starts the compression phase. Compared to the low pressure case, the average $V \nabla P$ would eventually change its sign when the expansion time is long enough. Thus, the primary Bjerknes force creates new equilibrium positions between pressure nodes and anti-nodes where bubbles may rest. Since only low pressure amplitudes are used in this thesis, the larger pressure amplitude case is not considered in the following chapters.

The buoyancy force in the $y$ axis (Fig. 3.1) is [137]

$$
\begin{equation*}
F_{\text {buoy }}=\frac{4 \pi}{3} R^{3}\left(\rho-\rho_{\text {gas }}\right) \tag{3.16}
\end{equation*}
$$



Figure 3.2: Primary Bjerknes force acting on a bubble in a weak sound field at four different time $t=0, \frac{T}{8}, \frac{3 T}{8}$, and $\frac{T}{2}$. (a1-a4) Bubble driven above its resonance frequency. The bubble volume grows as the pressure amplitude falls. The $V \nabla P$ in a1 is less than its counterpart when the bubble reaches its maximum size (a4). Thus, the average force exerted on the bubble leads the bubble to move towards the pressure anti-node (point B). (b1-b4) Similarly, bubble driven below its resonance frequency is pushed towards the pressure node instead (point A). The solid lines represent the pressure profiles, and the dashed lines are pressure gradient.
where $\rho_{g a s}$ is the density of gas inside the bubble.

The bubble also experiences viscous drag forces in a liquid medium. The drag forces in the $x\left(F_{v x}\right)$ and $y\left(F_{v y}\right)$ axes are given by [60]:

$$
\begin{equation*}
F_{v x}=-12 \pi \eta R\left(\dot{x}-v_{e}\right) \tag{3.17}
\end{equation*}
$$

$$
\begin{equation*}
F_{v y}=-12 \pi \eta R \dot{y} \tag{3.18}
\end{equation*}
$$



Figure 3.3: The response of a bubble to a strong acoustic field. The primary Bjerknes force can change the sign when the bubble undergoes non-linear oscillation. The simulation is based on the Keller-Miksis equation (Eq.3.13) for a bubble of $5 \mu \mathrm{~m}$ radius driven at 20 kHz . The pressure amplitudes are 100 (blue line) and 150 kPa (red line) respectively.
where $v_{e}$ is the liquid velocity that is generated by the imposed acoustic field at the center of the bubble

$$
\begin{equation*}
v_{e}=\frac{P_{a}}{\rho c} \cos (\omega t) \cos (k d) \tag{3.19}
\end{equation*}
$$

Eq 3.17 and 3.18 are the viscous drag forces on a non-oscillating bubble at large Reynolds number. At moderate Reynolds number, a non-oscillating bubble is supposed to experience a weaker drag force. Mei et al [140] proposed an empirical drag coefficient for a non-oscillating bubble at finite Reynolds number. However, it was found in the experiment presented in Chapter 4 that Mei's drag coefficient underestimates the drag force on the target bubble because it neglects the bubble's radial pulsation. It has been recognized that a bubble cannot only translate in an
acoustic standing wave field, but also oscillate during its translation. Magnaudet and Legendre [141] theoretically studied the drag force on a pulsating bubble, and found out that the radial pulsation increases the viscous drag force on a bubble. At moderate Reynolds number, the maximum drag coefficient for an oscillating bubble is 12 which is the same as for a non-oscillating bubble at high Reynolds number. Therefore, Eq 3.17 and 3.18 provide a qualitatively good approximation of the drag force here.

### 3.3 Multi-bubble translation in a bulk medium

In a multi-bubble environment, in addition to the primary Bjerknes force, buoyancy force, and viscous drag forces, a bubble experiences secondary Bjerknes forces generated by nearby bubbles.


Bubble 1
Figure 3.4: A diagram of a bubble and a neighboring bubble.

It is well-known that a neighboring bubble emits a sound field that creates a pressure gradient on the original bubble. From the definition of Bjerknes force in Eq. 3.14, the target bubble experiences a Bjerknes force due to this pressure difference, known as secondary Bjerknes force. For a pair of bubbles, if the bubble shapes are assumed to remain spherical for all time with the radii $R_{1}$ and $R_{2}$ respectively, the respective pressure, for example, generated from bubble 2 on bubble 1, is given by [64]:


Figure 3.5: The relationship between different external forces on bubble 1 (Fig. 3.4).

$$
\begin{equation*}
p_{12}=\frac{\rho}{r_{12}} \frac{d R_{2}^{2} \dot{R}_{2}}{d t} \tag{3.20}
\end{equation*}
$$

where $r_{12}$ is the separation distance between the two bubbles (Fig. 3.4).

The secondary Bjerknes force exerted on bubble 1 (Fig. 3.5) is [64]:

$$
\begin{align*}
F_{\text {secondary }} & =-\left\langle V_{1} \nabla p_{12}\right\rangle \\
& =\left\langle V_{1} \frac{\rho}{r_{12}^{2}} \frac{d}{d t}\left(R_{2}^{2} \dot{R}_{2}\right)\right\rangle \\
& =\frac{\rho}{4 \pi r_{12}^{2}}\left\langle V_{1} \frac{d^{2} V_{2}}{d t^{2}}\right\rangle \tag{3.21}
\end{align*}
$$

where $V_{1}$ and $V_{2}$ are the volume of bubble 1 and 2 respectively.

Integrating the above equation over one driving cycle and using partial integration, the secondary Bjerknes force is given by:

$$
\begin{equation*}
F_{\text {secondary }}=-\frac{\rho}{4 \pi r_{12}^{2}}\left\langle\dot{V}_{1} \dot{V}_{2}\right\rangle \tag{3.22}
\end{equation*}
$$

### 3.4 Multi-bubble translation near a surface

In a more complicated system, a bubble's motion is also influenced by a nearby wall in addition to neighboring bubbles. To model this, the boundary can be replaced by an imaginary bubble on the other side of the wall (see Fig. 3.6). The imaginary bubble oscillates in phase with the original one at the same amplitude [142]. Similar to the previous multi-bubble case, the imaginary bubble exerts a secondary Bjerknes force on the target bubble and its influence can also be expressed with Eq.3.21. The forces relationship of a bubble (bubble 1) near a surface is demonstrated in Fig. 3.7.


Figure 3.6: A diagram of a bubble, its imaginary counterpart, and a neighboring bubble.

Due to the boundary layer condition near the wall surface, the flow velocity gradually drops to zero on a solid surface. When a bubble approaches a wall, it experiences the asymmetric flow field which generates a lift force on the bubble surface [143]. The lift force on a non-oscillating bubble moving next to a wall has been studied experimentally and theoretically [144-146]. It has been recognized that the wall induced lift force takes effect within a short range from the wall surface because it varies as a function of $\left(d_{\text {wall }} / R\right)$, where $d_{\text {wall }}$ is the separation distance between the bubble center and the surface. The lift force is negligible when $d_{\text {wall }} / R>10$ (assuming Reynolds number $R e<100$ )

At moderate Reynolds number $(R e<100)$, the lift force is given by [145]:


Figure 3.7: The relationship between different external forces on bubble 1 (Fig. 3.6) near a surface.

$$
\begin{align*}
F_{L} & =\frac{C_{L} \pi R^{2} \rho \dot{y}^{2}}{2} \\
C_{L} & =b^{2} C_{L 0}\left(r_{13} / 3 R\right)^{-2 \tanh (0.01 R e)}+\left(1-\exp \left(-0.22 R e^{0} .45\right)\right) C_{L \text { inf }} \\
b & =1+2 * \tanh \left(0.17 R e^{0} .4-0.12 R e^{0} .05\right) \\
C_{L 0} & =8.94 *(2 / 3)^{2}\left(r_{13} / 2 \dot{y} \rho / \mu\right)^{-2.09} \\
C_{L \text { inf }} & =-\frac{3}{8}\left(\frac{2 R}{r_{13}}\right)^{4} 1+\frac{1}{8}\left(\frac{2 R}{r_{13}}\right)^{3}+\frac{1}{6}\left(\frac{2 R}{r_{13}}\right)^{5}+O\left(\frac{2 R}{r_{13}}\right)^{1} 0 \tag{3.23}
\end{align*}
$$

where $R e=2 \dot{y} R \rho / \nu$.

Furthermore, in a multi-bubble environment, the bubble radial equation (Eq.3.13) needs to be expanded to include the influences from the nearby boundaries and neighboring bubbles. By incorporating Eq. 3.21 into the scattered pressure $\left(P_{s c}\right)$ in Eq.3.13 and neglecting coupling terms of higher orders, the oscillation of the $i$ th bubble is obtained:

$$
\begin{gather*}
\left(1-\frac{\dot{R}_{i}}{c}\right) R_{i} \ddot{R}_{i}+\left(\frac{3}{2}-\frac{\dot{R}_{i}}{2 c}\right) \dot{R}_{i}^{2}-\frac{1}{\rho}\left(1+\frac{\dot{R}_{i}}{c}\right) P_{s c}-\frac{R_{i}}{\rho c} \dot{P}_{s c}= \\
\frac{\dot{x}_{i}^{2}}{4}-\sum_{\substack{j=1 \\
j \neq i}}^{I} \frac{1}{r_{i j}}\left(2 \dot{R}_{j}^{2} R_{j}+R_{j}^{2} \ddot{R}_{j}\right)  \tag{3.24}\\
p_{s c}=\left(P_{0}+\frac{2 \sigma}{R_{i 0}}\right)\left(\frac{R_{i 0}}{R_{i}}\right)^{3 \gamma}-\frac{2 \sigma}{R_{i}}-\frac{4 \eta \dot{R}_{i}}{R_{i}}-P_{0}-P_{e x} \tag{3.25}
\end{gather*}
$$

where $R_{i 0}$ is the equilibrium radius of the $i$ th bubble and an ensemble of $I$ bubbles is considered. $r_{i j}$ is the distance between the center of the $i$ th and $j$ th bubbles.

The left terms of Eq.3.24 are the modified Keller-Miksis equation [68] for the $i$ th bubble. This modified Keller-Miksis equation is coupled to the velocity of the $i$ th bubble through the first term on the right, and to the pressure emitted or scattered by the neighboring bubbles through the second term on the right.

### 3.5 Summary

In this chapter, the theory of bubble translation in a liquid medium was revisited. Based on the Lagrangian formulism, a pair of bubble translation and radial oscillation equations are obtained. The bubble translation in a sound field is the outcome of the competition between different forces exerted on it. In a bulk medium, a bubble experiences the primary Bjerknes force, the buoyancy force, and the viscous drag forces. Additionally, the translation of a bubble is also linked to its oscillation through a coupled term which represents the time varying velocity. In a multi-bubble environment, besides the mentioned forces, the nearby boundaries and neighboring bubbles also exert secondary Bjerknes forces on the target bubble.

## Chapter 4

## Single bubble translation

The transportation of micro-bubbles to a contaminated substrate is important in ultrasonic cleaning. Most of the previous studies focused on the interaction between a surface and cavitation bubbles. Little attention has been given to understand the translation of moderately oscillating bubbles near a boundary. The influence of factors, such as external pressure amplitude, bubble size, and driving frequency etc, on the translation of micro-bubbles in a weak acoustic standing wave field is still unclear. In this chapter, the mechanism of single bubble translation in a weak acoustic standing wave field is explained based on the force balance model, and is examined experimentally with a high speed camera system. A good agreement is found between the observed bubble movement trajectories near a surface and the theoretical predictions.

### 4.1 Experimental configuration

To investigate the single bubble translation, three tools: a bubble generator, an acoustic standing wave generator, and an optical observation system were used in the experiment. A bubble generator which is based on the principle of electrolysis was used. A standing wave field was generated by a multi-layered structure and the characteristics of this field were simulated by the 1D model. Details of bubble translational and oscillatory motion were recorded by the optical observation system.

Using these three tools, the bubble trajectories within the test cell were determined. The bubble generator and acoustic standing wave generator were constructed at the Non-destructive testing group, Imperial College London. The optical observation system was kindly provided by the Christian Doppler Laboratory for Cavitation and Micro-Erosion at the Georg-August-Universität Göttingen, Germany. The same physical arrangement is also applied in chapter 5-6.

### 4.1.1 Bubble generator

Bubbles used in this study are generated by an electrolysis method. Two wires (tincoated copper) are connected to a DC power supply (TNG 35, Voltcraft, Germany) and the electrical potential is set to 5 V . The free ends of the wires are placed at $x=$ 3 mm (the origin of the coordinate system is set at the center of the transducer-water boundary as shown in Fig. 4.1). Hydrogen gas bubbles are generated at the tip of the negative electric wire and escape from there afterwards. The bubble diameter varies from $10 \mu \mathrm{~m}$ when there is no ultrasound, up to $200 \mu \mathrm{~m}$ when the ultrasound device is switched on. The large bubbles are the outcomes of bubble coalescence processes which are significantly enhanced in the presence of ultrasound.

### 4.1.2 Acoustic standing wave generator

The detail of the acoustic standing wave generator is given in chapter 2 section 2.2. To clearly illustrate the bubble transport mechanism, it is favorable to design a simple standing wave field with one pressure node and one pressure anti-node along the axial direction in a liquid medium (matching layer) and with little variations in the radial direction. Within this acoustic field, the bubble migrating direction can be easily categorized either towards the pressure node or pressure anti-node based on bubble size and acoustic pressure amplitude. The bubble generator produces bubbles of about $100 \mu \mathrm{~m}$ (radius) indicating resonance frequencies of about 30 kHz . Therefore, in order to ensure operation above the resonance frequencies of the bubbles, a driving frequency of 108 kHz was designed.

A schematic diagram of the setup is shown in Fig. 4.1. A continuous sinusoidal


Figure 4.1: A schematic diagram of the acoustic standing wave generator.
wave is transmitted from a waveform generator (AFG 3021, Tektronix, USA) to a transducer via an amplifier (HSA 4101, NF corporation, Japan). The input signal is monitored by an oscilloscope (TDS 220, Tektronix, USA). A standing wave is established in the stack along the $x$ axis and has negligible variations in the $y$ and $z$ directions (see chapter 2 section 2.2 for more details). The origin of the coordinates is set at the center of the transducer-water boundary $(x=0, y=0, z=0)$. A water layer constrained within a brass chamber is placed between the transducer and a glass plate (from $x=0$ to 5 mm ). To allow light to pass through the water layer for optical observations, two glass windows are fit on the sides of the brass chamber. Bubbles escape from the wire connected to the negative port of the DC power supply and migrate in the water medium. The wires connected to the DC power supply are positioned at $\mathrm{x}=3 \mathrm{~mm}$.

### 4.1.3 Optical observation system

A high speed camera (FastCam SA5, Photron, USA) was used to investigate the bubble trajectory and oscillatory motion. The maximum frame rate of the camera


Figure 4.2: A schematic diagram of the optical observation system.
is 1 Mega frames/s and is therefore suitable for analyzing bubble motion in pressure fields oscillating at hundreds of kilo-Hertz. Fig. 4.2 shows the schematic diagram of the measurement setup. A backing light source is positioned opposite to the high speed camera with the standing wave generator in the middle. A viewing window of 3.9 mm by 3.8 mm is chosen to cover the glass plate and the bubble injection point at the same time. Recorded videos are transmitted back to a computer and are analyzed by an object tracking program written in Matlab (Mathworks Inc, USA). In the Matlab program, the center of a bubble is tracked in each frame and a plot of the bubble center positions with respect to time is obtained. The dimensions of objects in a video are calibrated with a standard $300 \mu \mathrm{~m}$ width stick.

### 4.2 Results

In this section, the experimental results of single bubble translation in an acoustic standing wave field are presented. The values of the physical parameters used in
this study are $f=108 \mathrm{kHz}, \rho=1000 \mathrm{~kg} / m^{3}, P_{0}=101.3 \mathrm{kPa}, c=1480 \mathrm{~m} / \mathrm{s}, \sigma$ $=0.072 \mathrm{~N} / \mathrm{m}, \gamma=1, \eta=0.001 \mathrm{~Pa}^{*} \mathrm{~s}$. Since the investigation of bubble trajectory only requires the recording of bubble motion as a whole rather than observing the oscillation of every driving cycle, a frame rate of 10000 frames $/ \mathrm{s}$ was used and was verified to be suitable for this case.

### 4.2.1 Acoustic standing wave field

The 1D model was used to predict the pressure distribution in the $x$ axis direction of a multi-layered structure with an additional glass plate at the end. A typical result calculated from Eq.2.1-2.8 at 108 kHz is shown in Fig. 4.3. The input signal amplitude is 2 V (peak). A minimum pressure amplitude ( 1.2 kPa ) and a maximum pressure amplitude ( 11.4 kPa ) in the water layer are seen at the $x=5 \mathrm{~mm}$ and $x$ $=2 \mathrm{~mm}$ respectively. Based on the previous discussion, bubbles are anticipated to migrate from the initial injection point $(x=3 \mathrm{~mm})$ to the glass plate $(x=5 \mathrm{~mm})$ if the bubble sizes are larger than their resonance sizes. On the other hand, smaller bubbles move towards the pressure anti-node $(x=2 \mathrm{~mm})$ instead. Based on Eq.6.2, the bubble resonance frequency as a function of bubble radius is displayed in Fig. 4.4. At 108 kHz , the bubble resonance radius is $30 \mu \mathrm{~m}$. The theory predicts that bubbles of radii larger than $30 \mu \mathrm{~m}$ should move towards the pressure node located at $x=5$ mm and bubbles smaller than this resonance size should move towards the pressure anti-node at $x=2 \mathrm{~mm}$.

### 4.2.2 Bubble trajectory in the water layer

The trajectory of a bubble moving from the injection point towards the glass plate is shown in Fig. 4.5. The radius of the bubble was $100 \mu \mathrm{~m}$ and the driving pressure amplitude was 9.6 kPa .

Initially, a bubble is generated at the bubble injection point at 0 ms . After that, the bubble starts to escape from the bubble injection point and moves towards the glass plate. However, the bubble trajectory is not a perfect straight line but a curved one. At 164 ms , the angle between the bubble trajectory line and the glass plate


Figure 4.3: A simulated pressure distribution of the multi-layered structure (with the glass layer) at 108 kHz for input signal of 2 V .


Figure 4.4: The relationship between bubble resonance frequency and bubble radius. Bubble radius ranges from $10 \mu \mathrm{~m}$ to $300 \mu \mathrm{~m}$.
is smaller than that at 72 ms , while larger than that at 253 ms . The smaller the distance between the bubble and the glass plate, the smaller the angle between the bubble trajectory and the glass plate.


Figure 4.5: Four photo images of an experimental video result. The trajectory of a bubble moving from the injection point towards the glass plate at 108 kHz . The bubble radius is $100 \mu \mathrm{~m}$ and the pressure amplitude is 9.6 kPa . A scale bar indicating a $500 \mu \mathrm{~m}$ length in the images is displayed. (a) at 0 ms ; (b) 72 ms ; (c) 164 ms ; (d) 253 ms .

### 4.3 Discussion of the experimental results

## Large bubbles

Simulated trajectories are compared with the experimentally obtained ones (square dotted line) in Fig. 4.6. It may be argued that it would be elegant to show several repeatable test results rather than one trajectory for each pressure amplitude. However, the bubble size varies each time due to the coalescence of bubbles at the





Figure 4.6: Bubble trajectories at different pressure amplitudes and the influences of pressure amplitude and bubble size on the bubble trajectory. (a1) for a large bubble (bubble radius $=100 \mu \mathrm{~m}$ ), the pressure amplitudes applied are $11.52 \mathrm{kPa}(---), 9.6 \mathrm{kPa}$ $(-), 8.64 \mathrm{kPa}(--), 7.68 \mathrm{kPa}(-\cdot-)$, and 9.6 kPa for the experimental result ( $\mathbf{\square}$ ); (a2) at 9.6 kPa , bubble radii are $130 \mu \mathrm{~m}(-\cdots-), 100 \mu \mathrm{~m}(-), 70 \mu \mathrm{~m}(\cdots)$, and $100 \mu \mathrm{~m}$ for the experimental result (■); (b1) for a large bubble (bubble radius $=167 \mu \mathrm{~m}$ ), the pressure amplitudes applied are $23.04 \mathrm{kPa}(---), 19.2 \mathrm{kPa}(-), 17.28 \mathrm{kPa}(--), 15.36 \mathrm{kPa}(-\cdot-)$, and 19.2 kPa for the experimental result ( $\mathbf{( )}$ ); (b2) at 19.2 kPa , bubble radii are $200 \mu \mathrm{~m}$ $(-\cdots-), 167 \mu \mathrm{~m}(-), 140 \mu \mathrm{~m}(\cdots)$, and $167 \mu \mathrm{~m}$ for the experimental result (■); (c1) for a large bubble (bubble radius $=217 \mu \mathrm{~m}$ ), the pressure amplitudes applied are $34.56 \mathrm{kPa}(-$ $--), 28.8 \mathrm{kPa}(-), 25.92 \mathrm{kPa}(--), 23.04 \mathrm{kPa}(-\cdot-)$, and 28.8 kPa for the experimental result (■); (c2) at 28.8 kPa , bubble radii are $280 \mu \mathrm{~m}(-\cdot-), 217 \mu \mathrm{~m}(-), 160 \mu \mathrm{~m}(\cdots)$, and $217 \mu \mathrm{~m}$ for the experimental result (■). Driving frequency $=108 \mathrm{kHz}$.
injection point. It is impossible to repeatedly generate bubbles of exactly the same size every time with the present setup. Therefore, bubbles used in each experiment are different but one can still predict the bubble motion based on these results.

To illustrate the influence of pressure amplitude on the bubble trajectory, four simulated trajectories, for example, at $11.52 \mathrm{kPa}, 9.6 \mathrm{kPa}, 8.64 \mathrm{kPa}$ and 7.68 kPa , are shown in Fig. 4.6 (a1). Increased pressure amplitudes force the bubble to move at a faster speed towards the glass plate before finally hitting it and lower the height of the bubble-glass contact point. Fig. 4.6 (a1) shows that at $x=4 \mathrm{~mm}$ the height of the bubble trajectory can be lowered from 2.71 mm down to about 1 mm when the pressure is increased from 7.68 kPa up to 11.52 kPa . A similar trend is also observed in Fig. 4.6 (b1) and (c1) for bubbles of radii of $167 \mu \mathrm{~m}$ and $217 \mu \mathrm{~m}$ respectively.

It is arguable that the drag force used in the present study may be different from the experiment and therefore contributes to the discrepancy between the bubble moving trajectories predicted by the theory and that of the test. The drag forces in Eq.3.17 and 3.18 are valid for estimating the dissipative force in the asymptotic limit of high Reynolds numbers. Mei et al [140] proposed an empirical drag law that matches the asymptotic limits of high and low Reynolds numbers. It was found that the use of Mei's drag law can hardly change the bubble moving trajectories but is able to shorten the time for the bubbles to move from the injection point to the target. The traveling time obtained from the test, for example, for the bubble of radius of $167 \mu \mathrm{~m}$ and driven at 19.2 kPa , is about 100 ms , which is closer to the result ( 90 ms ) predicted by Levich's drag law [94] than that obtained from Mei's empirical equation ( 50 ms ). The Levich's drag force is therefore used for all the calculations in this paper. Furthermore, as the bubble traveling time is sensitive to the changes of drag force, this test cell could be used for testing the effects of drag force on the bubble motion. However, the discussion of that topic is beyond the scope of the present study and more investigations could be carried out in the future.



Figure 4.7: A sample trajectory of bubble in Fig. 4.6 (b1) in the x and y axes. The time step is $10 \mu \mathrm{~s}$.


Figure 4.8: The relationship between primary Bjerknes force (-), secondary Bjerknes force $(\cdots)$, and lift force $(---)$ of bubble in Fig. 4.6 (b1).

The influence of wall on the bubble translation is also considered here. A sample trajectory of bubble in Fig. 4.6 (b1)is shown in Fig. 4.7. Besides the primary Bjerknes force, the nearby wall can exert secondary Bjerknes force and lift force on the
bubble. The relationship between these three forces with respect to $x$ axis is shown in Fig. 4.8. It can be seen from Fig. 4.8 that the primary Bjerknes force outweigh the other two forces during the bubble's translation. This is because the secondary Bjerknes force is directly related to the bubble volume change rate $\left(\frac{d V}{d t}\right)$ which is reduced at the glass surface (minimum pressure amplitude as seen in Fig. 4.3), while the lift force takes effect within a short range from the glass surface. So, their influences on the bubble translation are neglected here.

It should be noted here that the discrepancy between the experimental result and the predicated one, for example, at 9.6 kPa , may result from the viscous drag force. The main factors that influence the single bubble translation is the primary Bjerknes force and viscous drag force. As pointed out by Magnaudet and Legendre [141] that the radial pulsation increases the drag force on a bubble at moderate Reynolds number. For bubbles shown in Fig. 4.6, they are not only oscillating but also translating near a surface. The additional translation is hypothesised to increase even more drag force on the bubbles, and hence, may contribute to the discrepancy between the theory and test in Fig. 4.6. However, no current theory has included the bubble translation and oscillation at the same time in the derivation of drag force. This topic could be investigated in the future to quantify the influence of drag force on the bubble translation.

Another factor that may contribute to the observed discrepancy is hypothesized to result from the deviations of pressure amplitude calibration for the present rig. The driving frequency used here is close to the lower cutoff frequency of the hydrophone. That means the sensitivity of the hydrophone around this driving frequency is lower than that within the higher frequency range. Therefore, the measured pressure amplitude may deviate from its actual value. It can be seen from Fig. 4.6 (a1) that a predicted trajectory can be perfectly matched with the experimental result by lowering the predicted pressure by $10 \%$, from 9.6 kPa to 8.64 kPa in this case. Similar effects can also be seen in Fig. 4.6 (b1, c1) where the experimental results are well predicted by trajectories at $10 \%$ lower pressure amplitude than the calibrated one.

As the bubble trajectory not only depends on the pressure amplitude in the water but also on the bubble size, the influence of bubble size on the bubble trajectory are
shown in Fig. 4.6 (a2, b2, c2). It can be seen from Fig. 4.6 (a2), for example, that increasing bubble radius at a fixed pressure amplitude ( 9.6 kPa ) from $70 \mu \mathrm{~m}$ up to $130 \mu \mathrm{~m}$ results in the increase of the height of bubble trajectory at $x=4 \mathrm{~mm}$ from 0.42 mm to 3 mm . The original experimental result and the simulated one (for the bubble of radius of $100 \mu \mathrm{~m}$ ) are also shown in the same plot for comparison.

## Small bubbles

Bubbles of size smaller than their resonance size, on the other hand, are forced to move towards the pressure anti-node. Fig. 4.9 (a1), for example, shows that a bubble of radius of about $20 \mu \mathrm{~m}$ was forced to move from the injection point to the pressure anti-node at 12.8 kPa . Good agreement is also found here in Fig. 4.9 (a1) between the experimental result (square dotted line) and simulated one (solid line). The discrepancies between the theoretical predictions and experimental results can be attributed to the possible deviations in the measurement of pressure profile by the hydrophone and in the calibration of bubble size in the test. Similar to the large bubble case, the influences of pressure amplitude and bubble size on the bubble trajectory are shown in Fig. 4.9. On the one hand, the bubble trajectories are almost the same, for example, when the pressure amplitude is increased from 10.24 kPa to 15.36 kPa as shown in Fig. 4.9 (a1). On the other hand, varying bubble radius from $5 \mu \mathrm{~m}$ up to $20 \mu \mathrm{~m}$ at 12.8 kPa (Fig. 4.9 (a2)) also has limited effects on the bubble trajectories.

Moreover, it has been observed that the small bubble trajectory is not constant especially when the coalescence of small bubbles occurs along the journey. Small bubbles can combine with others and start to migrate towards the glass plate instead of the pressure anti-node when the size of the newly formed large bubble becomes large enough. As seen in Fig. 4.10, a bubble of initial radius of $17 \mu \mathrm{~m}$ moves towards the pressure anti-node before merging with another bubble to generate a new large one (bubble radius $=38 \mu \mathrm{~m}$ ). The new bubble immediately reverses its moving direction and starts to travel towards the glass plate. The input pressure amplitude is 4.8 kPa . Previous studies [43, 61] have shown that the change of small bubble trajectory is due to the fact that the Bjerknes force changes its sign when the bubble size is larger than its resonance size. Coalescence processes, however, are





Figure 4.9: Bubble trajectories at different pressure amplitudes and the influences of pressure amplitude and bubble size on the bubble trajectory. (a1) for a small bubble (bubble radius $=20 \mu \mathrm{~m}$ ), the pressure amplitudes applied are $15.36 \mathrm{kPa}(---), 12.8 \mathrm{kPa}$ $(-), 11.52 \mathrm{kPa}(--), 10.24 \mathrm{kPa}(-\cdot-)$, and 12.8 kPa for the experimental result ( $\mathbf{\square}$ ); (a2) at 12.8 kPa , bubble radii are $20 \mu \mathrm{~m}(-\cdots-), 10 \mu \mathrm{~m}(-), 5 \mu \mathrm{~m}(\cdots)$, and $20 \mu \mathrm{~m}$ for the experimental result (■); (b1) for a small bubble (bubble radius $=20 \mu \mathrm{~m}$ ), the pressure amplitudes applied are $23.04 \mathrm{kPa}(---), 19.2 \mathrm{kPa}(-), 17.28 \mathrm{kPa}(--) 15.36 \mathrm{kPa}(-\cdot-)$, and 19.2 kPa for the experimental result ( $\mathbf{(})$; (b2) at 19.2 kPa , bubble radii are $20 \mu \mathrm{~m}$ $(-\cdots-), 10 \mu \mathrm{~m}(-), 5 \mu \mathrm{~m}(\cdots)$, and $20 \mu \mathrm{~m}$ for the experimental result ( $\mathbf{\square}$ ); (c1) for a small bubble (bubble radius $=20 \mu \mathrm{~m}$ ), the pressure amplitudes applied are $26.88 \mathrm{kPa}(---)$, $22.4 \mathrm{kPa}(-), 20.16 \mathrm{kPa}(--), 17.92 \mathrm{kPa}(-\cdot-)$, and 22.4 kPa for the experimental result (■); (c2) at 22.4 kPa , bubble radii are $20 \mu \mathrm{~m}(-\cdot-), 10 \mu \mathrm{~m}(-), 5 \mu \mathrm{~m}(\cdots)$, and $20 \mu \mathrm{~m}$ for the experimental result (■). Driving frequency $=108 \mathrm{kHz}$.
not included in the bubble behavior simulations.


Figure 4.10: A small bubble changed its migrating direction after merging with another bubble at 108 kHz . Input pressure amplitude is 4.8 kPa . A scale bar indicating a 500 $\mu \mathrm{m}$ length in the images is displayed. (a) 0 ms ; (b) 33 ms ; (c) 53 ms ; (d) 95 ms ; (e) 159 ms ; (f) 259 ms .

### 4.4 Conclusion

This chapter discussed the mechanism of single bubble transportation in a weak acoustic standing wave field. The designed test cell, which creates a one-dimensional uniform pressure field across the cross section of the whole stack, is ideal for testing the effects of an acoustic field on the bubble motion, which can be manipulated in a very controlled manner since the pressure field can be accurately predicted by a 1D matrix model.

As the pressure field within the test cell can be accurately quantified, it was possible to use the test cell to test the theory of bubble motion (e.g modified Keller-Miksis equation and Newton's second law) and predict the influence of factors, such as different pressure amplitudes or different bubble sizes, on the bubble translational
trajectory. Good agreement was found between the theory and the experiment. It was observed, on the one hand, that the trajectories of bubbles driven above resonance were strongly influenced by the pressure amplitude and bubble size. Both an increase of pressure amplitude and a decrease of bubble size forced the bubbles to arrive at the target plate at lower heights. On the other hand, the trajectories of bubbles driven below resonance stayed constant and only little differences of the bubble trajectories were found as a function of pressure amplitude or bubble size. Moreover, as the traveling time of bubbles moving from the injection point to the target plate is sensitive to the changes of drag force, it is possible to use the test cell to quantify the drag force and study its effects on the bubble motion. This was only illustrated in this chapter but could be comprehensively studied in the future.

## Chapter 5

## Multi-bubble translation

In real life ultrasonic cleaning process, a large quantity of micro-bubbles need to be transported to a contaminated surface. Previous works, however, mainly focused on the single bubble translation case. In the multi-bubble transportation, neighboring bubbles interact with each other during their translations. The complicated bubblebubble interactions make it difficult to understand the multi-bubble translation in an acoustic standing wave field. The mechanism of multi-bubble translation is still unknown. Therefore, this chapter discusses the multi-bubble transportation near a surface, and establishes a model which explains the multi-bubble translation by expressing the balance between Bjerknes forces and hydrodynamic forces on a bubble in a liquid medium. The observed bubble movement trajectories are quantitatively in good agreement with the theoretical predictions.

### 5.1 Experimental configuration

An improved test rig was designed for the multi-bubble translation study. The main parts of the resonator were a liquid (deionized water) cube held in a brass block (Length * Width * Thickness $=10 \mathrm{~mm}$ by 10 mm by 8 mm ) and a round transducer with diameter of 10 mm (Fig. 5.1). The origin of the coordinate system ( $x=0 \mathrm{~mm}$, $y=0 \mathrm{~mm}, z=0 \mathrm{~mm}$ ) was set at the center of the transducer-liquid interface. In order to make it possible to optically observe the inside of the cell, the cross section
of the water layer was chosen as a square shape ( 10 mm by 10 mm ) and two glass windows were fitted on both sides of the liquid medium. Since the aim of the present work is to investigate the bubble behavior near a surface, a round borosilicate glass plate (glass 1) of 0.1 mm thickness (VWR, UK) was placed at $x=4 \mathrm{~mm}$ as the target surface and another glass plate (glass 2 at $x=8 \mathrm{~mm}$ ) was used to confine the liquid within the structure. The transducer was fabricated out of a lead zirconate titanate (PZT) disk (PCM 51, EP Electronic Components Ltd, UK), a backing brass bar, a front brass bar with thickness of $4 \mathrm{~mm}, 13 \mathrm{~mm}$ and 15 mm respectively.

An electrolysis method was used to generate bubbles of radii ranging from 10 to 50 $\mu \mathrm{m}$. Two wires (tin-coated copper) were connected to a DC power supply (TNG 35 , Voltcraft, Germany) and the electrical potential was set to 5 V . The free ends of the wires were placed at $\mathrm{x}=5 \mathrm{~mm}$ as shown in Fig. 5.1. It was found that when the sound field was switched off, bubbles could freely float away from the tip of the tin-coated copper wire and form a chain of bubbles. However, in the presence of an acoustic field, the bubbles accumulate at the wire tip. To prevent the coalescence of bubbles, the bubbles used in the experiments were generated before the sound field was on.

The bubble motion was recorded by a high speed camera (FastCam SA5, Photron, USA) at a frame rate of 100,000 frames $/$ second. A viewing window with size of 3 mm by 1.8 mm was chosen to cover the cross section of glass $1(x=4 \mathrm{~mm})$ and the bubble injection point $(x=5 \mathrm{~mm})$ at the same time. The recorded bubble translation as a function of time was analyzed by an object tracking algorithm written in Matlab (Mathworks Inc, USA). The dimensions of objects in a video were calibrated with a standard $300 \mu \mathrm{~m}$ width stick.

### 5.2 Results

### 5.2.1 The acoustic standing wave field

It has been shown in the previous chapter that the one-dimensional equivalent electrical network of a transducer (1D model) is suitable for quantifying the pressure


Figure 5.1: A schematic diagram of the multi-layered resonator for multi-bubble transport.


Figure 5.2: A simulated pressure distribution in the water layer with glass 1 at 46.8 kHz for input amplitude of 4 V . The position of glass 1 is indicated by the dashed square and the bubble injection point is shown by the dotted line.
distribution of the present resonator. A simulated pressure distribution of the water layer with glass 1 at 46.8 kHz is displayed in Fig. 5.2 for input signal amplitude of 4 V (peak). It can be seen from Fig. 5.2 that a calculated maximum pressure amplitude of 11.5 kPa is located at the origin of the coordinate system $(x=0 \mathrm{~mm}$ in Fig. 5.1) and the pressure amplitude gradually drops to a minimum at the boundary between the water layer and glass $2(x=8 \mathrm{~mm})$ as indicated in Fig. 5.2.

Since the thickness of glass 1 in Fig. 5.2 is much smaller than the acoustic wavelength here, little energy is reflected back from the glass surface. The glass plate can then be treated as acoustically transparent. On the other hand, the existence of glass 1 imposes a physical barrier in the liquid. The normal liquid velocity (it is important to note that the mean flow velocity is meant here and not the acoustic particle velocity) on the glass surface is constrained to be zero in this case. To fulfil the zero mean normal flow velocity condition on the glass surface, an imaginary bubble is introduced on the other side of the glass plate to replace it [142]. The previous bubble-wall system is now converted to a bubble-bubble system without the wall. Let us suppose a bubble approaches a wall in the absence of ultrasound. Due to the no-slip boundary condition, the flow field around the bubble is the superposition of the field of a free oscillating bubble and that produced by a mirror bubble [143]. In the presence of a sound field, the flow field near the wall is the combination of the field that is generated by the real bubble's translation and oscillation. To achieve the normal zero flow velocity on the wall surface, the mirror bubble needs to oscillate correspondingly. The mirror bubble here is inserted into the model to account for the low frequency mean flow boundary condition that the thin plate introduces to the system (as is done in the fluid mechanics literature. see [142]). The presence of the thin plate alters the flow field around the bubble, which will influence the forces that are acting on the bubble. The introduction of the mirror bubble allows the correct modelling of the flow field around the bubble and it is hypothesised that the resulting forces due to the flow field (near the interface) on the bubble can be modelled by a bubble-bubble interaction similar to that which is used when calculating Bjerknes forces for bubble-bubble interactions in the bulk. This is what was modelled here and the experimental results show reasonably good agreement with this approach as there is obviously a large force acting on the bubble that attracts the bubble onto the plate surface.

At this point, it is important to point out that this might seem contradictory to the explanation of a Bjerknes force acting between a bubble and itself near a perfectly acoustically reflecting boundary (where it is argued that the pressure field that the bubble emits reflects from the interface and interacts with the bubble itself to produce the Bjerknes force). Since in our case the thin plate does not reflect the acoustic pressure it would be inconsistent to argue that a Bjerknes force acts between the bubble and its image, since the thin plate does not reflect the acoustic energy. However, it is argued here that the force that the bubble sees is an effect due to the distorted fluid flow field around the bubble (that is caused by the thin plate) and the introduction of the mirror bubble and its 'Bjerknes' force is only used as a means to describe this effect. An in depth proof of this is beyond the scope of this thesis, it is most likely that both of these assumptions are too simplistic and the truth lies somewhere in between, especially when considering that in real life the plate is elastic and can deform. However experimental results show that a strong force acts on the bubble near the interface and the Bjerknes force calculation of the bubble with its mirror seems to obtain the right order of magnitude of the force.

It is worth mentioning here that the resonance frequency of a bubble attached to a wall is different from that in a free space as presented by Eq. 6.2. The influence of a wall on the bubble resonance frequency, however, is directly related to the separation distance between the bubble and the wall. For a bubble oscillating near a surface, its angular resonance frequency $\left(\omega_{\text {wall }}\right)$ is related to the free resonance frequency $\left(\omega_{0}\right)$ by $\omega_{\text {wall }} \sim \omega_{0} / \sqrt{1+2 R_{0} / d_{w}}$, where $d_{w}$ is the separation distance from the wall [147, 148]. The initial separation distances as shown in the present study were at least ten times larger than the bubble diameter which means the $\omega_{\text {wall }}$ would be approximately equal to its free space resonance. Moreover, the bubbles were driven well below their resonance frequencies and their sizes were considered to be relatively small. Thus, the bubbles were anticipated to translate towards the glass 1 from the bubble injection point at $x=5 \mathrm{~mm}$.

### 5.2.2 Bubble translation in the acoustic standing wave field

The translations of several bubbles moving from the bubble injection point towards glass 1 (Fig. 5.1) are displayed in Fig. 5.3 at a pressure amplitude of 11.5 kPa . The


Figure 5.3: Selected frames from a video showing the translations of several bubbles from the injection point to glass 1 at (a) 0 ms ; (b) 20 ms ; (c) 40 ms ; (d) 60 ms ; (e) 100 ms ; (f) 200 ms ; (g) 300 ms ; (h) 400 ms ; (i) 500 ms . The pressure amplitude is 11.5 kPa .
radius of bubble 1 in Fig. 5.3 is $42 \mu \mathrm{~m}$, and the radii of the other bubbles are around $13 \mu \mathrm{~m}$.

Initially, bubble 1 (labelled in Fig. 5.3 (a)) moves towards glass 1 at a faster speed than bubbles $2-14$. After 60 ms , bubble 1 firstly arrives on glass 1 , while the following bubbles $2-14$ are moving on trajectories towards glass 1 and starting to form an arrow shape in the liquid medium. Bubble 3 and 4 are the first two to merge with bubble 1 at 400 ms followed by bubbles $5,2,6$, and 7 sequentially.

### 5.3 Discussion of the experimental results

The translation of a bubble in a liquid medium is the outcome of the competition of different external forces. The bubble motion is sensitive to the changes of surrounding environment, such as the presence of neighboring bubbles and boundary
surfaces. In this section, the translations of bubbles are investigated by analyzing the relationship between acoustic and hydrodynamic forces exerted on the bubbles. All the bubble translations shown in Fig. 5.3 were studied and bubbles 1, 3, 5, and 7 are chosen here to illustrate the force relationship. The influence of bubble size and pressure amplitude on the bubble translation is also explored.

### 5.3.1 The translation of bubble 1

Recalling the force analysis in section 3.4, the translation of bubble 1 can be examined in the $x$ and $y$ axes respectively and the relationship of several main external forces in the $x$ axis is shown in Fig. 5.4 (e).


Figure 5.4: The translation of bubble 1 at 46.8 kHz (a) bubble trajectory, experimental result $\cdots$, theoretical prediction -; (b) velocity in the x axis, experimental result $\cdots$, theoretical prediction -; (c) velocity in the y axis, experimental result $\cdots$, theoretical prediction -; (d) total velocity, experimental result $\cdots$, theoretical prediction -; (e) relationship between different forces, primary Bjerknes force -, secondary Bjerknes force from glass 1 --, secondary Bjerknes force from glass $2-\cdots-$, secondary Bjerknes force from bubble 2 $-\cdot-$. The pressure amplitude was 11.5 kPa .

In the $x$ axis, after the ultrasound is switched on, bubble 1 is mainly controlled by the primary Bjerknes force and starts to move in the direction towards glass 1 from the bubble injection point. It can be seen from Fig. 5.4 (b) that the velocity of bubble 1 in the experiment suddenly rises from 0 to $16 \mathrm{~mm} / \mathrm{s}$ and then maintains the speed until arriving at $x=4.4 \mathrm{~mm}$. After that, the secondary Bjerknes force from glass 1 grows stronger and starts to outweigh the primary Bjerknes force. The secondary Bjerknes force from glass 2 and a nearby bubble 2 can be neglected at this stage. The velocity of bubble 1 surges up from $20 \mathrm{~mm} / \mathrm{s}$ at $x=4.4 \mathrm{~mm}$ to $207 \mathrm{~mm} / \mathrm{s}$ at $x=4.07 \mathrm{~mm}$. Good agreement is found between the experiment and theoretical prediction of the x axis velocity of bubble 1 .

In the $y$ axis, it is anticipated that the buoyancy force is stronger than the drag force at the beginning, but later on a balance is reached between the two forces. From the theory, bubble 1 is expected to move at a steady speed of $15 \mathrm{~mm} / \mathrm{s}$ after taking off from the bubble injection point. However, in the experiment, the velocity of bubble 1 witnesses a rise from $0 \mathrm{~mm} / \mathrm{s}$ at $y=0.16 \mathrm{~mm}$ to $20 \mathrm{~mm} / \mathrm{s}$ at $y=0.18$ mm followed by a gradual drop to $6 \mathrm{~mm} / \mathrm{s}$ at $y=0.89 \mathrm{~mm}$. From the point of view of force, it is possible that the primary Bjerknes force on bubble 1 is weaker than expected since the standing wave field has not been fully established at the moment when the sound field is switched on. In the later phase, especially when bubble 1 is moving close to glass 1, the full strength primary Bjerknes force and the attractive force from glass 1 greatly accelerate the bubble motion in the $x$ axis which in turn shortens the traveling distance in the $y$ axis over the same period. The velocity in the $y$ axis, therefore, is decreasing when bubble 1 is approaching glass 1 . This effect can also be seen in the time lag of the traveling time between theory and experiment (Fig. 5.4 (d)). In the experiment, the time for bubble 1 to move from the bubble injection point to glass 1 is 60 ms which is longer than the 52 ms from the theory due to the insufficient primary Bjerknes force experienced by bubble 1 at the beginning.

### 5.3.2 The translations of bubbles 3,5 , and 7

It can be seen from Fig. 5.3 that bubbles $2-14$ move at a much slower speed than bubble 1 and their translations behave in a different manner. To explain such behavior, bubbles 3,5 , and 7 are chosen here as the example bubbles because they
represent the typical translational behavior experienced by all other bubbles.


Figure 5.5: The translation of bubble 3 at 46.8 kHz (a) bubble trajectory, experimental result $\cdots$, theoretical prediction $-;(b)$ velocity in the x axis, experimental result $\cdots$, theoretical prediction - (c) velocity in the y axis, experimental result $\cdots$, theoretical prediction - ; (d) total velocity, experimental result $\cdots$, theoretical prediction -; (e) relationship between different forces, primary Bjerknes force -, secondary Bjerknes force from glass 1 -- , secondary Bjerknes force from glass $2-\cdots$, secondary Bjerknes force from bubble 2 $-\cdot-$. The pressure amplitude was 11.5 kPa .

By decomposing the external forces into the $x$ axis force and $y$ axis force, one can study the bubble translation using the same procedure as for bubble 1. Initially, the motion of bubble 3 in the $x$ axis, for example, is mainly controlled by the secondary Bjerknes force from bubble 1. When bubble 1 and 3 are still close to each other, this secondary Bjerknes force is stronger than the primary Bjerknes force and results in a surge in velocity in the $x$ axis (Fig. 5.5 (b)). As bubble 1 is moving at a faster speed towards glass 1, the distance between bubble 3 and 1 grows to the extent that such bubble-bubble interaction is weaker than the primary Bjerknes force. The predicted velocity in the $x$ axis, therefore, decreases from $20 \mathrm{~mm} / \mathrm{s}$ at $x=5.25 \mathrm{~mm}$


Figure 5.6: The translation of bubble 5 at 46.8 kHz (a) bubble trajectory, experimental result $\cdots$, theoretical prediction -; (b) velocity in the x axis, experimental result $\cdots$, theoretical prediction -; (c) velocity in the y axis, experimental result $\cdots$, theoretical prediction -; (d) total velocity, experimental result $\cdots$, theoretical prediction -; (e) relationship between different forces, primary Bjerknes force -, secondary Bjerknes force from glass 1 --, secondary Bjerknes force from glass $2-\cdot-$, secondary Bjerknes force from bubble 2 -.-- The pressure amplitude was 11.5 kPa .


Figure 5.7: The translation of bubble 7 at 46.8 kHz (a) bubble trajectory, experimental result $\cdots$, theoretical prediction - ( $b$ ) velocity in the x axis, experimental result $\cdots$, theoretical prediction - (c) velocity in the y axis, experimental result $\cdots$, theoretical prediction - ; (d) total velocity, experimental result $\cdots$, theoretical prediction -; (e) relationship between different forces, primary Bjerknes force -, secondary Bjerknes force from glass $1-$ - , secondary Bjerknes force from glass $2-\cdots$, secondary Bjerknes force from bubble 2 $-\cdot-$. The pressure amplitude was 11.5 kPa .
to $4 \mathrm{~mm} / \mathrm{s}$ at $x=5 \mathrm{~mm}$, while in the experiment the change of velocity over the same period is smaller than the expectation but is still noticeable. From Fig. 5.5 (a), it can be seen that the predicted trajectory of bubble 3 between $x=5.25$ to 5 mm also deviates from the experimental result. As discussed in the bubble 1 case, at the beginning of the experiment, the standing wave field in the experiment is weaker than the theoretical prediction which forces bubble 1 to move away from the anticipated trajectory. The trajectory of bubble 3 is consequently changed because the secondary Bjerknes force between bubble 1 and 3 dominates the translation of bubble 3 over that period. However, the shape of the velocity profile between $x=$ 5.25 to 5 mm in the experiment is still consistent with that of the theory.

After the arrival of bubble 1 on to glass 1 , the primary Bjerknes force and the secondary Bjerknes force from bubble 1 become the major factors that control the translation of bubble 3 . The velocity of bubble 3 in the $x$ axis between $x=5 \mathrm{~mm}$ and $x=4.5 \mathrm{~mm}$ is around $3 \mathrm{~mm} / \mathrm{s}$. When the distance between bubble 3 and bubble 1 decreases, the secondary Bjerknes force from bubble 1 is again dominating the motion of bubble 3 in the $x$ axis. Moreover, within the near field of bubble 1, the secondary Bjerknes force from glass 1 becomes stronger than the primary Bjerknes force and contributes to the boost of velocity along with the interaction force between bubble 1 and 3 . The velocity of bubble 3 jumps from $3 \mathrm{~mm} / \mathrm{s}$ at $x=4.5 \mathrm{~mm} / \mathrm{s}$ to $90 \mathrm{~mm} / \mathrm{s}$ at $x=4.18 \mathrm{~mm}$, which is close to the predicted $112 \mathrm{~mm} / \mathrm{s}$.

In the $y$ axis, initially, bubble 3 is lifted by the attractive force from bubble 1 and the buoyancy force. As bubble 1 is moving away at a faster speed, the bubble 1 and 3 interaction diminishes as a function of time and the $y$ axis velocity of bubble 3 remains at $3 \mathrm{~mm} / \mathrm{s}$ between $y=0.17$ and 0.7 mm in Fig. 5.5 (c). After that, the attractive force from bubble 1 significantly accelerates the velocity when bubble 3 approaches bubble 1. A $94 \mathrm{~mm} / \mathrm{s}$ velocity is seen in the theoretical prediction at $y=0.88 \mathrm{~mm}$ which is higher than the $27 \mathrm{~mm} / \mathrm{s}$ one observed in the experiment. Since bubble 3 moves on a trajectory which is not perfectly matching the theoretical prediction, the consequent bubble translation, especially at the moment when bubble 1 and 3 are close enough, could be different from what is expected from the theory. Therefore, the $y$ axis velocity in the experiment is different from that of the simulation. The predicted overall traveling time for bubble 3 to move from the
bubble injection point to glass 1 is in quantitative agreement with the experimental result as shown in Fig. 5.5 (d).

A similar analysis was also applied to bubble 5 and 7 in Fig. 5.6 and Fig. 5.7 respectively. A surge of $x$ axis velocity due to the increase of secondary Bjerknes force from the surface is seen for both bubbles in Fig. 5.6 (b) and Fig. 5.7 (b). The observed maximum $x$ axis velocity of bubbles 5 and 7 are 109 and $214 \mathrm{~mm} / \mathrm{s}$ respectively, which are lower than the anticipated 200 and $300 \mathrm{~mm} / \mathrm{s}$ from the model. Ideally, the detection of velocity change, especially at the moment when the bubble is approaching the boundary, requires a high frame rate. However, the limited frame rate used in the experiment was unable to provide the small time interval to construct the accurate velocity information at the final moment when the bubble is contacting the surface and therefore results in a lower than expected $x$ axis velocity in Fig. 5.6 (b) and Fig. 5.7 (b).

It needs to be pointed out here that the influence from bubble 1 on the nearby bubbles decreases with an increase of separation distance between the bubbles. For the bubbles in the far field of bubble 1, a weaker attractive force generated from bubble 1 was anticipated. It can be seen from Fig. 5.7 that since bubble 7 moves at a slow speed, the standing wave field has sufficient time to be established in the $x$ axis. The predicted translation of bubble 7, therefore, is in good agreement with the experimental result. On the other hand, there is a discrepancy of bubble trajectory between the experiment and the prediction for bubble 5 in Fig. 5.6 (a) which is the consequence of the deviation between the observed and calculated trajectory of bubble 1 as shown in Fig. 5.4 (a).

### 5.3.3 Parametric study

To transport a large amount of bubbles of given size to an appointed position on a surface, one needs to optimize the external forces exerted on the bubbles, such as primary and secondary Bjerknes forces. In section 3.3, it is seen that the Bjerknes forces are directly related to the bubble size and external pressure amplitude. In this section, the influence of different bubble sizes and pressure amplitudes on the bubble translation is discussed.

The translation of the $13 \mu \mathrm{~m}$ bubbles are sensitive to the changes of acoustic and hydrodynamic forces. Let us assume a bubble 1 of radius of $42 \mu \mathrm{~m}$ is fixed on glass 1 at $x=4 \mathrm{~mm}, y=0.9 \mathrm{~mm}$, and another bubble 2 can move freely in the water layer. The driving frequency is kept at 46.8 kHz . The calculated forces in Fig. 5.8 (a2, b2, c2) are represented by their absolute values.

Firstly, three radii of bubble 2, $6.5 \mu \mathrm{~m}, 13 \mu \mathrm{~m}$, and $26 \mu \mathrm{~m}$, are used in Fig. 5.8 (a1, a2) at 11.5 kPa . Fig. 5.8 (a1) shows that changing the radius of bubble 2 can hardly alter its trajectory. The secondary Bjerknes force between bubble 1 and 2 is proportional to their sizes and therefore an increase of the size of bubble 2 results in an increase of secondary Bjerknes force as well, which in turn accelerates the velocity of bubble 2 . The traveling time of bubble 2 was found from our calculations to be shortened from 2500 ms for the $6.5 \mu \mathrm{~m}$ bubble to 100 ms for the $26 \mu \mathrm{~m}$ one.

Secondly, the radius of bubble 2 is assumed to be $13 \mu \mathrm{~m}$, and the radius of bubble 1 is varying from $25 \mu \mathrm{~m}$ to $100 \mu \mathrm{~m}$. The pressure amplitude is 11.5 kPa . A striking difference of bubble 2 trajectory is noticed in Fig. 5.8 (b1). Bubble 2 experiences much less secondary Bjerknes force from the $25 \mu \mathrm{~m}$ bubble 1 than from the $100 \mu \mathrm{~m}$ one. The $100 \mu \mathrm{~m}$ bubble exerts a repulsive instead of attractive force on bubble 2 . It is well-known that the secondary Bjerknes force between two bubbles can shift from an attractive force when the bubbles are oscillating in phase, to a repulsive force when their oscillations are out of phase [53, 137]. Based on Eq.6.2, at 46.8 kHz , the $100 \mu \mathrm{~m}$ bubble is driven above its resonance frequency, while bubble 2 is smaller than the resonance size. Therefore, the secondary Bjerknes force between these two bubbles shifts from an attractive one to a repulsive one in the $100 \mu \mathrm{~m}$ (bubble 1) case.

Thirdly, the radii of bubble 1 and 2 are kept as $42 \mu \mathrm{~m}$ and $13 \mu \mathrm{~m}$ respectively. The pressure amplitude is increased from 5.25 kPa to 23 kPa (Fig. 5.8 (c1, c2)). At a lower pressure amplitude, bubble 2 experiences a smaller secondary Bjerknes force from bubble 1 which only starts to divert the trajectory of bubble 2 within the near field (Fig. 5.8 (c1)). At a higher pressure amplitude, the bubble 2 migrates directly towards bubble 1 at a faster speed due to the increase of interaction between the bubbles (Fig. 5.8 (c2)).


Figure 5.8: A parametric study of the bubble translation under different conditions. The calculated forces are represented by their absolute values. (a1) at 11.5 kPa , the radii of bubble 2 are $6.5 \mu \mathrm{~m}(-\cdot-), 13 \mu \mathrm{~m}(-)$, and $26 \mu \mathrm{~m}(--)$; (a2) at 11.5 kPa , the secondary Bjerknes force on bubble 2 with radii of $6.5 \mu \mathrm{~m}(---), 13 \mu \mathrm{~m}(-)$, and $26 \mu \mathrm{~m}(--)$; (b1) at 11.5 kPa , the radii of bubble 1 are $25 \mu \mathrm{~m}(-\cdot-), 50 \mu \mathrm{~m}(-)$, and $100 \mu \mathrm{~m}(--)$; (b2) at 11.5 kPa , the secondary Bjerknes force on bubble 2 with bubble 1 of radii of $25 \mu \mathrm{~m}(-\cdot-), 50$ $\mu \mathrm{m}(-)$, and $100 \mu \mathrm{~m}(--)$. The secondary force between the $100 \mu \mathrm{~m}$ bubble 1 and $13 \mu \mathrm{~m}$ bubble 2 is shown in the inset; (c1) for a pair of bubbles of radii of $50 \mu \mathrm{~m}$ and $13 \mu \mathrm{~m}$, the pressure amplitude is $5.25 \mathrm{kPa}(-\cdot-), 11.5 \mathrm{kPa}(-)$, and $23 \mathrm{kPa}(--)$; (c2) the secondary Bjerknes force between the bubbles at $5.25 \mathrm{kPa}(-\cdot-), 11.5 \mathrm{kPa}(-)$, and $23 \mathrm{kPa}(--)$;

### 5.4 Conclusion

The collective bubble dynamics near a surface in a weak acoustic standing wave field was shown in this chapter. The bubble translation in a multi-bubble environment was achieved by using a multi-layered resonator which created an uniform one-dimensional acoustic standing wave field in a water layer. The bubble motion was modeled by a pair of modified Keller-Miksis equation and bubble translation equation. The influence of several acoustic and hydrodynamic forces on the bubble
translation was investigated. It was found that the bubble translation near a surface in a multi-bubble environment was mainly controlled by the primary Bjerknes force imposed by the acoustic field, secondary Bjerknes forces introduced by a surface and neighboring bubbles, and buoyancy force from the surrounding liquid. The primary Bjerknes force dominated the bubble translation when the bubble was far away from the surface and was outweighed by the secondary Bjerknes force from the boundary when the bubble was approaching the surface. Moreover, a strong secondary Bjerknes force generated by a neighboring bubble was noticed in the experiment. The bubble-bubble interaction forced nearby bubbles to move on trajectories towards the target bubble instead of the positions that they would have moved to in the absence of the target bubble. It was also seen from a parametric study that increasing the pressure amplitude can enhance the interaction between two bubbles and force bubbles to move at a faster speed. The secondary Bjerknes force between two bubbles can shift from an attractive one when two bubbles oscillate in phase to a repulsive one when their oscillations are out of phase. All of these effects can be decided quantitatively with the presented theory.

## Chapter 6

## Bubble dynamics near a surface

After their arrivals on a surface, micro-bubbles start to disturb the nearby flow field with their surface oscillations. Previous works mainly focused on the influence of a nearby wall on the oscillation of cavitation bubbles. The interaction between a wall and the oscillation of a moderately oscillating bubble, particularly its non-spherical oscillation modes, is still unclear. Moreover, in a weak acoustic standing wave field, the relationship between a bubble's oscillation mode and the formation of the flow field around it has not yet been fully established. In this chapter, hence, the bubble dynamics near a surface and the characteristics of the flow field are discussed in detail. The change of a bubble's oscillation mode when it approaches a neighboring wall is discussed. The far-field flow motion around an oscillating bubble is explored. The experimental results of bubble oscillation modes and the far-field flow movement are in good agreement with the theoretical predictions.

### 6.1 Theory

When micro-bubbles arrive on a surface, they can cause flow movement in the vicinity of the boundary. The characteristics of the flow field are directly related to the bubble oscillation modes. Two types of bubble oscillations were reported: spherical and non-spherical modes. Normally, micro-bubbles oscillate symmetrically in the radial direction in the presence of an ultrasound field (Fig. 6.1 a). However,


Figure 6.1: A spherical and a non-spherical bubble shapes. (a) a bubble of $70 \mu \mathrm{~m}$ radius oscillated spherically at a driving frequency of 106 kHz . The pressure amplitude was 5 kPa . (b) a bubble of $65 \mu \mathrm{~m}$ radius was driven at 35 kHz with a pressure amplitude of 40 kPa . This bubble shape indicates the bubble was oscillating with a fourth mode. Both bubbles were oscillating in a bulk water medium. The scale bar represents $50 \mu \mathrm{~m}$.
a bubble can also experience a non-spherical oscillation as seen in Fig. 6.1 b. The conditions to excite the non-spherical oscillation of a bubble are presented in section 6.1.2.

### 6.1.1 Spherical bubble oscillation near a surface

When a single spherical bubble oscillates at a separation distance $d_{\text {wall }}$ from a boundary (Fig. 6.2 a), its radial oscillation can be obtained by considering the real bubble and its imaginary counterpart in Eq.3.24:

$$
\begin{array}{r}
\left(1-\frac{\dot{R}}{c}\right) R \ddot{R}+\left(\frac{3}{2}-\frac{\dot{R}}{2 c}\right) \dot{R}^{2}= \\
\frac{1}{\rho}\left(1+\frac{\dot{R}}{c}+\frac{R}{c} \frac{d}{d t}\right) P_{\text {sc }}+\frac{\dot{x}^{2}}{4}-\frac{2}{d_{\text {wall }}}\left(2 \dot{R}^{2} R+R^{2} \ddot{R}\right) \tag{6.1}
\end{array}
$$

The resonance frequency of a spherical bubble away from a surface is [137]:

$$
\begin{equation*}
f_{\text {res }}=\frac{1}{2 \pi R_{0}} \sqrt{\frac{3 \gamma P_{0}}{\rho}\left(1+\frac{2 \sigma}{P_{0} R_{0}}\right)-\frac{2 \sigma}{R_{0} \rho}} \tag{6.2}
\end{equation*}
$$

It needs to be pointed out that Eq.6.1 is based on the assumption that $d_{\text {wall }}$ is larger than the bubble size. For a bubble oscillating on a boundary (Fig. 6.2 b), its spherical oscillation also depends on the properties of the wall. The governing equation for a bubble oscillating on a boundary is given by [149]:


Figure 6.2: The spherical oscillation of a bubble (a) at a separation distance $d_{\text {wall }}$ from a boundary, and (b) on a boundary.

$$
\begin{equation*}
\left(1-\frac{\dot{R}}{c}\right) R \ddot{R}+\left(\frac{3}{2}-\frac{\dot{R}}{2 c}\right) \dot{R}^{2}=\frac{1}{\chi\left(\rho_{\text {wall }}, K, G\right) \rho}\left(1+\frac{\dot{R}}{c}+\frac{R}{c} \frac{d}{d t}\right) P_{s c} \tag{6.3}
\end{equation*}
$$

where $\chi\left(\rho_{\text {wall }}, K, G\right)$ is a constant that is related to the wall's density ( $\rho_{\text {wall }}$ ), Young's modulus $(K)$, and shear modulus $(G)$. It was reported that $\chi\left(\rho_{\text {wall }}, K, G\right)$ of a rigid wall is larger than unity, while a soft boundary (such as biological tissue or cell membrane) has a $\chi\left(\rho_{\text {wall }}, K, G\right)$ smaller than unity [149]. The influence of the wall on the oscillation of real bubble is included in $\chi\left(\rho_{\text {wall }}, K, G\right)$. The bubble spherical oscillation on a wall is equivalent to its oscillation in a liquid with a changed density $\chi\left(\rho_{\text {wall }}, K, G\right) \rho$ as if the wall does not exist.

Accordingly, the resonance frequency of a spherical bubble oscillating on a wall takes the form of:

$$
\begin{equation*}
f_{\text {res }}^{\text {wall }}=\frac{1}{2 \pi R_{0}} \sqrt{\frac{3 \gamma P_{0}}{\chi\left(\rho_{\text {wall }}, K, G\right) \rho}\left(1+\frac{2 \sigma}{P_{0} R_{0}}\right)-\frac{2 \sigma}{R_{0} \rho}} \tag{6.4}
\end{equation*}
$$

To illustrate the influence of $\chi\left(\rho_{\text {wall }}, K, G\right)$ on the spherical bubble oscillation on
a wall, three resonance frequency curves of a bubble oscillating in a bulk medium $\left(\chi\left(\rho_{\text {wall }}, K, G\right)=1[149]\right)$, on a glass wall (VWR, UK, $\left.\chi\left(\rho_{\text {wall }}, K, G\right)=1.1555\right)$, and on an OptiCell wall (BioCrystal Ltd, Westerville, USA, $\chi\left(\rho_{\text {wall }}, K, G\right)=0.62204$ [149]) are shown in Fig. 6.3. In the glass wall case, for example, the resonance frequency of a bubble attached to the wall is lower than that of a bubble away from the boundary. Meanwhile, the resonance frequency of a bubble is increased when it is oscillating on an OptiCell wall.


Figure 6.3: Comparison between the resonance frequency of a bubble in a bulk medium $\left(\chi\left(\rho_{\text {wall }}, K, G\right)=1\right)$, on a glass wall $\left(\chi\left(\rho_{\text {wall }}, K, G\right)=1.1555\right)$, and on an OptiCell wall $\left(\chi\left(\rho_{\text {wall }}, K, G\right)=0.62204\right)$. The bubble radii range from 1 to $100 \mu \mathrm{~m}$.

### 6.1.2 Non-spherical bubble oscillation near a surface

In addition to the spherical pulsation, a bubble can also oscillate non-spherically in an acoustic field. The shape instability of a bubble was first analyzed by Plesset by introducing non-spherical component in the derivation of bubble oscillation equation [77]. Based on Plessets work, Hilgenfeldt et al proposed a modified equation to calculate the amplitude of non-spherical oscillation [81]. Hilgenfeldts model takes the local viscosity near the bubble surface into account, and has been widely used for explaining sonoluminescing air bubbles [82].

To excite the non-spherical oscillation of a bubble, a small perturbation is introduced on the bubble surface $R(\theta, t)=R(t)+a_{n}(t) Y_{n}(\theta)$, where $Y_{n}(\theta)$ is the spherical harmonic of order $n$ with amplitude of $a_{n}(t)$. Neglecting the coupling between different modes, the distortion amplitude $a_{n}(t)$ follows the form of [77, 78, 81]:

$$
\begin{equation*}
\ddot{a}_{n}(t)+B_{n}(t) \dot{a}_{n}(t)-A_{n}(t) a_{n}(t)=0 \tag{6.5}
\end{equation*}
$$

Taking the boundary layer approximation and viscous effects into account, $A_{n}(t)$ and $B_{n}(t)$ are given by [81]

$$
\begin{gather*}
A_{n}(t)=(n-1) \frac{\ddot{R}}{R}-\frac{\beta_{n} \sigma}{\rho R^{3}}-\frac{2 \eta \dot{R}}{R^{3}}\left[(n-1)(n+2)+2 n(n+2)(n-1) \frac{\delta}{R}\right]  \tag{6.6}\\
B_{n}(t)=\frac{3 \dot{R}}{R}+\frac{2 \eta}{R^{2}}\left[(n+2)(2 n+1)-2 n(n+2)^{2} \frac{\delta}{R}\right] \tag{6.7}
\end{gather*}
$$

where $\delta=\min \left(\sqrt{\frac{\eta}{\omega}}, \frac{R}{2 n}\right)$ and $\beta_{n}=(n-1)(n+1)(n+2)$.
$a_{n}(t)$ can be calculated by solving Eq.6.5-6.7 with Eq.6.1 for a non-spherical bubble oscillating at a separation distance $d_{\text {wall }}$ from a boundary, and with Eq. 6.3 for a bubble oscillating on a wall.

Unlike the spherical oscillation which is excited spontaneously in the presence of ultrasound, the non-spherical oscillation can be triggered when the external pressure amplitude exceeds a threshold for a bubble of certain size. The pressure threshold is known as [150]:

$$
\begin{align*}
p_{\text {threshold }} & =\rho R_{0}^{2} \sqrt{h \frac{(s-1)^{2}+4 p}{\left[-\frac{3}{2} s+2 p+2\left(l+\frac{1}{2}\right)\right]^{2}+q^{2}}}  \tag{6.8}\\
h & =\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+\left(2 \beta_{\text {tot }} \omega\right)^{2} \\
s & =\frac{4(n-1)(n+1)(n+2) \sigma}{\rho \omega^{2} R_{0}^{3}} \\
p & =\left[\frac{2(n+2)(2 n+1) \eta}{\rho \omega R_{0}^{2}}\right]^{2} \\
q & =\frac{6(n+2) \eta}{\rho \omega R_{0}^{2}}
\end{align*}
$$

where $\beta_{t o t}$ is the damping factor [151].

The resonance frequency of a non-spherical bubble is [136]:

$$
\begin{equation*}
f_{n}=\frac{1}{2 \pi} \sqrt{(n-1)(n+1)(n+2) \frac{\sigma}{\rho R_{0}^{3}}}, n \geq 2 \tag{6.9}
\end{equation*}
$$



Figure 6.4: The resonance frequencies of non-spherical bubbles with radii ranging from 1 to $100 \mu \mathrm{~m}$ (Eq.6.9). The mode numbers are selected from 2 to 6 . The resonance frequency of a spherical bubble (dashed line) is also shown for comparison.

Fig. 6.4 shows the resonance frequency of non-spherical bubbles with radii ranging
from 1 to $100 \mu \mathrm{~m}$. The mode numbers are selected from $n=2-6$. The resonance frequency of a certain mode decreases with an increase of bubble radius. For a bubble of given size, its non-spherical resonance frequency grows with an increase of mode number. The resonance frequency of a bubble away from a wall is also shown in Fig. 6.4 for comparison.

### 6.1.3 Microstreaming

It is well-known that either the spherical or non-spherical oscillation of a bubble can accelerate the flow field near the bubble surface [116]. The rectified component of the flow motion is known as microstreaming. Since the microstreaming is directly related to the bubble induced hydrodynamic forces on a particle, a brief review of the microstreaming is given here.

In an incompressible flow, the liquid velocity $u$ is governed by the Navier-Stokes equation [136]:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \nabla u=\frac{1}{\rho}\left[-\nabla P+\eta \nabla^{2} u+F\right] \tag{6.10}
\end{equation*}
$$

where $P$ is the pressure, and $F$ is the sum of external forces.
Taking the curl of the Navier-Stokes equation on both sides eliminates the pressure component. Then, the liquid velocity $u$ can also be replaced by the Stokes streaming function $\psi$ which is related to the radial and tangential components of the liquid velocity [136]:

$$
\begin{equation*}
u_{r}=\frac{1}{r^{2} \sin \theta} \frac{\partial \psi}{\partial \theta}, u_{\theta}=-\frac{1}{r \sin \theta} \frac{\partial \psi}{\partial r} \tag{6.11}
\end{equation*}
$$

It needs to be noted here that $\psi$ is the Eulerian streaming function. The real flow motion needs to be represented by the Lagrangian streaming function $\Psi$ which is the sum of the Eulerian streaming function and the Stokes drift $\psi_{s}$ [108]

$$
\begin{gather*}
\Psi=\bar{\psi}+\psi_{s} \\
\psi_{s}=\frac{1}{r^{2}} \overline{\int \frac{\partial \psi}{\partial r} d t \frac{\partial \psi}{\partial \nu}} \tag{6.12}
\end{gather*}
$$

Usually, the flow motion can be experimentally visualized by adding tracer particles in the liquid, known as Particle Image Velocimetry (PIV) [117]. From a physical point of view, the Lagrangian streaming function $\Psi$ represents the trajectory of these passive tracer particles in the flow field. Thus, $\Psi$ provides a direct way to estimate the flow behavior near a bubble, and can be used to predict the bubble induced hydrodynamic forces. More details of the microstreaming are provided in the Appendix.

## Microstreaming due to spherical oscillation

For a spherically oscillating bubble with a lateral translation, the lowest order form of the Lagrangian microstreaming in a bulk medium is [108]:

$$
\begin{equation*}
\bar{\Psi}_{11}=\frac{\epsilon^{2}}{4} R_{0}^{3} \omega \sin \phi\left(-2 \frac{r}{R_{0}}+\frac{R_{0}}{r}+\frac{R_{0}^{4}}{r^{4}}\right) \sin ^{2} \theta \tag{6.13}
\end{equation*}
$$

where $\epsilon$ is the oscillation amplitude. $\phi$ is the phase shift between the spherical and translational oscillations.

The microstreaming that is caused by the radial and lateral oscillations of a spherical bubble is shown in Fig. 6.5 a. Since the purpose of Fig. 6.5 a is to solely illustrate the microstreaming around a bubble, the parameters except $r$ and $\theta$ are all set to unity. For example, $\frac{\epsilon^{2}}{4} R_{0}^{3} \omega \sin \phi=1$ and $R_{0}=1$ are assumed here. Similar settings are used for Fig. $6.5(\mathrm{~b}-\mathrm{d})$.

In many real life applications, a bubble normally oscillates on a surface. Thus, the bulk medium streaming function needs to be expanded to include the boundary effects. Suppose the surface is rigid, the influence from the boundary on the microstreaming can be treated by adding imaginary singularities on the other side of
the wall. The sum of the original streaming function and the imaginary streaming functions creates a new streaming function $\bar{\Psi}_{11 w}$ which fulfills the boundary condition (Fig. 6.5 b ) [120].

$$
\begin{equation*}
\bar{\Psi}_{11 w}=-3 \epsilon^{2} R_{0}^{4} \omega \sin \phi \frac{1}{r} \cos ^{2} \theta \sin ^{2} \theta \tag{6.14}
\end{equation*}
$$

The flow velocity can then be calculated by substituting Eq.6.14 into Eq.6.11

$$
\begin{gather*}
u_{r 11 w}=\frac{6 \epsilon^{2} R_{0}^{4} \omega \sin \phi}{r^{3}}\left[2 \cos ^{3} \theta-\cos \theta\right] \\
u_{\theta 11 w}=-\frac{3 \epsilon^{2} R_{0}^{4} \omega \sin \phi}{r^{3}} \cos ^{2} \theta \sin \theta \tag{6.15}
\end{gather*}
$$

## Microstreaming due to non-spherical oscillation

For a non-spherically oscillating bubble, the lowest order Lagrangian streaming function is found in the literature as (Fig. 6.5 c) [152]:

$$
\begin{equation*}
\bar{\Psi}_{11}^{n}=\frac{\omega \epsilon_{1 n}^{2} R_{0}}{2 \pi} \frac{2 n+1}{4 \pi} \frac{(n+2)(n+3)}{2(n+1)(4 n+3)}\left[-\left(\frac{R_{0}}{r}\right)^{(2 n-1)}+\left(\frac{R_{0}}{r}\right)^{(2 n+1)}\right] \cos (2 n+1) \theta \tag{6.16}
\end{equation*}
$$

where $\epsilon_{1 n}$ is the amplitude of the $n$th mode.
For a non-spherical bubble oscillating near a surface, the streaming function also needs to be expanded to include the influence from the wall. By introducing imaginary singularities on the other side of the wall, the new Lagrangian streaming function $\bar{\Psi}_{11 w}^{n}$ takes the form of (Fig. 6.5 d ):

$$
\begin{equation*}
\bar{\Psi}_{11 w}^{n}=\frac{\omega \epsilon_{1 n}^{2} R_{0}^{2 n}}{2 \pi} \frac{2 n+1}{4 \pi} \frac{(n+2)(n+3)}{2(n+1)(4 n+3)}\left(4 n^{2}+2 n-2\right) \frac{1}{r^{2 n-1}} \cos (2 n+1) \theta \sin ^{2} \theta \tag{6.17}
\end{equation*}
$$

Similar to the spherical case, the flow velocity can be obtained by:

$$
\begin{gather*}
u_{r 11 w}^{n}=\frac{\omega \epsilon_{1 n}^{2} R_{0}^{2 n}}{2 \pi} \frac{2 n+1}{4 \pi} \frac{(n+2)(n+3)}{2(n+1)(4 n+3)}\left(4 n^{2}+2 n-2\right)  \tag{6.18}\\
\frac{1}{r^{2 n+1}}[2 \cos (2 n+1) \theta \cos \theta-(2 n+1) \sin (2 n+1) \theta \sin \theta] \\
u_{\theta 11 w}^{n}=\frac{\omega \epsilon_{1 n}^{2} R_{0}^{2 n}}{2 \pi} \frac{2 n+1}{4 \pi} \frac{(2 n-1)(n+2)(n+3)}{2(n+1)(4 n+3)}\left(4 n^{2}+2 n-2\right) \frac{1}{r^{2 n+1}} \cos (2 n+1) \theta \sin \theta \tag{6.19}
\end{gather*}
$$

It can be seen from Fig. 6.5 that the formation of microstreaming depends on the bubble oscillation modes. For example, the microstreaming that is generated by a non-spherical oscillation near a wall is confined within the near field from the bubble surface. This is because $\bar{\Psi}_{11 w}^{n}$ decays at an order of $r^{-(2 n-1)}$, while its spherical counterpart decreases at a much slower speed $\left(\sim r^{-1}\right)$.


Figure 6.5: The flow motion around an oscillating bubble is represented by the streaming lines. Four types of streaming lines (a) a spherical bubble oscillates in the radial and lateral directions simultaneously. (b) a spherical bubble oscillates on a wall. (c) a non-spherical bubble oscillates in a bulk medium with lateral oscillation. The mode number $n=4$. (d) a non-spherical bubble oscillates on a wall with the lateral oscillation. The mode number $n=4$.

### 6.2 Experimental configuration

(a)

(b)

(c)


Figure 6.6: A schematic diagram of the test rig for studying the bubble dynamics and microstreaming. (a) the high speed camera system. (b) setup for observing bubble oscillation modes near a surface. (c) setup for observing the microstreaming around a bubble. The dimensions of the setup are the same as presented in chapter 4.

To visualize the bubble behavior near a surface, an experimental setup was designed as shown in Fig. 6.6. The experiments were carried out in two steps: the first step is to zoom in on an area of 1.2 mm by 0.3 mm to observe the oscillations of bubbles when they are approaching glass 1 ; the second step aims to visualize the microstreaming around an oscillating bubble near the boundary. It needs to be pointed out that the frame rate used in the previous experiments (100k frames/s in chapter 4), is not fast enough to capture the whole process of bubble oscillation because only two frames can be recorded over one oscillation cycle at this frame rate (driving frequency is 46.8 kHz ). Thus, a higher frame rate, $525 \mathrm{kframes} / \mathrm{s}$, is used for the following experiments.

The observation of microstreaming was achieved using the Particle Image Velocime-
try (PIV). Tracer particles (Melamine resin micro particle, Sigma-Aldrich, UK) are added into the water chamber in order to reveal the microstreaming. The trajectories of the tracer particles are recorded by the high speed camera system and are analyzed by a particle tracer algorithm written in Matlab (Mathworks, USA).

### 6.3 Results

### 6.3.1 Spherical bubble oscillation near a surface

(a)

(b)


Figure 6.7: Selected frames from a video of bubble oscillation near a surface at 11.5 kPa . The bubble radius is $43 \mu \mathrm{~m}$. (a) the bubble oscillates with a spherical mode when approaching glass 1. (b) the bubble keeps its spherical shape when sitting on the glass surface. Viewing from top to bottom and left to right. The time interval between each frame is $1.9 \mu \mathrm{~s}$. The scale bar represents $200 \mu \mathrm{~m}$.

At 11.5 kPa , a bubble of $43 \mu \mathrm{~m}$ radius translates towards glass 1 as shown in Fig. 6.7 (a). The twelve consecutive frames in Fig. 6.7 (a) present a whole cycle of bubble oscillation. The bubble maintains a spherical shape at this pressure amplitude and its radius periodically varies between $41 \mu \mathrm{~m}$ and $45 \mu \mathrm{~m}$. The separation distance
between the bubble and the boundary is 0.3 mm . After 11 ms , the bubble arrives onto the surface and still keeps its spherical shape (Fig. 6.7 (b)). The maximum radius, however, increases from $45 \mu \mathrm{~m}$ to $50 \mu \mathrm{~m}$, while the minimum radius is lowered from $41 \mu \mathrm{~m}$ to $39 \mu \mathrm{~m}$.

(b)



Figure 6.8: Selected frames from a video of bubble oscillation near a surface at 11.5 kPa . The bubble radius is $41 \mu \mathrm{~m}$. (a) the bubble oscillates with a spherical mode when it is approaching glass 1. (b) a new bubble approaches the target one on the glass surface. (c) a newly formed bubble oscillates with a non-spherical shape. Viewing from top to bottom and left to right. The time interval between each frame is $1.9 \mu \mathrm{~s}$. The scale bar represents $200 \mu \mathrm{~m}$.

At the same pressure amplitude, for a similar size bubble, its spherical oscillation can be adjusted to a non-spherical one in the presence of a nearby bubble. In Fig. 6.8 (a), a bubble (radius of $41 \mu \mathrm{~m}$ ) oscillates spherically during its translation to glass 1. The spherical oscillation is disturbed by the arrival of another nearby bubble (radius of $28 \mu \mathrm{~m}$ ) at 97 ms . The coalescence of these two bubbles is clearly seen in Fig. 6.8 (b). The newly formed bubble then starts to oscillate with a non-spherical mode on the surface as shown in Fig. 6.8 (c).

At a higher pressure amplitude, 20 kPa , a bubble of $43 \mu \mathrm{~m}$ radius oscillates with a spherical shape where the bubble radius varies between $38 \mu \mathrm{~m}$ and $48 \mu \mathrm{~m}$ (Fig. 6.9
(a)

(b)



Figure 6.9: Selected frames from a video of bubble oscillation near a surface at 20 kPa . The bubble radius is $43 \mu \mathrm{~m}$. (a) the bubble oscillates spherically when it is approaching glass 1. (b) the bubble arrives on the surface (c) the bubble oscillates with a non-spherical shape. Viewing from top to bottom and left to right. The time interval between each frame is $1.9 \mu \mathrm{~s}$. The scale bar represents $200 \mu \mathrm{~m}$.
(a)). When the bubble arrives onto the surface in Fig. 6.9 (b), it starts to lose its symmetric shape and gradually shifts to a non-spherical oscillation mode. The non-spherical shape is finally formed in Fig. 6.9 (c). The bubble starts to stretch in the horizontal direction where it reaches a maximum extension and then shrinks. The compression of surface shape in the horizontal direction results in a growth of bubble in the vertical direction. When the bubble surface grows to the maximum in the vertical direction, its shape falls back to the original state and then repeats the whole process again.

The influence of the wall on the oscillation of a bubble translating with a spherical shape is more substantial at 28.7 kPa . Initially, a spherical bubble translates in the sound field as seen in Fig. 6.10 (a). After 1.6 ms , the bubble approaches glass 1 at a faster speed. Immediately, the bubble starts to change its shape from spherical to elliptical even without touching the glass surface. The shape change becomes more dramatic after the arrival of the bubble on the glass surface. The elongation of the
bubble shape in the vertical direction eventually leads to a split of the bubble into two parts which then merge back together to form a new bubble. Two subsequent coalescence of the target bubble with two other neighboring bubbles are also shown in Fig. 6.10 (c) and (d) respectively. The newly formed bubble oscillates with a much more complicated mode and completely loses its spherical shape.
(a)

(b)


(c)


(d)



Figure 6.10: Selected frames from a video of bubble oscillation near a surface at 28.7 kPa . The bubble radius is $43 \mu \mathrm{~m}$. (a) the bubble oscillates with a spherical shape when it is approaching glass 1. (b) the bubble arrives on the surface (c) coalescence of the bubble with a nearby bubble. (d) a second coalescence of two bubbles on the surface. Viewing from top to bottom and left to right. The time interval between each frame is $1.9 \mu \mathrm{~s}$. The scale bar represents $200 \mu \mathrm{~m}$.

### 6.3.2 Non-spherical bubble oscillation near a surface

On the other hand, a bubble can translate with a non-spherical shape when its size exceeds a certain threshold. At 11.5 kPa , for example, a bubble of $54 \mu \mathrm{~m}$ radius oscillates non-spherically when it moves towards glass 1 (Fig. 6.11 (a)). The triangle shape indicates that the bubble pulsates with the third mode during its translation. This triangle shape shifts back to a spherical one after the bubble's arrival on the glass surface in Fig. 6.11 (b). The temporary spherical shape, however, starts to grow back to a non-spherical one after a few acoustic cycles. The asymmetric surface shape is finally formed in Fig. 6.11 (c).

(b)
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Figure 6.11: Selected frames from a video of bubble oscillation near a surface at 11.5 kPa . The bubble radius is $54 \mu \mathrm{~m}$. (a) the bubble oscillates with a non-spherical shape when it is approaching glass 1. (b) the bubble shape returns to a spherical one after its arrival on the glass surface. (c) the bubble oscillates with a non-spherical shape. Viewing from top to bottom and left to right. The time interval between each frame is $1.9 \mu \mathrm{~s}$. The scale bar represents $200 \mu \mathrm{~m}$.

At 20 kPa , a bubble of $52 \mu \mathrm{~m}$ radius also shows a non-spherical oscillation behavior when it travels towards glass 1. A similar triangle shape is seen in Fig. 6.12 (a). Unlike the low pressure case, the bubble surface immediately changes to a more complicated shape after its arrival on the glass surface. This non-spherical shape keeps evolving as seen in Fig. 6.12 ( $\mathrm{b}-\mathrm{c}$ ). The identification of the non-spherical mode, however, is difficult here owing to the limited frame resolution of the frames.
(a)



(c)


Figure 6.12: Selected frames from a video of bubble oscillation near a surface at 20 kPa . The bubble radius is $52 \mu \mathrm{~m}$. (a) the bubble oscillates with a non-spherical shape when it is approaching glass 1 . (b) the arrival of the bubble on the surface. (c) the bubble oscillates with a non-spherical shape on the surface. Viewing from top to bottom and left to right. The time interval between each frame is $1.9 \mu \mathrm{~s}$. The scale bar represents $200 \mu \mathrm{~m}$.

(b)



Figure 6.13: $\quad$ Selected frames from a video of bubble oscillation near a surface at 28.7 kPa . The bubble radius is $56 \mu \mathrm{~m}$. (a) the bubble oscillates with a non-spherical shape when it is approaching glass 1. (b) the arrival of the bubble on the surface. (c) the bubble oscillates with a non-spherical mode on the surface. Viewing from top to bottom and left to right. The time interval between each frame is $1.9 \mu \mathrm{~s}$. The scale bar represents $200 \mu \mathrm{~m}$.

Similarly, a bubble of $56 \mu \mathrm{~m}$ radius experiences a strong oscillation at 28.7 kPa in Fig. 6.13. Irregular surface shape is seen for this bubble during its translation. Glass 1 forces the bubble to change its shape even before its hit on the surface. The non-spherical shape becomes more substantial when the bubble starts to oscillate on the surface (Fig. $6.13(\mathrm{~b}-\mathrm{c})$ ).

### 6.4 Discussion of the experimental results

At a given driving frequency, a bubble's oscillation is influenced by external pressure amplitude, bubble size, boundary conditions and neighboring bubbles. The following section discusses the conditions to excite the spherical and non-spherical bubble
oscillations.

### 6.4.1 Bubble translation with a spherical shape

For bubbles translating with spherical shapes (see Fig. 6.7-6.10), their pulsations synchronize with the driving frequency in the far field away from glass 1. The ratio of the maximum radius to the equilibrium radius increases with an increase of the external pressure amplitude. When the bubbles approach glass 1, the influence of the wall on the bubble oscillations becomes more significant. In Fig. 6.7 (b), for example, the maximum bubble radius increases from $45 \mu \mathrm{~m}$ when it translates in the far field, to $50 \mu \mathrm{~m}$ when it oscillates on the surface at 11.5 kPa . This change can be attributed to the shift of bubble resonance frequency as seen in Fig. 6.3. The resonance frequency decreases from 64 kHz (away from glass 1) to 59 kHz (on the wall) which is closer to the driving frequency ( 46.8 kHz ). Thus, the bubble is anticipated to experience a stronger oscillation on the wall.

At a higher pressure amplitude ( 20 kPa ), the boundary can not only shift a bubble's resonance frequency but also trigger non-spherical oscillation. In Fig. 6.9, for instance, a $43 \mu \mathrm{~m}$ radius bubble can switch from a spherical oscillation when it is away from glass 1 to the $n=3$ mode when it is oscillating on the wall. According to Eq.6.8, a non-spherical oscillation mode can be excited when the pressure exceeds a threshold. Fig. 6.14 shows the pressure thresholds of modes $n=2-6$ before and after the $43 \mu \mathrm{~m}$ bubble's arrival on glass 1 (Fig. 6.9). The pressure threshold of mode $n=3$ shifts to a lower frequency range when the bubble oscillates on glass 1 , and is lower than the given external pressure amplitude. That means the $n=3$ mode is the easiest one to be excited when the bubble oscillates on the wall.

Moreover, when a bubble experiences a violent oscillation, glass 1 can force the bubble to oscillate non-spherically even without touching the surface. In Fig. 6.10, for example, the bubble changes its shape before its arrival on glass 1 at 28.7 kPa . On the one hand, glass 1 lowers the pressure threshold for exciting non-spherical bubble oscillation as seen in Fig. 6.14. On the other hand, the rapid compression of bubble surface at the bubble-wall contact area promotes the growth of its nonspherical shape, and eventually leads to the split of the bubble (Fig. 6.10 (b)).

Another factor influences the bubble oscillation is the existence of neighboring bubbles. The coalescence of bubbles can also excite a bubble's non-spherical behavior (Fig. 6.10). When the two bubbles are approaching each other, their shapes are deformed significantly owing to the bubble-bubble interactions as discussed in the previous chapters. The combination creates a new large bubble whose pressure threshold of non-spherical oscillation is different from that of its precedents. The relationship between bubble radii and pressure thresholds is shown in Fig. 6.15. Expanded bubble volume from the coalescence leads the newly formed bubble to oscillate at a higher mode, and results in the complicated surface deformation as seen in Fig. 6.10. For example, the minimum pressure amplitude that can only excite $n=3$ mode for a bubble of $43 \mu \mathrm{~m}$ radius could cause a bubble of $60 \mu \mathrm{~m}$ radius to oscillate at higher oscillation modes.


Figure 6.14: Pressure thresholds for exciting the non-spherical oscillation of a bubble of radius of $43 \mu \mathrm{~m}$ (Fig. 6.9). The pressure thresholds are calculated based on Eq. 6.8. Solid lines are the pressure thresholds for a bubble away from glass 1, and the dashed lines are the pressure thresholds for a bubble attached on the wall. The non-spherical oscillation modes are numbered from 2 to 6 .


Figure 6.15: The pressure threshold of exciting non-spherical bubble oscillation. The bubble radii ranging from $20 \mu \mathrm{~m}$ to $100 \mu \mathrm{~m}$. The non-spherical modes are numbered from 2 to 6 . The pressure thresholds are calculated based on Eq. 6.8 at 46.8 kHz . Solid lines represent the pressure threshold of a bubble away from glass 1 , and the dashed lines are the pressure thresholds for a bubble attached to the wall.

### 6.4.2 Bubble translation with a non-spherical shape

In the far field away from glass 1, a bubble can oscillate non-spherically when its size exceeds a threshold. For example, it can be seen from Fig. 6.15 that the $n=3$ mode is easiest one to be excited for a bubble of $54 \mu \mathrm{~m}$ (Fig. 6.11) in the far field. Also, the pressure threshold of the third mode is lower than the driving pressure amplitude ( 11.5 kPa ). Thus, the bubble in Fig. 6.11 can oscillate with the $n=3$ mode when it is away from glass 1 . After arriving on the surface, the bubble switch its shape to the $n=4$ mode. Similar to the spherical oscillation case, glass 1 lowers the pressure threshold for the excitation of non-spherical modes. Particularly, the fourth mode has a similar threshold level as the third one which may explain the bubble shape change in this case.

At a higher pressure amplitude, a bubble can undergo a more complicated surface deformation. In Fig. 6.12, the glass surface significantly depresses the bubble surface
which in turn leads to an even more deformed shape. The combination of the high pressure amplitude and the nearby wall creates an irregular shape oscillation as seen in Fig. 6.12. The severe shape deformation is also exemplified in Fig. 6.13 where the target bubble completely loses its symmetric shape and oscillates in a more violent manner.

### 6.5 Microstreaming around an oscillating bubble

After displaying the bubble oscillation modes near a surface, the next step is to investigate the characteristics of microstreaming around a bubble. The revelation of the flow field near a bubble was accomplished using PIV. In Fig. 6.16, a bubble of $70 \mu \mathrm{~m}$ radius oscillates on the glass surface in a liquid filled with the tracer particles (radius $=10 \mu m$ ). The pressure amplitude was 11.5 kPa .

The bubble surface oscillation results in a flow motion around it. This flow motion can push the particles away or attract them to the bubble depending the separation distance between the bubble and particle. On the other hand, it is possible that the motion of the particles could influence the bubble oscillation because they could change the liquid property near the bubble. However, little theory work is found in the literature to discuss the bubble-particle interaction for an oscillating bubble on a surface. Moreover, it is very difficult to quantify the influence of particles on the bubble oscillation with the current test rig. This topic is important in understanding the bubble induced microstreaming, and would be investigated in the future.

As the formation of microstreaming is a time averaged effect, it normally takes a few cycles to move the tracer particles in the liquid medium. Thus, the particles shown in Fig. 6.16 are almost stagnant during this one acoustic cycle. Based on the video result, it was found that the bubble attracts the tracer particles in the far field to move towards the bubble, while it repels the nearby particles back into the liquid and forms a flow circulation. A typical particle trajectory as shown in Fig. 6.16 is extracted in Fig. 6.17. The origin of the coordinate system is set at the bubble center. It needs to be pointed out here that the particle trajectory is only partially shown in Fig. 6.17 due to the limited image quality of the sample video.


Figure 6.16: Selected frames from a video of bubble oscillation near a surface. Viewing from top to bottom and left to right. The scale bar represents $200 \mu \mathrm{~m}$. The time interval between each frame is $1.9 \mu \mathrm{~s}$. The bubble oscillation and microstreaming are better seen in the video on the attached CD.


Figure 6.17: A typical particle trajectory of a tracer particle (the white dashed line in Fig. 6.16). The bubble is located at $\mathrm{x}=0, \mathrm{y}=0$.

It has been recognized that both the spherical and non-spherical oscillations can contribute to the microstreaming around a bubble at a moderate pressure amplitude. To analyze the influence of both modes on the formation of microstreaming, the tracer particle trajectory as shown in Fig. 6.17 is used here as a sample. The target bubble was oscillating with the $n=4$ mode as seen in Fig. 6.16 (a better video result is provided in the attached CD).

The measured velocities in the $x$ and $y$ axes are extracted from the particle trajectory as shown in Fig. 6.17. The velocities generated from the spherical oscillation are calculated based on Eq. 6.15 by extracting the $x\left(u_{r} \cos \theta+u_{\theta} \sin \theta\right)$ and $y\left(u_{r} \cos \theta+\right.$ $\left.u_{\theta} \sin \theta\right)$ axis velocity components respectively. Similarly, Eq.6.18 is used to predict the $x$ and $y$ axes components of the flow velocity generated from the non-spherical oscillation. The amplitudes of the spherical oscillation and non-spherical oscillations are estimated from the video result. The driving frequency is 46.8 kHz . The bubble is located at $x=0, y=0$, and the particle moves from the right hand side to the left. In the $x$ axis (Fig. 6.18 (a)), for example, the velocity from the spherical mode gradually grows from $0 \mathrm{~mm} / \mathrm{s}$ at $x=0.48 \mathrm{~mm}$ to $3 \mathrm{~mm} / \mathrm{s}$ at $x=3 \mathrm{~mm}$, which are closer to the observed trend from $0.5 \mathrm{~mm} / \mathrm{s}$ to $4.7 \mathrm{~mm} / \mathrm{s}$ in the experiment. The velocity from the non-spherical mode ( $n=4$ mode), however, shows little sign of growth over the same period. After that, both the spherical and non-spherical modes experience a rapid growth where the spherical mode velocity arises from 3 $\mathrm{mm} / \mathrm{s}$ at $x=0.48 \mathrm{~mm}$ to $16 \mathrm{~mm} / \mathrm{s}$ at $x=2 \mathrm{~mm}$, which is higher than the $10 \mathrm{~mm} / \mathrm{s}$ as seen in the experiment. Meanwhile, the 4th mode velocity is still far smaller than the test result. It needs to be pointed out here that the velocity profile between $x$ $=0$ and 2 mm is not able to be determined from the experimental data due to the limited frame rate and the relatively fast particle movement within this area. In the $y$ axis, a similar trend is seen in Fig. 6.18. The observed velocity trend is much more in consistent with the spherical mode velocity than that of the 4th mode one. According to Eq.6.14 and 6.17, the streaming function or flow velocity of spherical mode decays from the bubble center at a speed of the order of $r^{-1}$, while the nonspherical ones experience a much faster fading at an order of $r^{-7}$ (by setting $n=$ 4). In the far field, therefore, the microstreaming is dominated by the spherical oscillation rather than the higher modes. The influence from the spherical pulsation could be matched with its non-spherical counterpart in the vicinity of bubble surface.

That means it is possible for the non-spherical oscillations to contribute to the flow disturbance in the near field. However, the microstreaming in the vicinity of a bubble surface can not be measured with the present test rig.

The calculated streaming patterns from the spherical mode and the $n=4$ mode are compared with the tracer trajectory in Fig. 6.19. It is seen from the comparisons that the tracer trajectories are more likely to overlap with the anticipated microstreaming from the spherical mode. This comparison clearly shows the observed far field streaming pattern is a result of the bubble spherical oscillation.



Figure 6.18: Calculated velocity profiles of the observed trajectory. (a) The velocity in the $x$ axis obtained from the experiment, the spherical mode, and the $n=4$ mode; (b) The velocity in the $y$ axis obtained from the experiment, the spherical modes, and the $n=4$ mode.



Figure 6.19: The microstreaming from the spherical mode, the 4th mode and the experiment. (a) a comparison between the experiment and the spherical mode induced microstreaming. (b) a comparison between the 4th mode induced microstreaming and the observed tracer trajectory.

### 6.6 Conclusion

The bubble dynamics near a surface were discussed in this chapter. The bubble oscillation was found to be influenced by the driving frequency, external pressure amplitude, bubble size, boundary conditions and neighboring bubbles. The excitation of non-spherical modes requires the pressure amplitude to exceed a certain threshold for a given size of bubble. On the other hand, at a fixed pressure amplitude, different bubble sizes would result in different oscillation modes. For a bubble translating with a spherical shape, a nearby surface can lower the pressure threshold of non-spherical oscillation modes. Thus, the bubble can shift from the spherical oscillation to a non-spherical one at the same pressure amplitude. An increase of pressure amplitude forces the bubble to undergo a stronger surface shape deformation which was substantially enhanced by a neighboring surface. The nearby surface significantly compressed the bubble-wall contact area and forced the target bubble to lose its symmetric shape within a very short period. Meanwhile,
for a bubble of size above a certain threshold, it can oscillate with a non-spherical shape in the far field. Similarly, when the bubble approached the target surface, a lowered non-spherical oscillation pressure threshold forced the bubble to switch to another oscillation mode. The bubble oscillation mode is further complicated at a higher pressure amplitude, which could excite a higher oscillation mode. All of the observed bubble oscillation mode transitions were in good agreement with the theoretical predictions.

The microstreaming was quantified using the PIV. It was noticed that both the spherical and non-spherical oscillation modes can cause microstreaming at a moderate pressure amplitude. In the far field, the non-spherical mode decayed at a much faster speed than the spherical one. Thus, its contribution to the far-field microstreaming was much less influential than its spherical counterpart, and the observed far field streaming pattern was dominated by the spherical oscillation mode. In the near field, the contribution from the non-spherical mode to the microstreaming could be significantly enhanced. However, this cannot be observed with the current test equipment.

## Chapter 7

## Ultrasonic cleaning test

Although the macroscopic cleaning effects using micro-bubbles have been widely recognized, the microscopic mechanism of ultrasonic cleaning has not yet been fully explained. In the previous studies, micro-bubbles were assumed to oscillate spherically at all time. However, in real life, a bubble can oscillate spherically and nonspherically during the ultrasonic cleaning process. The influence of non-spherically oscillating bubbles on the particle removal is still unknown. In this chapter, the hydrodynamic forces that are induced by spherical and non-spherical micro-bubbles are shown, and their influences on the particle detachment process are discussed in detail. The investigations are threefold: first, the cleaning effect is exemplified by a series of ultrasonic cleaning tests using the designed test cell; second, theoretical background of particle adhesion force and cleaning forces is given; third, from a mechanic point of view, a possible cleaning mechanism is explained by estimating the relationship between different torques that are exerted on a contamination particle.

### 7.1 Experimental configuration

To investigate the mechanism underlying the ultrasonic cleaning, the test cell presented in chapter 4 and 5 was used for a cleaning test. A schematic diagram of the experimental procedure is illustrated in Fig. 7.1. Silicon dioxide particles (Micro particles based on silicium dioxide, Sigma-Aldrich, UK) were selected as the con-
tamination particles. In order to deposit these particles on the sample glass plates, the glass surfaces need to be first cleaned by the wet-clean process, or known as SC1, which is based on the RCA Standard Clean [153]. The glass plates were inserted into a mixture of ammonia solution (Ammonia solution 28 \%, VWR, UK), hydrogen peroxide solution (Fluka Analytical, UK) and distilled water at a ratio of $1: 1: 5$ for 5 minutes. The silicon dioxide solution was then placed on the glass plates and the particles were deposited on the surfaces after the evaporation of liquid. A microscope (Axioskop, Zeiss, Germany) was used to record the contaminated surfaces before and after the ultrasonic treatment. The positions of the glass plates were fixed on the microscope with two scale bars orthogonal to each other.


Figure 7.1: A schematic diagram of the ultrasonic cleaning setup. The contaminated glass surfaces are observed by the microscope at the same spot before and after the ultrasonic treatment. The edges of the glass plate are aligned by two scale bars to maintain the glass position as the same in each test.

### 7.2 Result

Fig. 7.2 shows the contaminated glass plates before and after the ultrasonic treatment (top view in Fig. 7.1). During each test, a liquid drop with a mixture of silicon dioxide particle and liquid was placed on the glass surface. Due to the evaporation of liquid, particles accumulated on the edge of the liquid drop, and formed the layered structure as seen in Fig. 7.2 (a1, b1, c1).


Figure 7.2: The ultrasonic cleaning of micro-sized particles using the proposed test cell. The driving frequency was 46.8 kHz . The pressure amplitude was 11.5 kPa . The sample plates are cleaned for (a) 30 seconds; (b) 1 minute; (c) 2 minutes. Pictures on the left hand side are samples before the ultrasonic treatment, and the cleaning effects are shown in the pictures on the right hand side. The scale bar is $500 \mu \mathrm{~m}$.

It can be seen that the active micro-bubbles can achieve the particle removals from the sample glass surfaces. The glass plates were inserted into the test cell for 30 seconds, 1 minute, and 2 minutes respectively. The resonator was driven at 46.8 kHz , and the pressure amplitude was 11.5 kPa . The cleaning effect, particularly within the areas where contamination particles were formally densely accumulated, are clearly seen from the comparisons. No obvious damage was noticed from the sample surfaces at this scale. It needs to be pointed out here that these cleaned areas are not uniformly distributed on the surfaces which is due to the interactions between bubbles on the glass plates. As discussed in chapters 3 and 4, bubbles of different sizes would arrive on different locations on the glass surfaces. Also, the secondary Bjerknes force can change the bubble trajectories during their translations. Thus, it is possible that the observed cleaning effect is achieved by several neighboring bubbles rather than an isolated one, and their interactions result in the irregular cleaning path on the surfaces as seen in Fig. 7.2. However, the actual bubble number can not be measured with the present test rig. Moreover, the cleaning efficiency was found as a function of operation time. It can be seen from Fig. 7.2 ( $a 1, b 1, c 1$ ) that a longer operation time could increase the cleaning efficiency by cleaning more contaminated areas.

### 7.3 Theory

### 7.3.1 Particle adhesion force

To understand the cleaning mechanism, one needs to revisit the different external forces exerted on the contamination particles. The primary forces responsible for the particle adhesion are the van der Waals force and electrostatic force. Electrostatic force is dominating for holding large particles (radius $\geq 25 \mu \mathrm{~m}$ ) on a substrate, while van der Waals force plays an important role for small particles (radius $\leq 10$ $\mu \mathrm{m})$ [154]. In this study, the particle radii are $1 \mu \mathrm{~m}$, and therefore, only the van der Waals force is considered.

Let us first suppose a rigid particle sitting on a substrate without any shape deformation (Fig. $7.3 \mathrm{a},[155]$ ). The van der Waals force between the particle and the
substrate is given by [156]:

$$
\begin{equation*}
F_{v d w}=\frac{A_{H} R_{\text {particle }}}{6 Z_{\text {particle }}^{2}} \tag{7.1}
\end{equation*}
$$

where $A_{H}$ is the Hamaker constant, $R_{\text {particle }}$ is the particle radius, $Z_{p a r t i c l e}$ is the interfacial separation of atomic centers at contact.

From the energy point of view, the work of adhesion $(W)$ of a particle is defined as [157]:

$$
\begin{equation*}
W=\frac{A_{H}}{12 \pi Z_{\text {particle }}^{2}} \tag{7.2}
\end{equation*}
$$

The van der Waals force for a rigid particle can then be converted to [157]

$$
\begin{equation*}
F_{v d w}=2 \pi W R_{\text {particle }} \tag{7.3}
\end{equation*}
$$

However, in real life, particles are normally supposed to be elastic rather than completely rigid. That means the particle-substrate contact region is deformable under the adhesion force that pulls the particle on the surface (Fig. 7.3 b ). By taking the shape deformation into account, the van der Waals force for a deformable particle is [158]:

$$
\begin{equation*}
F_{v d w}^{\text {deform }}=F_{v d w}\left(1+\frac{a_{\text {particle }}^{2}}{R_{\text {particle }} Z_{\text {particle }}}\right) \tag{7.4}
\end{equation*}
$$

where $a_{\text {particle }}$ is the particle-substrate contact radius (Fig. 7.3 b ). Over the past few decades, several theories have been developed to explain the adhesion induced deformation [159-162]. One of them, the JKR theory (named after Johnson, Kendall, and Roberts) [161] that considers the surface energy and deformation, is widely used to explain the adhesion mechanics of deformable particles. In the JKR theory, the contact radius is a function of the compressive and tensile interactions, and is given by [161]:

$$
\begin{gather*}
a_{\text {particle }}^{3}=\frac{6 W \pi R_{\text {particle }}^{2}}{K} \\
K=\frac{4}{3 \pi\left(k_{\text {particle }}+k_{\text {surface }}\right)} \\
k_{\text {particle }}=\frac{1-v_{\text {particle }}^{2}}{\pi E_{\text {particle }}}, k_{\text {surface }}=\frac{1-v_{\text {surface }}^{2}}{\pi E_{\text {surface }}} \tag{7.5}
\end{gather*}
$$

where $v$ and $E$ are the Poisson's ratio and Young's modulus of the material respectively.


Figure 7.3: Adhesion between a particle and a solid surface. (a) a rigid sphere particle sitting on the substrate without any shape deformation; (b) a deformed particle sitting on the surface with the contact radius $a_{\text {particle }}$.

### 7.3.2 Cleaning forces

During ultrasonic cleaning process, contamination particles experience several hydrodynamic and acoustic forces generated by the acoustic field and oscillating microbubbles. Kim et al [24] identified the main influential cleaning forces for the removal of micrometer-sized particles, and their results are briefly shown here. Initially, a particle sitting on a substrate at rest, the van der Waals force (Eq.7.4) is responsible for the particle adhesion as seen in Fig. 7.4 a.

## Acoustic pressure gradient force

Suppose an ultrasound field is established in the direction perpendicular to the wall (Fig. 7.4 b ), the acoustic field results in a pressure gradient $(\nabla p)$ across the particle surface. Accordingly, the particle experiences an acoustic pressure gradient force, which is given by [24]:

$$
\begin{equation*}
F_{p}=\nabla p V_{\text {particle }} \tag{7.6}
\end{equation*}
$$

where $V_{\text {particle }}$ is the particle volume.

## Interface sweeping force

In addition to the sound field, acoustically-driven bubbles are also transported to the vicinity of the particle. For a bubble that is adjacent to the particle (Fig. 7.4 c), the Laplace pressure, which arises from the pressure difference between the gas inside and liquid outside the bubble, generates an interface sweeping force on the particle [24]:

$$
\begin{equation*}
F_{i f}=\frac{2 \pi R_{\text {particle }}^{2} \sigma}{R_{0}} \tag{7.7}
\end{equation*}
$$

where $\sigma$ is the surface tension of a bubble with a radius of $R_{0}$.

## Dynamic pressure gradient force

Moreover, for a particle located at a distance of $d_{b p}$ from the bubble, the microstreaming that is caused by the bubble oscillation generates a pressure gradient on the particle. Therefore, the particle experiences a dynamic pressure gradient force [24]:

$$
F_{d}=\frac{\partial p_{d}}{\partial r} V_{p a r t i c l e}
$$

$$
\begin{equation*}
p_{d} \sim \frac{1}{2} \rho u^{2} \tag{7.8}
\end{equation*}
$$

where $r$ is the distance between a monitoring point and the bubble center. $\rho$ is the liquid density, and $u$ is the liquid velocity.


Figure 7.4: The relationship between the particle adhesion force and cleaning forces. (a) a particle is held on a substrate by the van der Waals force in the absence of any external loads. (b) The particle is influenced by the acoustic force and the van der Waals force in the presence of an ultrasound field. (c) An oscillation bubble generates an interface sweeping force on the particle that is located within the bubble oscillation range. The combination of the van der Waals force, the acoustic force, and the interface sweeping force decides the particle movement. (d) For a particle sitting in the far field, it experiences forces from the pressure gradient that is generated by the bubble pulsation, the van der Waals force, and the acoustic force simultaneously.

### 7.3.3 Linear torque balance model

Three main models of particle removal from a substrate have been reported in the literature [163]. They are rolling, sliding, and lifting models. It has been recognized
that the rolling model is mainly responsible for the removal of spherical particles from a flat surface [163]. Hence, only the rolling model is considered here. Recently, a linear torque balance model was proposed by Kim et al [24] for explaining the particle detachment process in conventional megasonic cleaning. This model has been verified to be able to estimate the different torques exerted on a micrometersized particle near an oscillating bubble. Therefore, their work is briefly reviewed here.


Figure 7.5: Different forces exerted on a particle attached to a surface.

## Adhesion torque

The detachment of a particle can be analyzed by exploring the balance between different torques exerted on it. The turning point of the particle is located on the periphery of the contact region (point O in Fig. 7.5). The adhesion torque $\tau_{a}$ that is generated by the van der Waals force with the moment arm ( $\left.\sim a_{\text {partiticle }}\right)$ is given by [24].

$$
\begin{equation*}
\tau_{a} \sim F_{v d w}^{d e f o r m} a_{\text {particle }} \tag{7.9}
\end{equation*}
$$

## Acoustic pressure gradient torque

When an acoustic field with an amplitude of $P_{a}$ is established, for example, in the direction perpendicular to the solid surface (Fig. 7.4 b ), the acoustic pressure gradient torque $\tau_{p}$ that is generated by the acoustic pressure gradient force with the moment arm ( $\sim a_{\text {particle }}$ ) is [24]:

$$
\begin{equation*}
\tau_{p} \sim \frac{2 P_{a} \omega R_{\text {particle }}^{3} a_{\text {particle }}}{3 c} \tag{7.10}
\end{equation*}
$$

where $\omega$ is the angular frequency, and $c$ is the sound velocity in the liquid.

## Interface sweeping torque

Moreover, during the cleaning process, active bubbles are brought to the vicinity of the particles under the acoustic and hydrodynamic forces. For a particle sitting within the bubble oscillation range (Fig. 7.4 c ), it experiences an interface sweeping torque $\tau_{i f}$ due to the interface sweeping force $F_{i f}$ with the moment arm ( $\sim R_{\text {particle }}$ ) [24]:

$$
\begin{equation*}
\tau_{i f} \sim 2 \pi R_{\text {particle }}^{3} \sigma / R_{0} \tag{7.11}
\end{equation*}
$$

## Dynamic pressure gradient torque

For a particle sitting outside the bubble oscillation range, the bubble also exerts a dynamic pressure gradient torque on the particle [24]:

$$
\begin{align*}
\tau_{d} \sim F_{d} R_{\text {particle }} & =\frac{\partial p_{d}}{\partial r} V_{\text {particle }} R_{\text {particle }} \\
p_{d} & \sim \frac{1}{2} \rho u^{2} \tag{7.12}
\end{align*}
$$

It is worth mentioning that the flow velocity $u$ that was estimated in [24] is based
on a linear spherical bubble oscillation model at a large pressure amplitude (260 $\mathrm{kPa})$. The contribution from the non-spherical oscillation to the flow velocity was not considered by Kim et al. However, as seen in the previous chapter, both the spherical and non-spherical oscillations can cause microstreaming at a moderate pressure amplitude. Thus, the dynamic pressure torque given in [24] is expanded here by including the influence from both the spherical and non-spherical bubble oscillations. For a spherical oscillation, the dynamic pressure torque is:

$$
\begin{align*}
& \tau_{d s} \sim \frac{\partial p_{d s}}{\partial r} V_{\text {particle }} R_{\text {particle }} \\
& p_{d s} \sim \frac{1}{2} \rho\left(\frac{1}{r^{2} \sin \theta} \frac{\partial \bar{\Psi}_{11 w}}{\partial \theta}\right)^{2} \tag{7.13}
\end{align*}
$$

For a non-spherical oscillation, the torque is:

$$
\begin{align*}
\tau_{d n} & \sim \frac{\partial p_{d n}}{\partial r} V_{\text {particle }} R_{\text {particle }} \\
p_{d n} & \sim \frac{1}{2} \rho\left(\frac{1}{r^{2} \sin \theta} \frac{\partial \bar{\Psi}_{11 w}^{n}}{\partial \theta}\right)^{2} \tag{7.14}
\end{align*}
$$

where $\bar{\Psi}_{11 w}$ and $\bar{\Psi}_{11 w}^{n}$ are the spherical and non-spherical streaming functions as defined in Eq.6.14 and 6.17.

### 7.4 Discussion of the experimental result

Based on the linear torque balance model, a particle can be detached from a substrate when the removal torques outweigh the adhesion torque that holds the particle on the surface. In this section, the relationship between the adhesion torque $\tau_{a}$, the acoustic pressure gradient torque $\tau_{p}$, the interface sweeping torque $\tau_{i f}$, and the dynamic pressure gradient torque $\tau_{d}$ is discussed. The parameters used here are: $A_{H}=$ $1 \times 10^{-20} \mathrm{~J}, R_{\text {particle }}=1 \mu \mathrm{~m}, Z_{\text {particle }}=0.4 \mathrm{~nm} . v_{\text {particle }}=0.17, v_{\text {surface }}=0.2, E_{\text {particle }}$ $=70 \mathrm{Gpa}, E_{\text {surface }}=64 \mathrm{Gpa}$ [164]. The bubble as shown in section 5.2.3 $\left(R_{0}=70\right.$
$\mu \mathrm{m}$, mode number $n=4$ ) is used. This type of bubble was commonly observed under the present experimental condition, and therefore, is selected here for demonstration purpose. The external pressure amplitude is set as $P_{a}=11.5 \mathrm{kPa}$. The different torques exerted on particles of radii ranging from 0.1 to $10 \mu \mathrm{~m}$ are shown in Fig.7.6.


Figure 7.6: Torques generated by the particle adhesion force and other cleaning forces. The particle radius varies from 0.1 to $10 \mu \mathrm{~m}$. The symbols for different torques are: particle adhesion force $\tau_{a}(--)$, acoustic pressure gradient $\tau_{p}(---)$, interface sweeping force $\tau_{i f}(\cdots)$, pressure gradient from spherical oscillation $\tau_{d s},(-\Delta-)$, pressure gradient from non-spherical oscillation $\tau_{d n}(-\square-)$.

First, an acoustic pressure gradient torque $\tau_{p}$ is generated in the presence of an acoustic field. $\tau_{p}$, however, is much weaker than the adhesion torque $\tau_{a}$ for most of the micro and sub-micrometer-sized particles. The magnitude difference between $\tau_{p}$ and $\tau_{a}$ increases with a decrease of particle size. Thus, it is hardly possible that the acoustic wave field alone can contribute to the removal of micrometer-sized particles.

Second, besides the acoustic field, acoustically-driven bubbles that are transported onto the solid surface can also influence the particle movement. For particles sitting within the bubble oscillation range, they could experience the interface sweep-
ing torque $\tau_{i f}$ owing to the Laplace pressure. It can be seen from Fig.7.6 that $\tau_{i f}$ is sufficiently strong to break the particle-substrate bonding for the micro and sub-micrometer-sized particles. Hence, it is possible to achieve the cleaning effect through the direct contact between micro-bubbles and particles.

Third, in addition to the nearby particles, a bubble can also generate a pressure gradient on a particle sitting out of the oscillation range. This dynamic torque $\tau_{d}$ is directly related to the characteristics of microstreaming around the bubble. As discussed in the previous chapter, both the spherical and non-spherical oscillations can contribute to microstreaming at a moderate pressure amplitude. At a large bubble-particle separation distance ( $d_{b p}=400 \mu \mathrm{~m}$ ), the dynamic torque $\tau_{d s}$ that is generated by spherical bubble oscillation is several orders of magnitude weaker than $\tau_{a}$, but is stronger than the torque $\tau_{d n}$ that is generated from the non-spherical pulsation. With a decrease of $d_{b p}$ to $110 \mu \mathrm{~m}$, it can be seen from Fig.7.6 that $\tau_{d n}$ starts to outweigh its counterpart, but is still negligible compared with $\tau_{a}$. When $d_{b p}$ is shorten to $70 \mu \mathrm{~m}, \tau_{d n}$ is finally able to break the particle-substrate bonding for micrometer-sized particles, while $\tau_{d s}$ hardly contributes to the particle removal within this range.

It needs to be pointed out here that this estimated relationship between the different torques exerted on a particle is to solely provide a qualitative understanding of the particle detachment process. To directly demonstrate the particle motion during the cleaning process, a more advanced experimental configuration needs to be developed. This is because the study of the motion of micro and nanometer-sized particles near micro-bubbles requires an optical experimental setup to be able to focus on an area of the scale of nanometer. At such a small scale, the observed microstreaming around the particles could be compared with the theoretical predictions. However, the diffraction limit of the best available conventional microscope is $0.2 \mu \mathrm{~m}$ [165], which is still larger than the nanometer-sized particles. Moreover, more direct observations of the particle-substrate bonding are needed to provide a more accurate prediction of the particle removal process. Ideally, the parameters of contamination particles and the surface, such as contact radius, particle-substrate separation distance, and the flatness of a solid surface etc, are preferable to be obtained using scanning electron microscopy and other optical observation techniques. With these improvements, it
is possible to control the complicated bubble-particle interactions at the nanometer scale.

### 7.5 Conclusion

The mechanism underlying the ultrasonic cleaning was investigated experimentally and theoretically using the designed test rig. From the experimental results, it was verified that the test cell was able to remove micrometer-size particles from glass surfaces, particularly the area where the particles were heavily aggregated. The cleaned areas were not uniformly distributed on the glass surfaces owing to the fact that the motion of a bubble on a surface is significantly influenced by the existence of nearby bubbles. A longer operation time was found to increase the cleaning efficiency.

The cleaning process was also explained by analyzing the relationship between different torques exerted on a particle. From the simulation result, it was found that the particles were held on a substrate by the particle adhesion force that exerted an adhesion torque on the particles. The acoustic pressure torque that was generated by an acoustic field cannot compete with the adhesion torque, and thus contributed little to the removal of micro and sub-micrometer-sized particles. With the introduction of micro-bubbles to the near field of the particles, it was possible to break the particle-substrate bonding through the bubble oscillation process. On the one hand, particles sitting within the bubble oscillation range can be forced to move off the substrate by the interface sweeping torque. On the other hand, particles located outside the bubble oscillation range were possible to be removed by the dynamic pressure torque. Previous studies, however, only considered the dynamic pressure torque that was generated by spherical oscillation at a large pressure amplitude. In this chapter, it was shown that it was the non-spherical oscillation rather than the spherical one that contributed to the cleaning of particles at a moderate pressure amplitude. The dynamic pressure torque that resulted from non-spherical oscillation was sufficiently strong to outweigh the adhesion torque within short distances. However, the spherical oscillation contributed little to the cleaning process. These estimations are linear approximations of the particle detachment, and provide a
qualitative insight into the ultrasonic cleaning process at a moderate pressure amplitude. An improved experimental rig, which is able to measure the microstreaming around the particles and the particle-substrate bonding force at the nanometer scale, is needed to be developed in the future to gain quantitative results.

## Chapter 8

## Conclusions

### 8.1 Thesis review

This thesis investigated the mechanism underlying ultrasonic cleaning using microbubbles. It was hypothesised that oscillating bubbles can cause cleaning by disturbing the flow field in the vicinity of contamination particles. Although the macroscopic cleaning effect has been reported, the bubble-particle interaction at the microscopic has not yet been fully understood. Moreover, in real life applications, bubbles are required to be transported onto the target surface. However, the detailed mechanism of bubble translation in a complicated multi-bubble environment is still unknown. Therefore, in this thesis, the investigation of ultrasonic cleaning was carried out in two steps: first the bubble transportation under various conditions was studied, and then the bubble behavior near a surface was explored in order to establish the relationship between the bubble induced cleaning forces and particle adhesion forces.

The dynamics of a bubble within an acoustic standing wave field were explored numerically and experimentally. The translation and oscillation of a bubble were derived based on the Lagrangian formulism. The external forces exerted on the bubble were analyzed for a bubble translating in a bulk medium and a multi-bubble environment respectively. The predicted bubble trajectories in the sound field were verified by the optical observations with a high speed camera system. Furthermore,
the bubble oscillation near a surface and the corresponding microstreaming were studied. The dominating factors which can influence the bubble oscillation mode were found. The shift of bubble oscillation modes were explained by the change of pressure threshold of non-spherical oscillation modes when a bubble is attached to a wall. The microstreaming around an oscillating bubble on a wall was explored with the PIV, and its formation was modelled based on the vorticity equation. Meanwhile, the feasibility of using the proposed system in real life ultrasonic cleaning applications was verified based on the experimental results of removing micrometersized particles from sample glass surfaces. The influence of both the spherical and non-spherical oscillation modes on the cleaning effect was explained based on a linear torque balance model.

Chapter 2 presented the design and construction of a multi-layered resonator for bubble motion control. The test cell consists of a transducer, a liquid medium and a glass backing plate. The acoustic field within the liquid was successfully modelled using the 1D model so that the transducer impedance as well as the pressure distribution within the whole assembly could be predicted. While this type of device is commonly employed in particle and cell manipulation studies but rarely for bubble manipulation investigations.

Chapter 3 revisited the theory background of single bubble and multi-bubble translation in an acoustic standing wave field. The translation and oscillation equations were derived from the Lagrangian formulism. The influence of a wall on the bubble translation was discussed.

In chapter 4, the mechanism of single bubble transportation was shown. Bubble radial oscillation was simulated by a modified Keller-Miksis equation and bubble translational motion was derived from an equation obtained by applying Newton's second law to a bubble in a liquid medium. The bubble trajectories were recorded by a high speed camera system. The influence of pressure amplitude and bubble size on the single bubble translation was explored.

Chapter 5 discussed the mechanism of bubble translation in a multi-bubble environment. An improved test rig was designed to study the multi-bubble transportation in a sound field. A theoretical model was established to explain the multi-bubble
translation by expressing the balance between Bjerknes forces and hydrodynamic forces on a bubble in a liquid medium. The bubble translations were observed with the high speed camera system and were compared with the theoretical predictions. The translational behaviors of bubbles of different sizes were examined. The influence of bubble-bubble interactions on the multi-bubble translation was studied.

Chapter 6 focused on the bubble behavior near a surface. The spherical and nonspherical bubble oscillation modes were observed with the high speed camera system. Several factors, including pressure amplitude, driving frequency, bubble size, boundary conditions, and neighboring bubbles, can all influence the bubble oscillation modes near a surface. Moreover, the microstreaming around an oscillating bubble was revealed with the PIV. Analytical solutions based on the modified Navier-Stokes equation were used to compare with the experimental results.

Chapter 7 demonstrated the feasibility of using the test rig for ultrasonic cleaning, and explored the possible mechanism of particle removal based on a linear torque balance model. The removal of silicon dioxide particles from sample glass surfaces was studied experimentally using a microscope. The relationship between the bubble-bubble interactions on the surfaces and its impact on the cleaning process was demonstrated. The cleaning mechanism was investigated by analyzing the relationship between different torques exerted on the micro and sub-micrometer-sized particles. The possible cleaning forces that were generated by the acoustic field and micro-bubbles were identified, and their relationship with the particle adhesion force was illustrated.

### 8.2 Main findings of this thesis

### 8.2.1 Single bubble translation

The single bubble translation was studied with a multi-layered resonator. The sound field was successfully predicted by a 1D model. The outputs of the 1D model included impedance of the stack and pressure distribution in the layered structure.

It was found that the motion of a single bubble was controlled by the primary

Bjerknes force from the sound field, the buoyancy force from the surrounding liquid, and the drag forces due to the liquid viscosity. For a single bubble, its translation can be influenced by the external pressure amplitude and its initial size. Bubbles larger than their resonance sizes were pushed towards the pressure node. Increasing the input pressure amplitude and decreasing the bubble size can force the bubbles to move towards the target at faster speeds, seen in the experiment by their arrivals at the reflector at lower heights. Bubbles smaller than their resonance size, on the other hand, were forced to move towards the pressure anti-node instead. The small bubbles were less sensitive to the changes of pressure amplitude and bubble size. All of these observed single bubble translations were in good agreement with the theoretical predictions.

### 8.2.2 Multi-bubble translation

The collective bubble dynamics near a surface in a weak acoustic standing wave field was investigated. The multi-bubble translation was achieved by using an improved multi-layered resonator which created an uniform one-dimensional acoustic standing wave field in a water layer. The bubble motion was calculated by a model that takes the boundary conditions and neighboring bubbles into account. The influence of several acoustic and hydrodynamic forces on the bubble translation was explored.

It was found that the bubble translation near a surface in a multi-bubble environment was mainly controlled by the primary Bjerknes force imposed by the acoustic field, secondary Bjerknes forces introduced by a surface and neighboring bubbles, and buoyancy force from the surrounding liquid. The primary Bjerknes force dominated the bubble translation when the bubble was far away from the surface and was outweighed by the secondary Bjerknes force from the boundary when the bubble was approaching the surface. Moreover, a strong secondary Bjerknes force generated by a neighboring bubble was noticed in the experiment. The bubble-bubble interaction forced nearby bubbles to move on trajectories towards the target bubble instead of the positions that they would have moved to in the absence of the target bubble. It was also seen from a parametric study that increasing the pressure amplitude can enhance the interaction between two bubbles and force bubbles to move at a faster speed. The secondary Bjerknes force between two bubbles can shift from an
attractive one when two bubbles oscillate in phase to a repulsive one when their oscillations are out of phase. All of these experimental results were in good agreement with the presented theory.

### 8.2.3 Bubble oscillation modes and microstreaming

The bubble behavior near a surface and the microstreaming was investigated theoretically and experimentally. It was noticed that several factors, including the driving frequency, external pressure amplitude, bubble size, boundary conditions and neighboring bubbles, worked together to decide the bubble oscillation modes. At a certain pressure amplitude, a bubble can maintain its spherical shape when its size was below a threshold, while the non-spherical modes can be excited for a bubble of larger size. Increasing the external pressure amplitude for a given size of bubble can also trigger the occurrence of non-spherical surface shape. Moreover, a nearby wall lowered the pressure threshold of non-spherical modes and enhanced the excitation of asymmetric surface pulsation. The neighboring wall can severely deform the bubble shape at the bubble-wall contact area at a large pressure amplitude which in turn promoted the bubble's non-spherical surface oscillation. The observed transitions between different bubble oscillation modes showed good agreement with the theoretical predictions.

Different oscillation modes could trigger different microstreaming around a bubble at a moderate pressure amplitude. Microstreaming due to the non-spherical modes decayed at a much faster rate with distance from the bubble than the spherical one, and thus contributed much less to the observed far-field microstreaming. The nonspherical mode would take more effect in the near field of the bubble. However, this effect is so localised that microstreaming due to non-spherical bubble oscillations could not be measured with the constructed test rig.

### 8.2.4 Ultrasonic cleaning mechanism

The mechanism underlying the ultrasonic cleaning using micro-bubbles was explored theoretically by analyzing the relationship between the different torques exerted on
micro and sub-micrometer-sized particles. From the simulation result, it was found that the acoustic pressure gradient torque that was generated by an acoustic standing wave field could not move micro and sub-micrometer-sized particles on a flat substrate. With the introduction of acoustically-driven bubbles, particles sitting within the bubble oscillation range could be cleaned by the interface sweeping torque. For particles located outside the oscillation range (bubble wall displacement), the dynamic pressure gradient torque that arose from the microstreaming could be responsible for the particle detachment. Previous theory, however, only considered the linear spherical bubble oscillation induced dynamic torque at a large pressure amplitude, which is not sufficient to explain particle removal. It was shown in this thesis that at a moderate pressure amplitude, the non-spherical bubble oscillation could potentially be responsible for the particle removal process in the vicinity of a micro-bubble. This provides a qualitatively insight into the mechanism of ultrasonic cleaning at moderate pressure amplitudes. The measurement of the microstreaming around the particles and the particle-substrate bonding force at the nanometer scale requires improved test equipment to be developed in the future.

### 8.3 Suggestions for future work

In the future, it would be possible to extend the study of bubble dynamics control in two directions: one is to investigate the particle removal mechanism at the nanometer scale, and the second one is to improve the performance of the acoustic standing wave field.

As suggested by the outcomes of this thesis, it is the non-spherical oscillation rather than the spherical oscillation that could be responsible for the cleaning of micro and sub-micrometer-sized particles. However, due to the limitation of the present optical observation technique, detailed analysis of the particle movement around oscillating bubbles at the nanometer scale has not yet been accomplished. Recently, Total Internal Reflection Fluorescence (TIRF) microscopy was reported to be able to visualize the nanobubble behavior on a surface [166]. The sharp contrast images obtained by TIRF is preferable in the study of particle removal. By adjusting the focus zone on the area in the vicinity of a surface, it might be possible to
observe the interaction between contamination particles and nearby flow motion at the nanometer scale. Moreover, it could also be possible to explore the cleaning of particles bonded with various adhesion forces on a substrate with the current test rig. This is important in quantifying the cleaning efficiency of different particles in future industrial applications.

The sound field presented in this thesis was designed as a one-dimensional one, which was uniformly distributed in the other directions in space. However, in real life ultrasonic cleaning processes, a multi-dimensional sound field is more preferable because the bubble translation is a three dimensional effect rather than a pure one dimensional one. The bubble-bubble interaction is important in controlling the bubble motion on a surface which in turn would influence the cleaning efficiency. Random bubble motion on a surface is a potential issue for the cleaning process, particularly for large scale operation. Ideally, bubbles are supposed to oscillate locally and disturb the flow motion in the near field of the surface. The accumulation of bubbles within an area would decrease the cleaning efficiency. Therefore, it would be necessary to create a sound field distributed with a certain pattern on a surface in order to effectively excite bubble oscillations, and meanwhile decrease the possibility of bubble coalescence. The design of transducers that enable excitation of these complicated sound fields for specific applications would be an interesting field for future work.

## Appendix

## Microstreaming

In an incompressible flow, the governing equation of the liquid velocity is governed by the Navier-Stokes equation [136]:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \nabla u=\frac{1}{\rho}\left[-\nabla P+\eta \nabla^{2} u+F\right] \tag{A-1}
\end{equation*}
$$

where $P$ is the pressure, and $F$ is the sum of external forces.
Taking the curl of the Navier-Stokes equation on both sides eliminates the pressure component. The liquid velocity can be replaced by the Stokes streaming function $\psi$ which is related to the radial and tangential components of the liquid velocity [136]:

$$
\begin{align*}
& u_{r}=\frac{1}{r^{2} \sin \theta} \frac{\partial \psi}{\partial \theta}=-\frac{1}{r^{2}} \frac{\partial \psi}{\partial \nu} \\
& u_{\theta}=-\frac{1}{r \sin \theta} \frac{\partial \psi}{\partial r}=-\frac{1}{r \sqrt{\left(1-\nu^{2}\right)}} \frac{\partial \psi}{\partial r} \tag{A-2}
\end{align*}
$$

where $\nu=\cos \theta$.

The Navier-Stokes equation is now converted to the vorticity equation in the form of streaming function $\psi[167]$ :

$$
\begin{equation*}
\frac{\partial \Omega}{\partial t}+\frac{1}{r^{2}}\left[\frac{\partial(\psi, \Omega)}{\partial(r, \nu)}+2 \Omega \zeta \psi\right]=\eta D^{2} \Omega \tag{A-3}
\end{equation*}
$$

$$
\begin{equation*}
\zeta \equiv \frac{\nu}{1-\nu^{2}} \frac{\partial}{\partial r}+\frac{1}{r} \frac{\partial}{\partial \nu} \tag{A-4}
\end{equation*}
$$

where $\Omega$ is the vorticity of the flow defined by a linear operator $D^{2}$ :

$$
\begin{equation*}
\Omega=-D^{2} \psi \tag{A-5}
\end{equation*}
$$

$$
\begin{equation*}
D^{2} \equiv \frac{\partial^{2}}{\partial^{2} r^{2}}+\frac{1-\nu^{2}}{r^{2}} \frac{\partial^{2}}{\partial \nu} \tag{A-6}
\end{equation*}
$$

The vorticity Eq.A-3 only contains the variable $\psi$ and is the basis of the following flow dynamic analysis. Ideally, a numerical simulation of Eq.A-3 will characterize the complete details of the microstreaming. Such an analysis, however, consumes a considerable amount of computing time. Alternatively, analytical solutions up to the second order term have been verified to be suitable to quantify the microstreaming behavior at a low pressure amplitude in a bulk medium [108] and near a boundary [120]. Thus, the derivations of analytical solutions under different conditions are given as follows.

To obtain the analytical solution of Eq.A-3, the streaming function is expanded in a form of powers series as [108]:

$$
\begin{equation*}
\psi=\epsilon \psi_{01}+\epsilon^{\prime} \psi_{10}+\epsilon^{2} \psi_{20}+\epsilon \epsilon^{\prime} \psi_{11}+\epsilon^{\prime} \psi_{02}+\cdots \tag{A-7}
\end{equation*}
$$

where $\epsilon^{\prime}$ and $\epsilon$ are the amplitudes of the translational streaming $\psi_{n 0}$ and radial streaming $\psi_{0 n}$ respectively. $\psi_{11}$ is the streaming generated by the coupled bubble translation and oscillation.

The $\psi$ given by Eq.A-3 is the Eulerian streaming function. The real flow motion needs to be represented by the Lagrangian streaming function $\Psi$ which is the sum of the Eulerian streaming function and the Stokes drift $\psi_{s}$ [108]

$$
\Psi=\bar{\psi}+\psi_{s}
$$

$$
\begin{equation*}
\psi_{s}=\frac{1}{r^{2}} \overline{\int \frac{\partial \psi}{\partial r} d t \frac{\partial \psi}{\partial \nu}} \tag{A-8}
\end{equation*}
$$

where the over bar denotes the time average.

Besides Eq.A-7-A-8, the boundary conditions for Eq.A-3 are still unknown. The next step, thus, is to apply various boundary conditions on the vorticity equation to obtain the analytical solutions.

## Microstreaming from a spherical oscillation

The analysis of the streaming function is accomplished by applying different boundary conditions to Eq.A-3 - A-8. For a spherical pulsation in a bulk medium, the bubble surface can be represented by [108]:

$$
\begin{equation*}
R(t)=R_{0}-i R_{0} \epsilon \exp (i(\omega t+\phi)) \tag{A-9}
\end{equation*}
$$

where $\phi$ is the pulsation phase.
When a bubble travels in a liquid medium, the liquid velocity must be equal to the bubble wall displacement in the radial direction and the tangential liquid velocity vanishes. The boundary conditions in the radial and tangential directions are [108]:

$$
\begin{align*}
& \frac{R^{2}}{r^{2}}=-\frac{1}{r^{2}} \frac{\partial \psi_{01}}{\partial \nu} \\
& -\frac{\partial^{2} \psi}{\partial r^{2}}+\frac{2}{r} \frac{\partial \psi}{\partial r}=0 \tag{A-10}
\end{align*}
$$

By equating the bubble wall velocity and the liquid velocity, $\psi_{01}$ is found by:

$$
\begin{equation*}
\psi_{01}=-\nu \exp (i(\omega t+\phi)) \tag{A-11}
\end{equation*}
$$

It is clearly shown that both $D^{2} \overline{\psi_{01}}$ and $\partial \psi_{01} / \partial r$ vanish.
$\psi_{10}$ is given by applying the boundary condition Eq.A-10:

$$
\begin{equation*}
\psi_{10}=\left[\frac{1}{2}\left(r^{2}-\frac{1}{r}\right)+\frac{B}{\alpha^{2} r}+\frac{C}{\alpha^{2}}\left(1+\frac{1}{\alpha r}\right) \exp (-\alpha(r-1))\right]\left(1-\nu^{2}\right) \exp (i \omega t) \tag{A-12}
\end{equation*}
$$

where $B$ and $C$ are constants:

$$
\begin{equation*}
B=-\frac{3(1+1 / \alpha)}{1+3 / \alpha}, C=\frac{3}{1+3 / \alpha} \tag{A-13}
\end{equation*}
$$

Taking the mean values of Eq.A-3 and substituting $\psi_{01}$ and $\psi_{10}$, the coupled streaming function $\psi_{11}$ is shown by:

$$
\begin{equation*}
r^{2} \eta D^{4} \bar{\psi}_{11}=\frac{\overline{\partial\left(\psi_{01}, D^{2} \psi_{10}\right)}}{\partial(r, \nu)}+\overline{2 \zeta \psi_{01} D^{2} \psi_{10}} \tag{A-14}
\end{equation*}
$$

With the boundary condition Eq.A-10, the lowest order form of the Lagrangrian microstreaming is [108]:

$$
\begin{equation*}
\bar{\psi}_{11}=-\frac{1}{2} i e x p(-i \phi)\left[\left(r+\frac{1}{2 r}\right)+3(1-i) \delta\left(r-\frac{1}{r}\right)\right]\left(1-\nu^{2}\right) \tag{A-15}
\end{equation*}
$$

where $\delta=\sqrt{2 \eta / \omega}$.
The Stokes drift of the spherical pulsation is [108]:
$\psi_{s 11}=\frac{3}{4} \exp (-i \phi)\left(i+\delta^{2}-2 i \delta \eta+4 i \delta^{2} \eta^{2}\right)-\left[(1+i) \delta-2 \delta^{2}-2(1+i) \delta^{2} \eta\right] e(-(1+i) \eta)\left(1-\nu^{2}\right)$

The Lagrangrian streaming function is the sum of the mean Eulerian streaming and the Stokes drift. The lowest order form of the Lagrangrian is [108]:

$$
\begin{equation*}
\bar{\Psi}_{11}=\sin \phi\left(-\frac{r}{2}+\frac{1}{4 r}+\frac{1}{4 r^{4}}\right)\left(1-\nu^{2}\right) \tag{A-17}
\end{equation*}
$$

In dimensional terms, the microstreaming takes the form of [120]

$$
\begin{equation*}
\bar{\Psi}_{11}=\frac{\epsilon^{2}}{4} R_{0}^{3} \omega \sin \phi\left(-2 \frac{r}{R_{0}}+\frac{R_{0}}{r}+\frac{R_{0}^{4}}{r^{4}}\right)\left(1-\nu^{2}\right) \tag{A-18}
\end{equation*}
$$

It needs to be pointed out that in many applications, a bubble normally oscillates near a surface. Thus, the bulk medium streaming function needs to be expanded to include the boundary effects. Suppose the surface is rigid, the influence from the boundary on the microstreaming can be treated by adding imaginary singularities on the other side of the wall . The sum of the original streaming function and the imaginary streaming functions creates a new streaming function $\bar{\Psi}_{11 w}$ which fulfills the new rigid boundary condition [120].

$$
\begin{equation*}
\bar{\Psi}_{11 w}=-3 \epsilon^{2} R_{0}^{4} \omega \sin \phi \frac{1}{r} \nu^{2}\left(1-\nu^{2}\right) \tag{A-19}
\end{equation*}
$$

The flow velocity can then be calculated by substituting Eq.A-19 into Eq.A-2

$$
\begin{gather*}
u_{r 11 w}=\frac{6 \epsilon^{2} R_{0}^{4} \omega \sin \phi}{r^{3}}\left[\nu^{3}-\nu\left(1-\nu^{2}\right)\right] \\
u_{\theta 11 w}=-\frac{3 \epsilon^{2} R_{0}^{4} \omega \sin \phi}{r^{3}} \nu^{2} \sqrt{1-\nu^{2}} \tag{A-20}
\end{gather*}
$$

## Microstreaming from a non-spherical oscillation

The microstreaming around a bubble with a non-spherical shape is derived following the same procedure as for the spherical case.

The time varying bubble surface is defined by:

$$
\begin{equation*}
R(t)=R_{0}+\epsilon \tag{A-21}
\end{equation*}
$$

The kinematic boundary condition on the bubble surface is [152]:

$$
\begin{equation*}
u_{r}-\frac{u_{\theta}}{r} \frac{\partial \epsilon}{\partial \theta}=-\frac{1}{r^{2}}\left(\frac{\partial \psi}{\partial \nu}+\frac{\partial \epsilon}{\partial \nu} \frac{\partial \psi}{\partial r}\right) \tag{A-22}
\end{equation*}
$$

The dynamic boundary conditions are [152]:

$$
\begin{align*}
p_{0}\left(\frac{R_{0}}{r}\right)^{3 \gamma}-\sigma(\nabla, \mathbf{n})= & P-2 \eta_{d}\left[r^{2}+\left(1-\nu^{2}\right)\left(\frac{\partial \epsilon}{\partial \nu}\right)^{2}\right]^{-1}\left\{-\frac{\partial^{2} \psi}{\partial r \partial \nu}+\right. \\
& \frac{2}{r} \frac{\partial \psi}{\partial \nu}+\left(\frac{\partial \epsilon}{\partial \nu}\right)\left[-\frac{\partial^{2} \psi}{\partial r^{2}}+\frac{1-\nu^{2}}{r^{2}} \frac{\partial^{2} \psi}{\partial \nu^{2}}+\frac{2}{r} \frac{\partial \psi}{\partial r}\right]+  \tag{A-23}\\
& \left.\frac{1}{r^{2}}\left(\frac{\partial \epsilon}{\partial \nu}\right)^{2}\left[\left(1-\nu^{2}\right) \frac{\partial^{2} \psi}{\partial r \partial \nu}+\nu \frac{\partial \psi}{\partial r}-\frac{\sqrt{1-\nu^{2}}}{r} \frac{\partial \psi}{\partial \nu}\right]\right\} \\
& {\left[1-\frac{1-\nu^{2}}{r^{2}}\left(\frac{\partial \epsilon}{\partial \nu}\right)^{2}\right]\left[\frac{\partial^{2} \psi}{\partial r^{2}}-\frac{1-\nu^{2}}{r^{2}} \frac{\partial^{2} \psi}{\partial \nu^{2}}-\frac{2}{r} \frac{\partial \psi}{\partial r}\right]+}  \tag{A-24}\\
& \frac{2}{r^{2}} \frac{\partial \epsilon}{\partial \nu}\left[-2\left(1-\nu^{2}\right) \frac{\partial^{2} \psi}{\partial r \partial \nu}-\nu \frac{\partial \psi}{\partial r}+\frac{3\left(1-\nu^{2}\right)}{r} \frac{\partial \psi}{\partial \nu}\right]=0
\end{align*}
$$

where $\eta_{d}$ is the dynamic viscosity, $\mathbf{n}$ is the unit vector normal to the bubble surface

$$
\begin{equation*}
\mathbf{n}=\left[e_{r}-\frac{1}{r} \frac{\partial \epsilon}{\partial \theta} e_{\theta}\right] \sqrt{1+\frac{1}{r^{2}}\left(\frac{\partial \epsilon}{\partial \theta}\right)^{2}} \tag{A-25}
\end{equation*}
$$

where $e_{r}$ and $e_{\theta}$ are the unit vector in the radial and tangential directions respectively.

Substituting the streaming power series into Eq.A-23 and A-24, the lowest order Lagrangian streaming function for non-spherical surface oscillation is [152]:

$$
\begin{align*}
\psi_{01}= & \left(-\frac{i \omega}{2}\right) \epsilon_{1 n} \sqrt{\frac{2 n+1}{4 \pi}} \frac{a^{2}}{n(n+1)}\left\{\left(\frac{a}{r}\right)^{n}+2 n(n+2)\left[1-i \frac{n(n+1)}{2 \alpha r a}(r-a)-\right.\right.  \tag{A-26}\\
& \left.\left.\frac{2}{\alpha a}\right] \frac{\exp (i \alpha \epsilon)}{\alpha^{2} a^{2}}\right\} \sqrt{1-\nu^{2}} P_{n}^{1} \nu
\end{align*}
$$

where $\epsilon_{1 n}$ is the amplitude of the $n$th mode.
Using Eq.A-8, the Stokes drift is found by:

$$
\begin{align*}
\psi_{s}= & \frac{\omega}{2} \epsilon_{1 n}^{2} R_{0} \frac{2 n+1}{4 \pi} \frac{n+2}{n+1} \exp \left(-\frac{\eta}{\sqrt{2}}\right)\left\{\beta \cos \left(\frac{\eta}{\sqrt{2}}+\frac{\pi}{4}\right)(1-\beta \eta(n+2))+\right.  \tag{A-27}\\
& \left.\beta^{2}(n+3) \sin \left(\frac{\eta}{\sqrt{2}}\right)\right\}\left(1-\nu^{2}\right) P_{n}
\end{align*}
$$

The lowest order Lagrangian streaming function for non-spherical surface oscillation is [152]:

$$
\begin{array}{r}
\psi_{01}^{n}=-\frac{i \omega}{2} \epsilon_{1 n} \sqrt{\frac{2 n+1}{4 \pi}} \frac{R_{0}^{2}}{n(n+1)} M \sqrt{1-\nu^{2}} P_{n}^{1}(\nu) \\
M=\left(\frac{R_{0}}{r}\right)^{n}+\frac{2 n(n+2)}{\left(\alpha R_{0}\right)^{2}}\left[1-i \frac{n(n+1)}{2 \alpha r R_{0}}\left(r-R_{0}\right)-\frac{2}{\alpha R_{0}}\right] e^{i \alpha\left(r-R_{0}\right)} \tag{A-28}
\end{array}
$$

Therefore, the Lagrangian steaming is given by:

$$
\begin{equation*}
\bar{\Psi}_{11}^{n}=\frac{\omega \epsilon_{1 n}^{2} R_{0}}{2 \pi} \frac{2 n+1}{4 \pi} \frac{(n+2)(n+3)}{2(n+1)(4 n+3)}\left[-\left(\frac{R_{0}}{r}\right)^{(2 n-1)}+\left(\frac{R_{0}}{r}\right)^{(2 n+1)}\right] \cos (2 n+1) \theta \tag{A-29}
\end{equation*}
$$

where $\epsilon_{1 n}$ is the amplitude of the $n$th mode.
For a bubble oscillating near a surface, the streaming function also needs to be expanded to include the influence from the wall. By introducing imaginary singularities on the other side of the wall, the new Lagrangian streaming function $\bar{\Psi}_{11 w}^{n}$ takes the form of:

$$
\begin{equation*}
\bar{\Psi}_{11 w}^{n}=\frac{\omega \epsilon_{1 n}^{2} R_{0}^{2 n}}{2 \pi} \frac{2 n+1}{4 \pi} \frac{(n+2)(n+3)}{2(n+1)(4 n+3)}\left(4 n^{2}+2 n-2\right) \frac{1}{r^{2 n-1}} \cos (2 n+1) \theta \sin ^{2} \theta \tag{A-30}
\end{equation*}
$$

Similar to the spherical case, the flow velocity can be obtained by:

$$
\begin{gather*}
u_{r 11 w}^{n}=\frac{\omega \epsilon_{1 n}^{2} R_{0}^{2 n}}{2 \pi} \frac{2 n+1}{4 \pi} \frac{(n+2)(n+3)}{2(n+1)(4 n+3)}\left(4 n^{2}+2 n-2\right)  \tag{A-31}\\
\frac{1}{r^{2 n+1}}[2 \cos (2 n+1) \theta \cos \theta-(2 n+1) \sin (2 n+1) \theta \sin \theta] \\
u_{\theta 11 w}^{n}=\frac{\omega \epsilon_{1 n}^{2} R_{0}^{2 n}}{2 \pi} \frac{2 n+1}{4 \pi} \frac{(2 n-1)(n+2)(n+3)}{2(n+1)(4 n+3)}\left(4 n^{2}+2 n-2\right) \frac{1}{r^{2 n+1}} \cos (2 n+1) \theta \sin \theta \tag{A-32}
\end{gather*}
$$
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