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ABSTRACT
Surface wave methods are based on the inversion of observed Rayleigh wave phase-
velocity dispersion curves. The goal is to estimate mainly the shear-wave velocity
profile of the investigated site. The model used for the interpretation is 1D, hence
results obtained wherever lateral variations are present cannot be considered reliable.

In this paper, we study four synthetic models, all with a lateral heterogeneity. When
we process the entire corresponding seismograms with traditional f -k approach, the
resulting 1D profiles are representative of the subsurface properties averaged over
the whole length of the receivers lines. These results show that classical analysis
disregards evidences of sharp lateral velocity changes even when they show up in the
raw seismograms.

In our research, we implement and test over the same synthetic models, a novel
robust automated method to check the appropriateness of 1D model assumption and
locate the discontinuities. This new approach is a development of the recent multi-
offset phase analysis with the following further advantages: it does not need previous
noise evaluation and more than one shot.

Only once the discontinuities are clearly identified, we confidently perform clas-
sical f-k dispersion curve extraction and inversion separately on both sides of the
discontinuity. Thus the final results, obtained by putting side by side the 1D profiles,
are correct 2D reconstructions of the discontinuous S-wave distributions obtained
without any additional ad-hoc hypotheses.

INTRODUCTION

In surface wave inversion, observed dispersion (i.e., varia-
tion of phase velocity with frequency) is used to infer the
soil material properties. The experimental information is ex-
tracted from seismograms as multi-modal curves representing
the dependence of phase-velocity on frequency (e.g., Socco and
Strobbia 2004). Different approaches to describe and handle
surface wave propagation in non-1D media have been de-
scribed and investigated in the literature (Keilis-Borok et al.
1989; Abraham et al. 2004; Socco et al. 2006) but the existing
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practice is strongly limited to the inversion of data in terms of
1D shear velocity profiles.

The use of Rayleigh waves to determine the dynamic prop-
erties of soil deposits and structures started more than sixty
years ago (Bergström and Linderholm 1946). Early studies
led to the so-called steady-state method based on constant
frequency excitation (Van der Pol 1951; Jones 1955). This
approach evolved later to become what is commonly known
as the continuous surface wave method (Matthews, Hope and
Clayton 1996). In the early 1980s, a new method to estimate
the S-wave velocity profile, called spectral analysis of sur-
face waves, was introduced (Heisey, Stokoe and Meyer 1982;
Nazarian, Stokoe and Hudson 1983). Spectral analysis of sur-
face waves consists in recording the surface waves generated
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by an impact source by means of only two sensors. The mea-
sure is repeated for different spacing between the geophones
and, because of that, it usually takes several hours to com-
plete the whole data acquisition. The dispersion curve is first
determined by calculating a cross power spectrum that de-
fines the phase difference, as a function of frequency, between
the waves measured by the two sensors. Since the distance be-
tween the sensors is known, the dispersion curve is determined
for each spacing. The curve of total dispersion, correspond-
ing to the average of the dispersion curves determined for the
various spacing, is then inverted in order to determine the ve-
locity profile of the shear waves as a function of depth. The
generated 1D S-wave velocity profiles can be aligned one next
to the other, each at a location corresponding to the centre of
its geophone pair, to build a pseudo-2D section. However, the
traditional spectral analysis of surface waves (because its use
of only two receivers) is limited by: poor resolution, difficulty
to properly distinguish multiple modes and an imprecise un-
derstanding of near-field effects (Zywicki 1999; Yoon 2005).

With the availability of multi-channel data acquisition sys-
tems, most modern surface wave procedures utilize a spatial
array of multiple receivers. A multi-offset estimate averages
the errors of the single traces and gives more reliable results
compared with the usual spectral analysis of surface waves,
even with the same array length. Moreover, multi-station ap-
proaches can detect easily multi-modal propagation (Strobbia
2003). For all these reasons multichannel analysis of surface
waves (MASW) has become popular over the past 10 years
(Park, Miller and Xia 1999; Xia, Miller and Park 1999). The
price to be paid for this enhanced data quality is spatial av-
eraging and loss of lateral resolution in the reconstruction
of shear-wave velocity cross-section, effectively producing a
single 1D shear velocity profile.

The need to overcome these limitations has led recently to
attempts to produce (pseudo-)2D sections using a priori con-
tinuity assumptions (with some arbitrary parameter choice,
e.g., Socco et al. 2008) or phase shifts between neighbouring
traces (going effectively back to spectral analysis of surface
waves and its limitations, e.g., Luo et al. 2008). With the
aim of facing these issues, we describe in this paper a pos-
sible approach to maximize the number of channels without
compromising lateral resolution and with no introduction of
arbitrary continuity constrains. The prior data analysis sug-
gested here allows the selection of the appropriate number of
adjacent traces to perform the standard MASW.

In the present paper we deal with multi-station gathers: a
source shot is recorded by multiple receivers placed along a
straight line (McMechan and Yedlin 1981; Xia et al. 1999;

Park et al. 1999). The aim is mainly to estimate the shear-
wave velocity profile of the subsurface by inverting the modal
curves. Recently, several attempts have been made to invert the
entire multi-modal plot. The traditional (Beaty and Schmitt
2003; Xia et al. 2003; Song and Gu 2007) simultaneous in-
version of the fundamental and higher mode data has noth-
ing special in terms of algorithms except for including higher
mode data in the inversion process as an extra set of data with
equal weighting or different weighting dependent on data ac-
curacy. A possible advantage of multi-modal inversion is in
its capability to reduce the ill-posedness of the problem by
including extra independent data (i.e., higher modes). In this
paper, we focus on the inversion of the fundamental mode of
the dispersion curves, as in this case the analysis of phase ver-
sus offset is straightforward. Extensions to multi-modal are
possible in order to improve stability of the inversion process
and increase resolution of the final result but only when one
mode is predominant, otherwise features due to discontinu-
ities could be mistaken with those generated by mode jumps.

The underlying hypothesis to perform the fundamental
mode or multi-mode inversion is that a 1D elastic layered
half-space is representative of the subsoil under investigation.
Thus, even with a perfect, noise-free, (unrealistic) data set and
an exact forward modelling, errors can arise if the earth por-
tion to be reconstructed is not appropriately parameterized by
a 1D model.

The most usual approach to the processing of multi-offset
surface wave data uses integral transformations (McMechan
and Yedlin 1981; Gabriel et al. 1987; Park, Miller and Xia
1998): data are transformed from time-space domain into an-
other domain (e.g., frequency-wavenumber) where the points
of dispersion curve can be found as the maximizers of ampli-
tude spectrum. This method is very robust but because taking
into account mainly amplitude, disregards the information
carried by the phase spectrum; especially this approach does
not allow checking consistency of the one-dimensional param-
eterization. Recently, an approach named multi-offset phase
analysis has been developed (Lin and Chang 2004; Strobbia
and Foti 2006). Multi-offset phase analysis is a procedure
for dispersion curve evaluation by linear regression of phase-
offset data. In their original paper, Strobbia and Foti (2006)
suggested to use multi-offset phase analysis in order to rec-
ognize lateral velocity variations by studying, for different
shots and at some appropriate frequencies, changes of slope
in phase-offset plot that occur at the same spatial position. In
principle, in presence of a 1D elastic layered half-space, the
phase-versus-offset curve at any frequency shall be a straight
line.
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In the present work the multi-offset phase analysis idea
is pushed further: we propose an automated search of knee
points at all frequencies, in order to derive a quantitative indi-
cation of offsets where lateral discontinuities occur. This novel
procedure, unlike the original multi-offset phase analysis for-
mulation, does not need: an estimation of noise level (in fact
we do not perform any statistical test assuming the knowledge
of data variance; e.g., χ2 test), nor multiple shots (considering
all frequencies at the same time is enough to detect lateral
discontinuities evidences).

The paper is organized as follows. We initially summarize
the mathematical aspects of the data processing required for
our approach to surface wave analysis. Second, we describe
the adopted data inversion procedure. Then a section is dedi-
cated to four numerical tests: the proposed procedure is shown
to yield robust results in presence of lateral discontinuities and
different levels of noise. Finally we draw our conclusions and
considerations for future work.

D A T A A N A L Y S I S P R O C E D U R E

We consider situations where the subsoil is made of horizon-
tal, dissipative, isotropic and homogeneous layers, bounded
above by a free surface and below by a homogeneous isotropic
homogeneous half-space; in this situation the surface waves
response of the system can be described in the frequency do-
main by the superposition of modal contributions (Aki and
Richards 2002):

s(ω, x) =
∑

m

sm(ω, x) =
∑

m

Am(ω, x)e j(ωt−km(ω)x), (1)

where x is the source-receiver distance and ω is the angular
frequency, while km(ω) and Am(ω, x) are the wavenumber and
the amplitude of the m-th mode; j is the complex unit.

Amplitude can be split into two parts: one dependent on
the source only and the other function of the path only;
consequently the contribution of the m-th mode to the to-
tal displacement can be expressed as follows (Strobbia and
Foti 2006):

sm(ω, x) = I(ω)Rm(ω)
e−αm(ω)x

√
x

e j(ωt−km(ω)x+ϕ0(ω)), (2)

sm(ω, x) is a combination of: the source spectrum I(ω)e jϕ0(ω),
the path response Rm(ω) with geometric (represented by the
factor 1/

√
x) and material (coefficient αm(ω)) attenuation and

the modal phase:

φ(ω, x) = −km(ω)x + ϕ0(ω). (3)

The experimental phase φ(ω, x) is extracted from time-to-
frequency Fourier transform applied on the recorded seismo-
gram. Consequently, under the assumption that one mode (the
m-th one) is predominant in the propagation, the wavenum-
ber km(ω) can be recovered by using a simple linear regression,
as shown in equation (3).

Strobbia and Foti (2006) pointed out how to improve the
quality of regression procedure by using data from multiple
shots: several acquisitions with the same setup allow the eval-
uation of the statistical distribution of data; hence, not only
the mean of the phase but also its standard deviation can be
estimated. Eventually this information surplus can be used
to propagate uncertainty from the phase to the wavenumber
domain and then from the latter to the phase velocity. Ulti-
mately, phase velocity uncertainty can lead to an estimation
of the uncertainty associated with shear-wave velocity values
and thicknesses resulting from the inversion process.

In the present study, we do not focus on such error propa-
gation through the acquisition chain, so the regression process
is performed with no weights.

Equation (3) holds for each receiver. Thus, considering N
geophones:

φi (ω, xi ) = −km(ω)xi + ϕ0(ω), i = 1, . . . , N. (4)

The system of linear equations can be written in matrix
notation:

� = G∗m, (5)

where � is the vector of known observed phases
φ1, φ2, . . . , φN, while the components of vector m = [ km ϕ0 ]T

are the coefficients of the interpolating straight line to be

found and G = [
x1 x2 . . . xN

1 1 . . . 1
]T is the Vandermonde data ma-

trix (Macon and Spitzbart 1958; Horn and Johnson 1991).
The matrix GT G is always positive definite (at least anytime

the xi are distinct from each other) so it is invertible and the
pseudo-inverse of G is:

G−g = (GT G)−1GT, (6)

so that the least-squares solution for the coefficients is:

m = G−g�. (7)

If propagating the data error estimation to evaluate the
polynomial coefficient variance is not important, approaches
not involving expensive inverse matrix calculation are to be
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Figure 1 Result of application of multi-offset phase analysis to a synthetic data set: phase response as a function of offset is plotted for different
frequencies. The synthetic model consists of a layer (3 m thick) over a half-space, both homogeneous, having S-wave velocities equal respectively
to 250 m/s and 500 m/s.

Figure 2 Dispersion curve for the same model of Fig. 1: dot-lines represent the first two modes calculated by using transfer matrix algorithm
as described by Dunkin (1975), while circles show the most energetic propagation mode extracted from the synthetic seismogram calculated
with a spectral element code (Ampuero 2008) for that model. The fact that the circles coming from the numerical model lie precisely on top
of the lower dotted line confirms that most of the energy propagates only through the fundamental mode, so that equation (4) and the general
multi-offset phase analysis approach is easily applicable.

preferred because they are faster; for instance, exactly the
same result with less effort can be reached by means of QR
factorization with column pivoting (for example, as imple-
mented in the backslash operator in Matlab; in this case, sim-
ply: m = G\�).

Figure 1 shows an example of multi-offset phase analysis
application to a synthetic data set: the simulated seismogram
is transformed into a frequency-offset spectrum with a Fourier
transform and the phase is extracted. Because the model rep-

resents a laterally homogeneous soil with a thin layer over a
half-space and the propagation mode is the principal funda-
mental one (Fig. 2), phase-offset points lie on a straight line
with slope coefficient equal to the wavenumber k(ω) related
to frequency. In principle, from these recovered wavenumbers
it is possible to derive the phase velocities for each frequency,
hence the dispersion curve.

Theoretically, multi-offset phase analysis can be used in
place of standard frequency-wavenumber analysis (Strobbia

C© 2009 European Association of Geoscientists & Engineers, Geophysical Prospecting, 58, 389–413



Identification of lateral discontinuities 393

and Foti 2006). The latter approach extracts the dispersion
curve from a double Fourier transform of the observed sig-
nal: collected data are mapped from time-offset (t-x) do-
main to frequency-wavenumber (f-k) domain; the maxima
of the f-k spectrum amplitude single out the phase veloci-
ties vr = ω/k(ω) at which excitation can propagate. In the
following, the multi-offset phase analysis is used to verify the
consistency between the observed data and the 1D parame-
terization, at least on selected portions of the subsurface. The
traditional f-k analysis is used to invert the data in the re-
gions where the 1D approach is deemed acceptable by the
multi-offset phase analysis.

The obtained dispersion data are generally inverted using
a forward model simulating far-field plane Rayleigh waves in
laterally homogeneous media. When inverting real field data,
attention must be paid to two aspects that are not contained
in this forward modelling: near-field effects and lack of lateral
homogeneity.

f-k analysis has been used for many years and has demon-
strated its capabilities (Gabriels, Sneider and Nolet 1987,
Xianhai and Hanming, 2007) and limitations (Al Hunaidi
and Rainer 1995; Foti 2000; Lu and Zhang 2004). In par-
ticular f-k analysis, as it ignores phase information, does not
allow for consistency check with respect to the 1D subsurface
hypothesis.

Multi-offset phase analysis can be effectively used for de-
tecting such errors connected with wrong model assumptions.
When one mode of Rayleigh waves dominates the recorded

Figure 3 Best fitting of extracted phase-offset curve (dotted lines) with a piecewise linear function made up of two straight lines (dashed lines).
The square indicates the knee point where the two straight lines intersect and the slope change occurs. This point, if occurring at the same
location for different frequencies, locates the lateral variation of subsurface properties in the investigated site.

wavefield (so anytime multi-offset phase analysis is easily ap-
plicable) near-field effects and lateral heterogeneities can be
detected by studying the phase-offset data at all frequency.
Lateral contacts between formations manifest themselves as
knees in the phase-versus-offset graph: in presence of lat-
eral heterogeneities equation (4) is only piecewise valid and,
for different subsets of contiguous geophone locations (xi),
different values of km(ω, xi ) are obtained for the same fre-
quency ω = 2π f . The location of slope discontinuities in the
phase-versus-offset piecewise linear function is independent of
frequency in case of lateral heterogeneities in the subsurface
structure, while it is frequency-dependent when they represent
effects of the near field.

In the framework of the multi-offset phase analysis proce-
dure, Strobbia and Foti (2006) proposed a statistical test to
evaluate the level of discrepancy between the model and the
investigated site. On the path of Strobbia and Foti research,
we propose in this paper an automatic analysis for detecting
the position of lateral variation. Different from Strobbia and
Foti (2006), we do not use a χ2 test for phase-versus-offset
fitting and so we neglect prior knowledge of data noise level;
more important, we take into account changes of slope in the
phase-versus-offset plots for all frequencies in order to locate
the discontinuities.

In presence of a slope change (be it induced by the near-
field or by geological discontinuities) the phase-versus-offset
curve can be fitted with a piecewise function φ(piece) consist-
ing of two straight lines as shown in Fig. 3. These two-part

C© 2009 European Association of Geoscientists & Engineers, Geophysical Prospecting, 58, 389–413



394 G. Vignoli and G. Cassiani

Figure 4 Extracted phase-versus-offset curves for different frequencies. Data are generated by a synthetic model with an abrupt velocity change
at 400 m from the source. In the vicinity of the correct offset value the slope changes are fairly well detected by the described piecewise linear
function fitting (square marks) for all considered frequencies.

functions are completely characterized by four parameters:
two slope coefficients, ksx and kdx and two intersections with
the phase-axis, ϕsx and ϕdx. The fitting procedure is the same
as in equation (5) but limited to a subset of the seismic profile.

For each xi with i = 1, 2, . . . , N , one has:

φ(piece)(ω, xi ) =

⎧⎪⎪⎨
⎪⎪⎩

−ksx(ω)xk + ϕsx(ω) , ∀xk ≤ xi

−kdx(ω)xk + ϕdx(ω) , ∀xk > xi
, (8)

while msx = [ ksx ϕsx ]T can be found by using the

pseudo-inverse of Gsx = [
x1 x2 . . . xi

1 1 . . . 1
]Tapplied to �sx =

[ φ1 φ2 . . . φi ]T:

msx =
(

GT
sxGsx

)−1
GT

sx�sx (9)

or again, avoiding matrix inversion and using the Matlab
notation, by: msx = Gsx\�sx. An analogue procedure can

be used for mdx = [ kdx ϕdx ]T, Gdx = [
xi+1 xi+2 . . . xN

1 1 . . . 1
]T and

�dx = [ φi+1 φi+2 . . . φN ]T.
For every frequency ω there exists at least one x0 = (ϕsx −

ϕdx)/(kdx − ksx) minimizing the misfit functional M:

M(ω, xi ) = ∥∥�(piece)(ω, xi ) − �(ω)
∥∥2

L2

=
N∑

i=1

(
φ

(piece)
i (ω, xi ) − φi (ω)

)2
.

(10)

Such x0 is the horizontal location of a possible lateral dis-
continuity (Fig. 4). If consistent values of x0 are found at a

large number of sampled frequencies, x0 can be assumed as
the location of a lateral discontinuity in the subsurface and it
is reasonable to split the original profile into two parts. The
subdividing process can continue until truly 1D sub-domains
are identified. In this process it should be kept in mind that
the longer the acquisition profile, the better the spectral res-
olution along k-direction; having a good resolution in the f-k
domain ensures an easier identification of individual modes
(Socco and Strobbia 2004). Potentially this requirement may
conflict with the subdivision of the data into shorter profiles.

The multi-offset phase analysis procedure described in this
paper can be used to detect truly 1D ground portion and,
anytime the profile is long enough, to invert them one next to
the other without any additional constraint.

DATA INVERSION

Data processing must be followed by inversion, i.e., the
identification of the parameters of the conceptual model of
the subsurface from the observed data. As shown elsewhere
(Ewing, Jardetzky and Press 1957; Fowler 1990) the governing
parameter for Rayleigh wave propagation is the shear-wave
velocity distribution in the subsurface.

The aim of this research is not to develop a new technique
for an effective inversion but to demonstrate how a better
analysis of data allows a more reliable final result and to
propose a strategy to reach this goal. For this reason, here
we discuss only a straightforward least square solution, i.e.,
we seek the model q with the smallest misfit between the
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Figure 5 Starting model for all linearized least square inversions described in the tests of this paper. It consists of a ramp with 5 steps of 50 m/s
every 2 metres of depth from 300–550 m/s.

calculated and observed Rayleigh wave velocity:

min
q

∥∥vcalc
r (q) − vobs

r

∥∥ , (11)

the components of vector q = {vs1 , . . . , vsN;
vp1 , . . . vpN; ρ1, . . . ρN; h1, . . . hN} are the model parame-
ters. vsi , vpi , ρi and hi are respectively: the S-wave and P-wave
velocities, the density and thickness of the i-th layer; they
are the quantities on which the dispersion characteristics of
surface waves primarily depend (Murphy and Shah 1988;
Aki and Richards 2002). For the sake of simplicity, in the
synthetic models considered in what follows: density is taken
constant (ρi = 2000 kg/m3 for all i = 1, . . . , N) and the
Poisson ratio is set in all cases equal to 0.33. Hence, P-wave
velocity is completely determined by S-velocity (vpi

∼= 2vsi ).
In this way the 2N − 1 variables to be reconstructed are the
shear-wave velocities vsi and the layer thicknesses hi . Any
consideration about the (important) issue of ill-posedness of
the inverse problem described by equation (11) is considered
beyond the scope of this work and no discussion of the
possible regularization will be given.

As a part of the inversion procedure, the choice of a forward
model is essential. In this study, a dispersion curve computa-
tion has been implemented following Dunkin (1965) formal-
ism; zeros of the non-linear secular function are found us-
ing Wathelet (2005) suggestions together with fzero Matlab
function. In order to minimize the objective function (equa-
tion (11)) a linearized method (Nolet 1981, Tarantola 1987;
Hermmann 1987; Zhdanov 2002) has been adopted: a sub-

space trust region method (Coleman and Li 1996) is used and,
at each iteration, an approximated linear solution is calculated
with a preconditioned conjugate gradients method (Mordecai
2003). This kind of solver is effectively implemented in the
Matlab’s function lsqnonlin.

The non-linearity of the problem, in addition to its intrinsic
ill-posedness, makes the minimizer of equation (11) very sen-
sitive to the choice of the starting point; for all the following
synthetic models the starting model is the same and is shown
in Fig. 5.

N U M E R I C A L T E S T S A N D D I S C U S S I O N

In this section four synthetic models are discussed to exem-
plify the proposed enhanced multi-offset phase analysis pro-
cedure: these are simplified earth models chosen to illustrate
the effects of lateral heterogeneities and to show the capabili-
ties of the above-described method; they are characterized by
abrupt horizontal changes of S-wave velocity and increasing
complexity. For each model the synthetic seismogram, cor-
responding to a point source and a linear acquisition array,
has been calculated using the SEM2DPACK software: a 2D
spectral element code for seismic wave propagation originally
designed for earthquake dynamics studies (Ampuero 2008).

The excitation source in all cases is a Ricker wavelet (with
frequency peak at 20 Hz and onset at 0.055 s) corresponding
to a vertical motion; simulated recorded data are considered
reliable up to 50 Hz. All profiles are 640 m long and data are
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collected by vertical geophones spaced 1 m; some inaccuracy
of receiver locations may arise case by case because of the
correspondence to the needed mesh nodes.

In spite of the inaccuracy occurring in the receiver location
(occasionally as large as 0.3 m), the multi-offset phase anal-
ysis procedure shows its robustness by providing excellent
results. Moreover, for the first example, a sensitivity analysis
is conducted with respect to data noise.

Model A

As a first example a simple model is considered (Fig. 6), con-
sisting of 3 layers: the top one is laterally homogeneous, is
3 m thick and has a S-wave velocity of 250 m/s; the sec-
ond, from 3–10 m depth, presents a sharp velocity change at
400 m offset: the first part has an S-wave velocity equal to 250
m/s, while the second part has a velocity equal to 500 m/s; the
bottom half-space has an S-wave velocity equal to 500 m/s.
In summary, example A mimics the presence of a fault with a
vertical throw equal to 7 m.

The corresponding synthetic seismogram is shown in
Fig. 6. Note how the presence of a lateral discontinuity at
400 m offset manifests itself as a clear change of apparent
velocity of the dispersive wave train.

As discussed in the section ‘Data analysis procedure’, a one-
dimensional Fourier transform from the time to the frequency

Figure 6 Model A. The left-hand panel shows the geometry of the system consisting of 3 horizontal layers. The top layer is 3 m thick with
S-wave velocity = 250 m/s; the second layer is 7 m thick and has a sharp discontinuity of S-wave velocity at 400 m offset: on the left its velocity
equals 250 m/s, on the right 500 m/s; the bottom half-space is characterized by a velocity = 500 m/s. The corresponding synthetic seismogram
obtained using SEM2DPACK (Ampuero 2008) is shown in the right-hand panel.

domain is sufficient in order to extract the phase informa-
tion: thus obtaining � (equation (5)) is straightforward. For
each frequency, the minimization of functional Min equation
(10) provides an estimation of the spatial location (offset)
where the slope change occurs in the phase-versus-offset plot
(Fig. 7, left panel). In this case the detected knee point loca-
tions lie at 400 m for nearly all frequencies but the lowest ones
below 10 Hz. The lower frequencies correspond to Rayleigh
waves with larger wavelengths (at 10 Hz the wavelength in
this example goes from 25–50 m) that penetrate deeper in the
subsurface (about one wavelength): it is no surprise that in
this example these frequencies are not sensitive to the con-
ditions in the shallow zone. On the contrary all frequencies
higher than 10 Hz are very sensitive to the presence of a lat-
eral heterogeneity in the first 10 m depth and Fig. 7 clearly
marks the correct location of this lateral contrast. First, we
neglected the presence of this lateral contrast and used the
entire synthetic seismogram (Fig. 6, right panel) in a classical
dispersion curve f-k analysis: the corresponding energy peaks
are in excellent agreement with the modal curves correspond-
ing to the 1D velocity profile between 0–400 m. In particular,
most of the energy peaks are concentrated on the fundamental
mode, with some local jump to the second mode. In essence,
the dispersion curve derived from the entire seismogram is in-
sensitive to the presence of the lateral heterogeneity at 400 m
offset. It is therefore not surprising if the inversion of this dis-
persion curve (Fig. 8) leads essentially to recovering only the
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Figure 7 Model A. In the left-hand panel the location is shown of the knee points x0 minimizing equation (10) for all frequencies; the light
grey crosses represent knee points characterized by a variation of slope coefficient greater than 20%. In the right-hand panel the dispersion
curve extracted from the synthetic seismogram (Fig. 6, right-hand panel) is compared with the first three modal curves calculated for a velocity
profile equal to the left part (0–400 m) of Model A. Apparently, the dispersion curve derived from the measured phase velocity is insensitive to
the presence of the lateral heterogeneity at 400 m offset: propagation occurs mainly through the fundamental mode of a perfectly layered earth
(with some jumps of the main energy peak to the second mode), with parameters corresponding to the left-hand side of the model (Fig. 6).

Figure 8 Model A. In the left-hand panel, calculated (light line) and extracted (dark line) dispersion curves for Model A (Figs 6 and 7) are
compared: the percentage cumulative data misfit is as small as 0.1%. On the right-hand panel the inversion result is shown. These results show
that inversion of the entire seismogram (Fig. 6) essentially leads to a good identification of the subsurface structure between 0–400 m offset,
while the velocity step at 400 m is basically invisible to this analysis.

velocity profile in the left-hand side of the acquisition array.
The prevalence of this part is probably due to the larger ex-
tent of this portion (400 m out of 640 m total). However the
result is disturbing, as it demonstrates that the classical analy-
sis is perfectly capable of overriding a sharp velocity contrast
that shows itself even in the raw data (Fig. 6, left panel).

We attribute this strong weakness essentially to the fact that
the traditional f-k approach neglects the phase information
and puts all emphasis on the amplitude, in this case thus ne-
glecting the smaller right-hand side of the profile that corre-
sponds only to a smaller percentage of the total energy in the
seismogram.
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Figure 9 Model A, analysis restricted to the left part (0–400 m). In the left-hand panel the location is shown of the knee points x0 minimizing
equation (10) for all frequencies; the light grey crosses represent knee points characterized by a variation of angular coefficient greater than
20%. In the right-hand panel the extracted apparent curve for the same receiver subset (0–400 m) is compared with the first three modal curves
calculated for corresponding velocity profile.

Figure 10 Model A, analysis restricted to the left part (0–400 m). In the left-hand panel calculated (light line) and extracted (dark line) dispersion
curves are compared: the percentage cumulative data misfit is 0.1%. On the right-hand panel the inversion result is shown. These results are
basically indistinguishable from those in Fig. 8, where the entire seismogram (0–640 m) is used for inversion.

On the contrary, given the results of the multi-offset phase
analysis in this example, it is natural to split the data set into
two ensembles: 0–400 m and 401–640 m offset. We repeated
the multi-offset phase analysis on the first subset (0–400 m,
Fig. 9): the left panel shows that very few knee points corre-
spond to a meaningful (greater than 20%) variation of slope
coefficient and these changes occur very close to the source
location. This may be indicative of the identification of a near-

field effect (Strobbia and Foti 2006) but it is more likely to
be a numerical noise effect, as the first of the two fitting lines
interpolates too few receiver locations to be significant. The
inversion of the synthetic data on the 0–400 m offset range
(Fig. 10) provides a good estimate of the corresponding ve-
locity profile, practically indistinguishable from the result ob-
tained using the entire seismogram from 0–640 m (compare
Figs 8 and 10).
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Figure 11 Model A, analysis restricted to the right part (401–640 m). In the left-hand panel the locations of the knee points x0 are shown; the
light grey crosses represent knee points characterized by a variation of angular coefficient greater than 20%. In the right-hand panel the extracted
apparent curve for the same receiver subset is compared with the first two modal curves calculated for 1D velocity profile corresponding to
the 401–640 m interval of Model A (Fig. 6): the excellent correspondence confirms that the data subset can be treated as representative of the
subsurface structure in this portion of the profile.

Figure 12 Model A, analysis restricted to the right part (401–640 m). In the left-hand panel calculated (light line) and extracted (dark line)
dispersion curves are compared: the percentage cumulative data misfit is 0.6%. On the right-hand panel the inversion result is shown. The
estimated S-wave velocity 1D-profile is in good agreement with the subsurface structure in the 401–640 m offset range (Fig. 6).

The multi-offset phase analysis performed on the second
subset of Model A (401–640 m) shows that the found knee
points are scattered irregularly across the 420 m offset range
(Fig. 11), thus indicating that no clear lateral discontinuity
can be inferred from the data (indeed there is no discontinuity
in this range). The energy peak locations in the f-k spectrum
lie comfortably on top of the fundamental modal curve cor-

responding to the S-wave velocity profile in the 401–640 m
range (Fig. 11, right panel) and the inversion of the same data
subset leads to identifying correctly the velocity profile in this
range (Fig. 12).

In summary, the application of multi-offset phase analy-
sis to Model A leads to the correct identification of the lo-
cation of the lateral discontinuity, as well as to the correct
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Figure 13 Model A. Noise sensitivity analysis: a normally distributed noise (with mean 0 and standard deviation equal to twice the trace
amplitude) is added to the original data. In the left panel the locations of the knee points x0 are shown; the light grey crosses represent knee
points characterized by a variation of angular coefficient greater than 20%. The corresponding noisy synthetic seismogram is shown in the
right-hand panel.

reconstruction of the velocity profiles on the right and the left
of such discontinuity. On the contrary, a blind application of
the traditional f-k analysis and inversion on the entire seismo-
gram leads to a 1D velocity profile that in essence corresponds
to the structure of the largest part of the subsurface along the
acquisition line, in this case the portion to the left side of the
discontinuity.

As mentioned above, data are already corrupted by noise
due to inaccuracy in the receiver locations. However, we
wanted to study the method robustness with respect to specific
different levels of random noise. In Fig. 13 we added noise to
the original synthetic seismogram generated from Model A
(Fig. 6): the left panel shows the multi-offset phase analysis
result when we sum to every data point a normally distributed
random noise with zero mean and standard deviation equal
to twice the local signal amplitude. We can see that, even with
this relatively high level of noise, the result is still stable and
the location of the lateral discontinuity is clearly and correctly
detected. In an attempt to find when the noise level becomes
critical we perform the enhanced multi-offset phase analysis in
presence of noise with progressively larger standard deviation.
Multi-offset phase analysis result is still good in the presence
of a noise characterized by a standard deviation equal to four
times the amplitude (Fig. 14) and starts to fail only when the
noise level reaches a standard deviation of five times the signal
amplitude (Fig. 15). This confirms how stable the multi-offset
phase analysis result is with respect to increasing noise level.

Model B

This model is more complex than Model A, in that it is built
with three different velocity values. The structure (Fig. 16)
consists of two layers (respectively 3 m and 7 m thick) over
the bottom half- space. The S-wave velocity of the top layer is
250 m/s; the second layer velocity changes sharply from 500
m/s to 250 m/s at 400 m offset. The half-space has a shear-
wave velocity equal to 650 m/s. The MOPA analysis applied
to the entire seismogram leads to the results in Fig. 17. Nearly
all knee points are well aligned at 400 m, where the true
discontinuity is located. The dispersion curve obtained from
the classical f-k analysis applied to the entire seismogram, as
for Model A, is consistent with the modal curves relevant to
the velocity model on the left side of the profile (0–400 m),
i.e., to the prevalent part in terms of extent, even though some
energy peaks jump apparently to a lower curve, consistent
with the fundamental mode relevant to the right side (401–
640 m) of the profile (Fig. 21). Note that in this case the
second layer has on the left its portion with higher velocity,
while the opposite was true in Model A.

Using the main dispersion curve extracted in Fig. 17 in the
inversion procedure leads essentially to recovering the veloc-
ity profile of the left side (Fig. 18). This is consistent with the
results for Model A: once again, a classical processing and
inversion procedure applied to the entire profile leads to the
identification of a 1D velocity profile that in essence corre-
sponds to the structure of the largest part of the subsurface
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Figure 14 Model A. Noise sensitivity analysis: a normally distributed noise (with mean 0 and standard deviation equal to 4 times the trace
amplitude) is added to the original data. In the left-hand panel the locations of the knee points x0 are shown; the light grey crosses represent
knee points characterized by a variation of angular coefficient greater than 20%. The corresponding noisy synthetic seismogram is shown in the
right-hand panel.

Figure 15 Model A. Noise sensitivity analysis: a normally distributed noise (with mean 0 and standard deviation equal to 5 times the trace
amplitude) is added to the original data. In the left-hand panel the locations of the knee points x0 are shown; the light grey crosses represent
knee points characterized by a variation of angular coefficient greater than 20%. The corresponding noisy synthetic seismogram is shown in the
right-hand panel.

along the acquisition line (in this case the portion to the left
side of the discontinuity), while little or no evidence exists of
the presence of the discontinuity. The multi-offset phase anal-
ysis, on the contrary, very clearly identifies the presence of the
discontinuity (Fig. 17).

We repeated the multi-offset phase analysis to the left side
of the profile only: no meaningful location of discontinuities

can be identified for all frequencies (Fig. 19). The f-k extracted
dispersion curve lies precisely on top of the theoretical fun-
damental modal curve for the velocity profile of the left side
and no energy leakage is observed here to modes related to
the right side, as observed in Fig. 17. As a consequence, the
velocity profile of the left side is identified with good approx-
imation (Fig. 20).
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Figure 16 Model B. The left panel shows the geometry of the system consisting of 3 horizontal layers. The top layer is 3 m thick with S-wave
velocity equal to 250 m/s; the second layer is 7 m thick and has a sharp discontinuity of S-wave velocity at 400 m offset: on the left, its velocity
equals 500 m/s, on the right 250 m/s; the bottom half-space has a velocity = 650 m/s. The corresponding synthetic seismogram obtained using
SEM2DPACK (Ampuero 2008) is shown in the right-hand panel.

Figure 17 Model B. In the left panel the locations are shown of the knee points xj minimizing equation (10) for all frequencies; the light grey
crosses represent knee points characterized by a variation of angular coefficient greater than 20%. In the right-hand panel the dispersion curve
extracted from the synthetic seismogram (Fig. 16, right panel) is compared with the first two modal curves calculated for a velocity profile equal
to the left part (0–400 m) of Model B. Even though the majority of energy peaks align on the fundamental mode, some serious discrepancy is
observed at low frequencies (below ∼20 Hz); this energy is aligning on the fundamental mode of the right-hand (401–640 m) side of the model
(Fig. 21).

When the multi-offset phase analysis is performed on
the right side, again no meaningful knee point is identified
(Fig. 21, left panel). However, the f-k processing of this part
of the seismogram leads to identifying an apparent disper-
sion curve (Fig. 21, right panel) that is in fact generated

by the jump of energy from the fundamental mode to the
second mode at frequencies lower than 10 Hz. This phe-
nomenon is due to the quasi-osculating nature of the first
two modes and has been observed and discussed elsewhere
(Cercato 2009). In real (noisy) cases, mixing up of quasi-
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Figure 18 Model B. In the left-hand panel calculated (light line) and extracted (dark line) dispersion curves are compared: the percentage
cumulative data misfit is 0.6%. On the right-hand panel the inversion result. Similar to Model A, the result shows that inversion of the entire
seismogram (Fig. 16, right panel) leads to a good identification of the subsurface structure between 0–400 m offset, while the velocity step at
400 m is basically invisible to this analysis.

Figure 19 Model B, analysis restricted to the left part (0–400 m). In the left-hand panel the locations are shown of the knee points x0 minimizing
equation (10) for all frequencies; the light grey crosses represent knee points characterized by a variation of slope coefficient greater than 20%.
In the right-hand panel the extracted apparent curve for the same receiver subset (1–400 m) is compared with the first three modal curves
calculated for corresponding velocity profile.

osculating modes can be even more severe because of poor
velocity resolution at low frequency; indeed inaccuracy in the
extracted phase velocity vr = ω/k(ω) is proportional to the in-
accuracy of k and inversely proportional to the square of the
k value: σvr = |ω/k2|σk; which implies a higher degree of un-
certainty in the low-frequency range where wavenumbers are
small. For this example, the data misinterpretation due to the

quasi-osculating modes causes that the inverted model (Fig.
22) reproduces fairly accurately the true velocity profile only
to about 20 m depth while, deeper than that, an exceedingly
high shear velocity is recovered from the inversion.

In summary, also for Model B the multi-offset phase analy-
sis leads to a meaningful identification of the lateral disconti-
nuity, while the application of the traditional f-k analysis and
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Figure 20 Model B, analysis restricted to the left part (0–400 m). In the left-hand panel calculated (light line) and extracted (dark line) dispersion
curves are compared: the percentage cumulative data misfit is 0.4%. On the right-hand panel the inversion result. The result is very similar to
the one obtained using the entire seismogram (Fig. 18).

Figure 21 Model B, analysis restricted to the right part (401–640 m). In the left-hand panel the locations are shown of the knee points x0

minimizing equation (10); the light grey crosses represent knee points characterized by a variation of slope coefficient larger than 20%. In
the right-hand panel the extracted apparent curve for the same receiver subset is compared with the first five modal curves calculated for a
1D velocity profile corresponding to the 401–640 m interval of Model B (Fig. 16). Unlike for Model A (Fig. 11), the curve extracted from
the seismogram does not lie on the fundamental mode: the energy peaks jump at low frequency (about 10 Hz) from the fundamental to the
second mode that is nearly osculating the fundamental one. This phenomenon leads to an apparent dispersion curve that can be mistaken for a
fundamental mode (Cercato 2009).

inversion on the entire seismogram leads to a 1D velocity pro-
file that corresponds to the structure of the largest part of the
subsurface along the acquisition line and can produce highly
misleading results.

Model C

In this example we investigate the possibility of detecting the
boundaries of a high velocity inclusion (500 m/s), 7 m thick,
extended for 460 m, embedded in a layer with a thickness of
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Figure 22 Model B, analysis restricted to the right part (401–640 m). In the left-hand panel calculated (light line) and extracted (dark line)
dispersion curves are compared: the percentage cumulative data misfit is 0.9%. On the right-hand panel the inversion result. Note that in this
case the inverted model reproduces fairly accurately the true velocity profile between 401–640 m only in the upper part, to about 20 m depth.
Deeper than that, the apparent dispersion curve (Fig. 21) points towards a very high velocity at low frequency, which is not present in the true
model but is recovered from the inversion.

Figure 23 Model C. The left-hand panel shows the system geometry, consisting of 4 horizontal layers. The top layer is 3 m thick with S-wave
velocity equal 250 m/s; the second layer is 7 m thick and has a sharp discontinuity of S-wave velocity at 460 m: on the left the velocity equals
500 m/s, on the right 250 m/s; the third layer is 5 m thick and has a velocity of 250 m/s; the bottom half-space has a velocity = 650 m/s. This
model, unlike models A and B, presents a velocity inversion. The corresponding synthetic seismogram obtained using SEM2DPACK (Ampuero
2008) is shown in the right-hand panel.

15 m and a velocity of 250 m/s over a half-space with 650 m/s
velocity (Fig. 23). For this example, as for the previous ones,
the multi-offset phase analysis determines the existence and
the precise location of the vertical discontinuity (Fig. 24, left
panel). However, the presence of the velocity inversion affects

multi-offset phase analysis. In the right panel of Fig. 24 it is
apparent how the velocity inversion brings the energy peaks
to align with the higher modes corresponding to the left side
of the profile (where the inclusion is present) particularly in
the frequency range between 22–31 Hz. In the same range, the
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Figure 24 Model C. In the left panel the locations are shown of the knee points xj minimizing equation (10) for all frequencies; the light grey
crosses represent knee points characterized by a variation of angular coefficient greater than 20%. In the right-hand panel the dispersion curve
extracted from the synthetic seismogram (Fig. 23, right panel) is compared with the first five modal curves calculated for a velocity profile equal
to the left part (0–460 m) of Model C. Here the velocity inversion induces an energy jump from the fundamental to the higher modes between
about 22 and 30 Hz: note that in the same frequency range the multi-offset phase analysis fails to identify the discontinuity at 460 m (left panel).
In essence the dispersion curve behaviour is totally controlled by the prevalent left-hand side of the velocity model (Fig. 23).

Figure 25 Model C. In the left-hand panel calculated (light line) and extracted (dark line) dispersion curves are compared: the percentage
cumulative data misfit is 0.9%. On the right-hand panel the inversion result. Similar to Models A and B, the result shows that inversion of
the entire seismogram (Fig. 23, right-hand panel) leads to a good identification of the subsurface structure, in this case including the velocity
inversion, between 0–460 m offset, while the velocity step at 460 m is invisible to this analysis.

multi-offset phase analysis fails to locate the discontinuity at
460 m. This is hardly surprising, as the MOPA is inherently
tuned to work on one mode at a time (equations (3)–(4)).

Inversion of the entire seismogram (Fig. 25) leads to the
identification of the velocity inversion, even though both

thickness and velocity value are not estimated precisely. As
in the previous examples, the classical processing and inver-
sion procedure applied to the entire profile leads to the iden-
tification of a 1D velocity profile that corresponds (at least
roughly) to the structure of the largest part of the subsurface
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Figure 26 Model C, analysis restricted to the left part (0–460 m). In the left-hand panel the locations are shown of the knee points x0 minimizing
equation (10) for all frequencies; the light grey crosses represent knee points characterized by a variation of slope coefficient greater than 20%.
In the right-hand panel the extracted apparent curve for the same receiver subset (1–460 m) is compared with the first three modal curves
calculated for corresponding velocity profile.

Figure 27 Model C, analysis restricted to the left part (0–460 m). In the left-hand panel calculated (light line) and extracted (dark line) dispersion
curves are compared: the percentage cumulative data misfit is 0.5%. On the right-hand panel the inversion result. The result is more accurate
but similar to the one obtained using the entire seismogram (Fig. 25).

along the acquisition line (in this case the portion to the left
side of the discontinuity), while no evidence exists of the pres-
ence of the discontinuity. This is potentially a major pitfall of
the classical approach, which cannot be corrected by forcing
lateral continuity (e.g., Socco et al. 2008) or by other ad-hoc
adjustments.

We repeated the multi-offset phase analysis to the left side of
the profile only: no meaningful location of discontinuities can
be identified for all frequencies (Fig. 26) except for some high-

frequency alignment at small offset that can be interpreted as
a near-field effect. The f-k extracted dispersion curve is very
similar to the one extracted for the entire profile (Fig. 24)
but differs as much as necessary to lead to a more accurate
inversion of the 1D velocity profile (Fig. 27) that now is a
good approximation of the true velocity profile with the high-
velocity inclusion.

When the multi-offset phase analysis is performed on the
right side of the profile, no meaningful knee point is identified
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Figure 28 Model C, analysis restricted to the right part (461–640 m). In the left-hand panel the locations are shown of the position of the
knee points x0 minimizing equation (10) for all frequencies; the light grey crosses represent knee points characterized by a variation of slope
coefficient larger than 20%. In the right-hand panel the extracted apparent curve for the same receiver subset is compared with the first three
modal curves calculated for a 1D velocity profile corresponding to the 461–640 m interval of Model C (Fig. 23). Similar to Model B (Fig. 21)
the curve extracted from the seismogram lies only partly on the fundamental mode: the energy peaks jump at low frequency (about 7 Hz) from
the fundamental to the second mode that is nearly osculating the fundamental one. This phenomenon leads to an apparent dispersion curve that
can be mistaken for a fundamental mode (Cercato 2009).

Figure 29 Model C, analysis restricted to the right part (461–640 m). In the left-hand panel calculated (light line) and extracted (dark line)
dispersion curves are compared: the percentage cumulative data misfit is 1.5%. On the right-hand panel the inversion result. Note that the
inverted model reproduces accurately the true velocity profile between 401–640 m.

(Fig. 28, left panel). The f-k derived dispersion curve (right
panel), similar to Model B, is including a jump of energy from
the fundamental mode to the second mode at low frequen-
cies. Here too the phenomenon is due to the quasi-osculating
nature of the first two modes and has been observed and dis-
cussed elsewhere (Cercato 2009). Here, unlike in Model B,

the phenomenon is less pronounced and does not seriously
affect the recovered velocity profile (Fig. 29) that is in fact
an excellent approximation of the true velocity profile to the
right of the lateral discontinuity.

In summary, Model C confirms the strength of multi-offset
phase analysis in identifying lateral discontinuities, even in
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Figure 30 Model D. The left-hand panel shows the geometry of the system consisting of 3 horizontal layers. The top layer is 3 m thick with
S-wave velocity equal to 250 m/s; the second layer (500 m/s) is 7 m thick and has two sharp discontinuity of S-wave velocity at 200 m and
400 m offset bounding an inclusion with velocity equal to 250 m/s; the bottom half-space has a velocity = 500 m/s. The corresponding synthetic
seismogram obtained using SEM2DPACK (Ampuero 2008) is shown in the right-hand panel.

the presence of a velocity inversion due to a local inclusion.
The only caveat is that in the presence of a velocity inversion,
at frequencies where the energy jumps to higher modes, cor-
respondingly the multi-offset phase analysis fails to identify
knees in the phase-versus-offset plot.

For Model C also, the application of the traditional f-k
analysis and inversion on the entire seismogram leads to a 1D
velocity profile that corresponds to the structure of the largest
part of the subsurface along the acquisition line.

Model D

The last example is the most complex: here we investigate
the possibility of detecting more than one lateral disconti-
nuity. In fact Model D consists of a top layer (250 m/s
and 3 m thick) having a thicker central part that sinks
to a depth of 10 m into a half-space with higher ve-
locity (500 m/s); this lower velocity inclusion is bounded
by two sharp discontinuities at 200 m and 400 m offset
(Fig. 30, left panel).

Multi-offset phase analysis applied to the entire profile de-
tects a potential discontinuity at 470 m (Fig. 31, panel a), as
a result of fitting a two-piece linear function to what should
be in fact a three-piece linear trend. Then, as usual, to check
consistency of this guess, we consider the receivers from the
beginning to the found discontinuity at 470 m (Fig. 31, panel
b); multi-offset phase analysis reveals a new possible disconti-

nuity at 190 m. After that, in an iterative process, we perform
the enhanced multi-offset phase analysis on the traces between
190–470 m offset (Fig. 31, panel c); the result is a correct iden-
tification of a discontinuity at 400 m. Then, processing traces
from 190–400 m, (Fig. 31, panel d) a discontinuity at 200 m
is evidenced.

In the end (Fig. 32, left panel) we study the interval from
0–200 m and we realize that evidence at 190 m disappears (it
was an effect simply due to the presence of two discontinuities
in the considered data set). The same for the interval 400–
640 m and the discontinuity at 470 m (Fig. 32, right panel).
In conclusion, Fig. 32, left, central, right panels show the three
largest data subset (0–200 m; 201–400 m; 401–640 m) with
no presence of lateral discontinuities clues; for all of them
the knee points indicating potential discontinuity presence are
scattered without any significant correlation.

Note that the rather involved iterative procedure above is
due to using a two-piece linear function at each step. We
guess that fitting phase-versus-offset curves with a piecewise
linear function made of more than two straight lines would
speed up detection of multiple discontinuities. However, more
complex piecewise linear functions would probably lead to
finding artificial secondary discontinuities even when they do
not exist.

Inversion of the entire seismogram (Fig. 33) leads to a
misleading model with a gradual velocity increase from
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Figure 31 Model D. The locations are shown of the knee points x0 minimizing equation (10) for all frequencies. Panels a, b, c and d show the
results of multi-offset phase analysis applied to different receiver subsets. Panel a shows the result of multi-offset phase analysis of all available
receivers and suggests the presence of a discontinuity at about 470 m; a further investigation considering receivers from the beginning of the
profile to 470 m points out a new discontinuity at 190 m (panel b); by studying traces from 190–470 m (panel c) the discontinuity assumed at
first (panel a) is now relocated at 400 m (panel c). The discontinuity guessed at 190 m (panel b) is moved to 200 m by processing data from
190–400 m. As usual, the light grey crosses represent knee points characterized by a variation of angular coefficient greater than 20%.

Figure 32 Model D. The locations are shown of the knee points x0 minimizing equation (10) for all frequencies but for three different trace
subsets selected as shown in Fig. 31. Left-hand, central and right-hand panels respectively show that there are not significant occurrences of
knee points (hence of discontinuities) if we consider separately the profile portions going: from the beginning to 200 m, from 200–400 m and
from 400 m to the end. Again the light grey crosses represent knee points characterized by a variation of angular coefficient greater than 20%.

250 m/s to 500 m/s occurring between 3–10 m of depth.
The three inversion results corresponding to the three dif-
ferent trace subsets selected as shown in Figs 31 and 32 are
plotted in Fig. 34; they reproduce very well the true velocity
profiles.

Hence Model D shows the applicability and efficacy of
multi-offset phase analysis even when multiple discontinuities
exist. For this example the traditional f-k analysis and inver-
sion on the entire data set provide a 1D velocity profile that is
not even representative of structure of the largest part of the
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Figure 33 Model D. In the left-hand panel calculated (light line) and extracted (dark line) dispersion curves are compared: the percentage
cumulative data misfit is 2.3%. On the right-hand panel the inversion result. The result shows that inversion of the entire seismogram (Fig.
30, right-hand panel) leads to an averaging of the true model and the abrupt velocity jump from 250 m/s and 500 m/s (at 3 m or 10 m depth
depending on the considered offset) is turned into a smooth velocity increase.

Figure 34 Model D. The inversion results corresponding to the seismogram portions selected by multi-offset phase analysis. Left-hand, central
and right-hand panels respectively correspond to portion: from 0–200 m, from 201–400 m, from 401–640 m. Note that the inverted model
reproduces accurately the true velocity profile (dot-dash lines).

subsurface under the acquisition profile; indeed, in this case,
the reconstructed model is rather an average of the different
parts of the true model.

CONCLUSIONS

In this paper a novel approach for detecting and locating lat-
eral heterogeneities in horizontal stratified soil is presented.
The approach is based on the multi-offset phase analysis of

surface wave data originally developed by Strobbia and Foti
(2006). The advantages are that, at least in principle, the ap-
proach does not need any noise evaluation and more than
one shot in order to detect the discontinuities. This is possible
because our approach considers all frequencies at once. Slope
discontinuities in the phase-versus-offset curves are automat-
ically identified and, in presence of a consistent identification
at multiple frequencies, indicate the location of sharp lateral
S-wave discontinuities.
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We tested our enhanced multi-offset phase analysis proce-
dure on four synthetic cases, all including lateral discontinu-
ities. The general conclusion is that the procedure works very
effectively at identifying the location of the discontinuity, even
in: 1) the important situation of a velocity inversion, 2) the
realistic cases of relatively high level of noise and 3) pres-
ence of more than a single discontinuity. Once discontinuities
are identified, a classical f-k dispersion curve extraction and
fundamental mode inversion is capable of reconstructing cor-
rectly the velocity profiles on every part in which the entire
seismogram is subdivided: the final outcome is a correct 2D
reconstruction of the discontinuous velocity profile, with no
need for ad hoc hypotheses. The possible weaknesses in the
inversion, e.g., in presence of osculating modes, are the same
commonly found in 1D inversion and are not to be ascribed
to the multi-offset phase analysis.

When the multi-offset phase analysis is not performed and
the entire seismogram is f-k processed and inverted, if a pre-
vailing 1D part exists, we consistently find that the recovered
1D velocity profile corresponds to the ‘true’ velocity profile
in the largest part of the subsurface along the acquisition line:
i.e., it corresponds to the part of the seismogram carrying the
most overall energy. If no prevailing 1D structure is present,
the reconstructed 1D profile is an average of the different
parts. This result is really disturbing as it demonstrates that
the classical analysis is perfectly capable of overriding a sharp
velocity contrast that shows itself even in the raw data.

In view of the above results, we strongly advocate the use
of a multi-offset phase analysis prior to any attempt to use 1D
Rayleigh wave inversion, in order to identify lateral hetero-
geneities from the data themselves. This analysis can be partic-
ularly useful in regions where strong lateral heterogeneities in
the shallow low-velocity-layer are expected (Vesnaver 2004).
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Xia J., Miller R.D. and Park C.B. 1999. Estimation of near-surface

shear-wave velocity by inversion of Rayleigh waves. Geophysics
64, 691–700.

Xia J., Miller R.D., Park C.B. and Tian G. 2003. Inversion of high fre-
quency surface waves with fundamental and higher modes. Journal
of Applied Geophysics 52, 45–57.

Xianhai S. and Hanming G. 2007. Utilization of multimode surface
wave dispersion for characterizing roadbed structure. Journal of
Applied Geophysics 63, 59–67.

Yoon S. 2005. Array-based measurements of surface wave dispersion
and attenuation using frequency-wavenumber analysis. PhD thesis,
Georgia Institute of Technology.

Zhdanov M.S. 2002. Geophysical Inverse Theory and Regularization
Problems. Elsevier Science.

Zywicki D.J. and Rix G. J. 1999. Frequency-wavenumber analysis of
passive surface waves. Proceedings of the Symposium on the Appli-
cation of Geophysics to Engineering and Environmental Problems,
75–84.

C© 2009 European Association of Geoscientists & Engineers, Geophysical Prospecting, 58, 389–413


