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1. INTRODUCTION 

A 3D survey of archaeological heritage is a fundamental step 
in increasing our knowledge of archaeological finds and sites. 
Much information can be obtained from a correct 3D 
documentation, including: measurements regarding the shape 
and size of objects, information relating to the state of 
preservation, data related to material deterioration, etc.   

The techniques available to us as part of a 3D survey of 
cultural archaeological heritage permit us to obtain very 
accurate and detailed metric data for large and small dimension 
objects [1]. In archaeology a 3D survey of objects requiring a 
very high level of accuracy (<1 mm) can be performed typically 
with active sensors (such as triangulation-based range sensors 
and pattern projection sensors) or passive sensors (such as 
image-based techniques) [2]. In recent years, image-based 
techniques  have  become  increasingly   used  in   3D   surveys,  

 
 
 

thanks to the integration of a photogrammetric and computer 
vision approach. This integration has enabled the development 
of a fully automated pipeline. Some examples are reported in [3] 
where the advantage of photogrammetric/computer vision 
approach is demonstrated for stratigraphic archaeological 
excavations. This work outlines how such approach can be 
applied to map archaeological excavations in a very fast and 
uncomplicated way, using imagery shot with a standard 
compact digital camera (even if the images were not taken for 
this purpose). Photogrammetric and computer approach in 
archaeology has become increasingly popular due mainly to the 
availability of abundant low-cost and open-source software and 
the ease of processing stages. In [4] some well-known open-
source software packages, a web service and a low-cost 
software for image-based generation of point clouds or 3D 
mesh were compared in order to analyse the accuracy and the 
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reliability of 3D model of archaeological finds and objects. 
Further tests have been done using web service in [5] for 3D 
modelling of architectural heritage. Some researchers have 
aimed at investigating the potentials of the computer vision-
based software package Agisoft PhotoScan, for the 3D 
documentation of archaeological surfaces and contexts during 
excavations, for the visualisation of excavation data during the 
post-excavation process and for the visualisation of the 
unmovable archaeological heritage for a professional and a 
wider audience [6]. Furthermore, several recent studies have 
demonstrated that photogrammetric and computer vision 
approach has improved its performance to the point of being 
comparable with that of active range sensors [7], [8]. 

As is widely known, one of the main objectives of 
photogrammetry is measurement accuracy and, for this reason, 
the use of close-range photogrammetry in metrology 
applications is not new. The term vision metrology is also often 
used to describe this technology, when applied to tasks 
involving higher accuracy 3D measurement [9]. For example, 
vision metrology is typically applied to engineering and 
manufacturing contexts where it is necessary to obtain a 
measuring accuracy in the range of a few tens of micrometres 
to tenths of a millimeter, and where object size is in the range 
1÷10 m [10]. Vision metrology applications could be for quality 
control [11], for reverse engineering [12] or for soil 
microtopography evaluation [13], [14]. The measurement results 
must be accurate, repeatable and traceable to national or 
international standards (such as the German standard 
VDI/VDE guidelines) [15]. To achieve such a degree of 
performance, vision metrology systems adopt carefully designed 
image networks, calibrated cameras, coded targets for point 
measurements and very accurate scale bars to scale the 
photogrammetric model and to check for accuracy [16]. 
Computer vision, however, aims at the automatic image 
orientation of large unordered and uncalibrated image 
sequences, using a Structure for Motion (SfM) algorithm [17] 
and it does not place any emphasis on measurement accuracy.  

Photogrammetry and computer vision enable us to produce 
final products with comparable features; originally, computer 
vision, and particularly the SfM approach, were not considered 
suitable for application to vision metrology due to a lack of 
results in terms of accuracy and the reliability of the process. 
Recently, advances have been made in several software 
packages that permit the integration of the SfM and 
photogrammetric approach into the same pipeline. Examples of 
these include: commercial software packages like Agisoft 
Photoscan, Pix4D, ContexCapture, 3DF Zephyr or open 
source software packages like MicMac. Thus, the 
photogrammetric/computer vision approach could also be 
deployed in a metrological context, even if many aspects (like 
the camera network or the camera calibration) must be taken 
into account. A number of tests have been reported in a 
metrological context for both outdoor and environmentally 
controlled conditions [18] and for geoscience applications [19].  

In a 3D survey of archaeological heritage, there are various 
circumstances in which the metrological aspect is very 
important: for example, the survey and documentation of 
ancient mosaics, ancient paintings and frescoes requires sub-
millimetre uncertainty with which to plan a restoration and 
conservation activities [20], [21]. These objects will have to be 
measured and monitored to a high level of accuracy because 
small geometric variations could cause very serious damage. 

Of those objects requiring very accurate measurements (<1 
mm), mosaics are a special case due to their variability in size 
(mosaics can range from a few decimetres to several metres) 
and the diverse conditions of conservation (the mosaics can be 
in an original site or preserved in a museum). Moreover, the 
presence of the tesserae, the reference unit of these objects, 
renders a mosaics survey challenging. Although the dimensions 
of the mosaics may be measured in metres, the single tessera is 
always very small (generally a few millimetres). The tesserae of 
ancient mosaics are generally unique elements, which are 
characterized by a high geometric and material complexity. The 
traditional survey approach involves single tessera, using a 
transparent polyester film that rests in contact with the mosaic. 
All the tesserae are drawn on the film in order to obtain a full-
scale (scale 1:1) drawing. Whilst extremely detailed and accurate, 
this type of documentation has several drawbacks: the lengthy 
time required for drawing, the difficulty of operating in situ and 
operator subjectivity. In addition, any drawing produced is 
unwieldy to use and reproduce, and not easily portable due to 
its size. 

The use of image-based techniques is a great support in 
surveying mosaics, specifically regarding the documentation of 
single tesserae and a full-scale (scale 1:1) drawing. Various 
applications have been performed in recent years as part of a 
close-range photogrammetry survey of the mosaics of Saint 
Mark's Basilica in Venice [22]. In this work, the researchers 
obtained a 3D model and an ortho-image on a scale of 1:1 of 
the entire mosaic of the Basilica (2,100 m²), using a traditional 
close-range photogrammetric approach. More recently, 
additional tests have been undertaken in order to compare 
different mosaic point clouds, from laser scanners and from 
SfM. This has enabled the documentation of three ancient 
Roman mosaics and the evaluation of the best point cloud 
resolution for a detailed shape analysis of each tessera [23].  

The aim of this paper is to define the workflow of a mosaic 
survey, using the photogrammetric/computer vision approach 
in a vision metrology context. An accuracy assessment relating 
to the various camera calibration processes has also been 
performed. The work involved a 3D survey of three ancient 
Roman mosaics, which were used as test data, and it permitted 
us to obtain 3D models and ortho-images of the mosaics to a 
high level of accuracy. Such products could assist in the 
restoration and preservation process. The paper is organized as 
follows: Section 2 provides the main information relating to the 
three ancient mosaics herein discussed. Section 3 describes data 
acquisition. Section 4 analyses data processing and accuracy 
results. Section 5 describes 3D mosaic reconstruction phases. 
The concluding section contains comments. 

2. THE ANCIENT MOSAICS 

The research involved the use of three ancient Roman 
mosaics as test data. Two mosaics are preserved at the Antonino 
Salinas Regional Archaeological Museum in Palermo (Italy) and 
the third is located at the Baglio Anselmi Regional Archaeological 
Museum in Marsala (Italy). 

The former two mosaics belong to the Piazza della Vittoria 
archaeological site, which is located within the city centre of 
Palermo (Italy). The discovery of this archaeological site in one 
of the oldest and most central parts of Palermo has revealed 
two buildings: Building A and Building B. The construction of 
the former dates back to the early 3rd century AD, that is, the 
Roman imperial age; the latter can be dated to the late 2nd 
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century BC, that is, the Hellenistic period. The visible remains 
today of Building A are composed of parts of walls and 
decorations, which were unearthed during archaeological 
excavations. Building A is characterized as having rich mosaic 
pavements, which were removed and preserved in part in the 
Antonino Salinas Regional Archaeological Museum and in part 
left in situ. The two mosaics discussed in this paper belong to 
Building A.  

The first mosaic is a bichrome opus tessellatum mosaic with 
geometric decorations (Figure 1). The mosaic is made of square 
tesserae of black and white marble. The mosaic decoration is a 
geometric drawing, obtained by the arrangement of black tesserae 
on a white background. The black tesserae are arranged to form 
rows of recumbent, spindle-shapes that constitute a grid with 
squares whose sides’ measure approximately 40 centimetres; 
each square has a crosslet with chevrons in the centre. The 
mosaic is about 5.50 m by 4.20 m.  

The second mosaic is a geometric polychrome mosaic, 
composed of different colour tesserae (Figure 2). The basic 
element of the mosaic decoration is the lozenge shape with 
different colour tesserae arranged to form this repeating, 
geometric element; thus a slanting direction is formed which 

creates a regular pattern. The materials used for the mosaic are 
white, black, green, yellow, orange, pink and red limestone. This 
mosaic is approximately 2.30 m by 1.75 m. 

The third mosaic (Figure 3), preserved at the Baglio Anselmi 
Regional Archaeological Museum in Marsala (Italy), belongs to 
the Capo Boeo archaeological site. This archaeological area 
extends for 28 hectares within the new city of Marsala, much of 
it overlapping the settlement of the ancient city of Lilybaeum. 
The Carthaginians founded the latter in the 4th century BC and 
it later became a Roman colony. The archaeological surveys 
have uncovered: ancient fortifications, the thermae (baths), the 
decumanus maximus (the main east-west-oriented road in a 
Roman city), and various examples of domus (the private homes 
in a Roman city). The mosaic had originally been placed in 
compartment n. 36 of a domus in the I insula; it is considered to 
be the most important due to its considerable architectural 
complexity and elaborate decoration. The fine details of this 
mosaic render it a most refined mosaic, characterized by 
different colours, which paint a geometric polychrome 
decorative motif. Its dimensions are 4.50 m by 5.50 m. 

3. DATA ACQUISITION 

The data acquisition has been carried out with the same 
parameters (same camera, same focal lens, same camera 
network, same camera-to-object distance, etc.) in order to 
obtain similar datasets for the three mosaics. 

In all three locations, the logistic conditions have not 
presented particular problems for the photogrammetric survey; 
to get the best lighting conditions the photogrammetric survey 
was performed without the use of artificial lights or spotlights 
but only using natural light. 

The images acquisition has been carried out using a Nikon 
D5200 digital camera equipped with a 28 mm Nikkor AF-S 
f/2.8G fixed focus lens; the camera has a CCD sensor with size 
of 23.5 mm × 15.7 mm, a pixel size of 3.9 µm and an effective 
resolution of 6000 pixels × 4000 pixels. The camera-to-object 
distance was chosen equal to 1.5 m; the image scale was 1/54 
and the coverage of each image was about 1.2 m × 0.8 m. 
Because the camera focal length was 28 mm, each pixel was 
about to 0.2 mm in the object space.  

During the images acquisition the lens was set to manual 

 
Figure 1. The bichrome opus tessellatum mosaic at the Antonino Salinas 
Regional Archaeological Museum in Palermo (Italy). 

 

 

Figure 2. The geometric polychrome mosaic at the Antonino Salinas 
Regional Archaeological Museum in Palermo (Italy). 

 

Figure 3. The geometric polychrome mosaic at the Baglio Anselmi Regional 
Archaeological Museum in Marsala (Italy). 
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focus after adjusting it to the average camera-to-object distance 
of the project and then adequately fixed throughout the 
shooting process. 

A nadiral stereoscopic coverage has been planned for the 
three mosaics with strips parallel to the longer side of the 
mosaic. The photogrammetric strips have been selected 
providing a forward overlap and a lateral overlap of 70 %. 
Some additional convergent strips have been also planned along 
the edge of the mosaic to increase the redundancy of the 
measures at the edges of the photogrammetric block and to 
limit bowl-effect in the 3D model [24]. In this way three 
photogrammetric datasets have been obtained, called “Mosaic-
1” for the first mosaic, “Mosaic-2” for the second and “Mosaic-
3” for the third. Figure 4 shows the camera network for the 
three datasets. The images have been taken with the camera 
mounted on a tripod (Figure 5); this condition has allowed to 
acquire nadiral images maintained the sensor position parallel to 
mosaic’s plane. 

During data acquisition, some extra convergent images were 
also taken; overall Mosaic-1 and Mosaic-3 have almost the same 
number of images, Mosaic-2 has about a quarter of images than 
the others (Table 1). 

Some photogrammetric coded targets have been positioned 
around and along the edge of the mosaics to improve the photo 
orientation step for the images taken along the edge of the 
mosaics. The use of coded targets, encoded with a unique 
identifier, is very common in vision metrology to signalize 
feature points [25]. Concentric rings coded targets with a 12 bit 
pattern have been used (Figure 6); these targets are relatively 
easy to recognize and decode.  

It was not possible to measure the position of the targets 
with accuracy suitable to the purpose of the work but three 
coded targets were put to define a local reference system 
(Figure 7); the coordinates of these three targets were arbitrarily 

 
(a) (b) (c) 

Figure 4. Planimetric view and cross-section view of camera network geometry for the three datasets: (a) Mosaic-1, (b) Mosaic-2 and (c) Mosaic-3. 

 

Figure 6. Concentric rings coded targets with a 12 bit pattern. 

 

Figure 7. Placement of coded target for Mosaic-2; in the lower left corner 
the three targets for defining the reference system. 

   
(a) (b) (c) 

Figure 5. Data acquisition: (a) Mosaic-1, (b) Mosaic-2 and (c) Mosaic-3. 

Table 1. Photogrammetric blocks. 

Datasets Images Nadiral strips Convergent 
strips 

Mosaic-1 401 17 4 
Mosaic-2 100 8 4 
Mosaic-3 433 18 4 

X

Y



 

ACTA IMEKO | www.imeko.org September 2017 | Volume 6 | Number 3 | 39 

assigned. 
Moreover, eleven calibrated bars have been placed along the 

edge of the mosaics, two near each corner and one along the 
edge in the center position (only for three edges) (Figure 8). 
Calibrated bars are of aluminium and are long 50 cm; every bar 
has four circular holes. The distance between the center of the 
holes was measured by a computer numerical control machine 
Mazak Vertical Center Nexus 410a-II with an accuracy of ±50 
µm. For each bar two calibrated distances, one of 48 cm and 
another of 46 cm were measured (Figure 9); one distance has 
been used to scale the photogrammetric model, the other to 
check the accuracy of the photogrammetric survey.  

To evaluate the theoretical uncertainty of the survey the 
traditional photogrammetric formulas for so-called “normal 
case of stereo-photogrammetry” have been used [26]. The 
theoretical uncertainty σX and σY, respectively in X and Y 
coordinates, has been calculated from:  

𝜎𝑋 = 𝜎𝑌 = 𝐷
𝑐
𝜎𝑥′  , (1) 

where D is the camera-to-object distance, c is the focal length 
and σx’ is the image measurement uncertainty.  

The theoretical uncertainty σZ along the Z direction depends 
also on the ratio D/B, where B (baseline) is the distance 
between the two camera stations, and has been calculated from: 

𝜎𝑍 = 𝐷2

𝑐∙𝐵
𝜎𝑝𝑥′  ,                                                                   (2) 

where σpx’ is the image measurement uncertainty of the x-
parallax. These formulas give reasonable approximation of 
achievable uncertainty and depend primarily on image 
measurement uncertainty. For a close range photogrammetric/ 
SfM approach the image measurement uncertainty depends on 
the accuracy of feature extraction and feature matching, that 

generally can achieve a sub-pixel accuracy [27].  
For this work it was supposed σpx’=σx’ and an image 

measurement uncertainty of 0.5 pixel, corresponding to 1.95 
µm; the theoretical uncertainty has been estimated at 0.10 mm 
for X and Y and 0.42 mm for the Z direction. The theoretical 
uncertainty of 2D point measurement σXY and 3D point 
measurement σXYZ can be calculated as  

𝜎𝑋𝑌 = �𝜎𝑋2 + 𝜎𝑌2                                                                   (3) 
and 

𝜎𝑋𝑌𝑍 = �𝜎𝑋2 + 𝜎𝑌2 + 𝜎𝑍2 .                                                      (4) 
These values are respectively equal to 0.14 mm and to 0.44 mm 
and, in particular for the XY accuracy, are compatible with the 
accuracy of photogrammetric measurements required for the 
production of an ortho-image at full-scale (scale 1:1). It should 
be noted that these values are only theoretical values; in fact, 
the theoretical uncertainty of the so-called “normal case of 
stereo-photogrammetry” is computed assuming that camera 
interior orientation parameters and image external orientation 
parameters are free of error. The actual accuracy depends also 
on other parameters as the number of images, the metric 
constraint, etc. and theoretical values must be always validated 
in the real case. 

4. DATA PROCESSING 

The images processing has been done, through the typical 
SfM workflow, using the well-known commercial software 
package PhotoScan Professional Edition by Agisoft LLC [28] 
(Figure 10). This software package provides a sequence of 
automatic steps for image orientation and image matching; 
moreover, PhotoScan allows extracting 3D models and ortho-
images with a very high level of detail. During image orientation 
(called “photo alignment” in PhotoScan) the software can 
estimate both internal camera parameters and external camera 
orientation for each image.  

PhotoScan is the typical SfM software that has also 
integrated photogrammetric procedures; in fact, it is possible to 
recalculate the orientation parameters through a bundle 

 
Figure 8. Calibrated bars arrangement along the sides of the mosaic. 

 

 

Figure 9. Detail of the calibrated bar. 

 

Figure 10. Data processing workflow. 

Image acquisition

Camera calibration

Image orientation
Camera calibration and 

Image orientation

Image matching and 
point cloud generation

Mesh generation and 
texture mapping

Orthophoto production
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adjustment with self-calibration (called “optimization” in 
PhotoScan), to use coded targets for points detection and 
known distances as metric constraints, to obtain some 
parameters about the uncertainty of the process and to assign 
an accuracy value to the metric constraints (ground control 
points or distances). 

For camera calibration the software package PhotoModeler 
Scanner by EOS Systems Inc. has been used too [29]. 
PhotoModeler Scanner is a typical and well-known close-range 
photogrammetry software package.  

The data processing was used to test some different camera 
calibration approaches and to produce very detailed and 
accurate 3D models and ortho-images.  

4.1. Camera calibration 
The calibration process is one of the most important aspects 

of the photogrammetric workflow. A correct estimation of 
camera interior orientation parameters and lens distortion 
parameters is necessary in order to obtain accurate 
photogrammetric measurements. This aspect becomes even 
more important when the accuracy of the photogrammetric 
survey is less than one millimetre [30]. In close-range 
photogrammetry the camera is generally calibrated in advance, 
using a test field, and generally performed with coded targets. 
The camera interior orientation parameters and the lens 
distortion parameters were calculated independently from the 
photogrammetric survey. A self-calibrating bundle adjustment, 
in which interior orientation parameters and distortion 
parameters are unknown, was used to solve the camera 
calibration [31]. 

According to the SfM approach, the camera calibration 
process is not considered a particularly important task, and the 
camera parameters are almost always calculated as part of the 
orientation process [32]. This approach was developed mainly 
with the aim of achieving maximum process automation and 
not the best accuracy, as is the case with photogrammetry. 
Therefore, camera calibration issues have invariably been not 
particularly considered. As part of the SfM approach, the use of 
a huge number of feature points (rather than a small number of 
targets) can yield enhanced internal uncertainty of the 
calibration parameters but reduced reliability of the camera 
parameters. This is mainly due to the poor reliability of the 
camera network, which may be involved. On the other hand, 
the high accuracy required for mosaic surveys places great 
emphasis on camera calibration. For this reason different 
camera calibration methods were tested to determine the most 
suitable workflow for this phase. Specifically, two approaches 
were evaluated: the first used a set of coded targets as part of a 
typical photogrammetric approach (Pre-Calibration); and the 
second made use of a standard SfM approach (Self-Calibration) 
(Figure 11). 

The typical photogrammetric approach was performed using 
either PhotoScan (PS) and PhotoModeler Scanner (PM). Two 
different test fields were prepared: one with PM-coded targets 
and another with PS-coded targets (Figure 12). The images 
were taken in accordance with the classic rules for camera 
calibration in photogrammetry (multi-station, convergent 
imaging network, images rotated by ±90°, etc.) [21], thereby 
obtaining two different calibration datasets for each mosaic. 
Accordingly, many feature points were measured in the pre-
Calibration process with PS, in addition to the coded targets. 
Moreover, an additional camera calibration was performed, 
using the typical SfM approach. The camera parameters were 

calculated during the Self-Calibration by the PS optimization 
process. Three different sets of calibration parameters were, 
therefore, calculated for each mosaic (PM Pre-Calibration, PS 
Pre-Calibration and PS Self-Calibration). 

The standard photogrammetric camera model for camera 
calibration, which consists of three elements of interior 
orientation (principal point coordinates and principal distance) 
and three types of lens distortion (radial, tangential and affine), 
was taken into consideration in the analysis.  

After this process, all parameters were analysed according to 
the camera model for PS and the parameters which had been 
calculated with PM were converted into the PS standard, using 
the Agisoft Lens software package. This software is necessary 
because various software packages use slightly different camera 
models and parameter sets for their calibrations; the parameters 
are not, however, directly comparable. The camera model used 
in PS assume a central projection camera where non-linear 
distortions are modelled using the self-calibration model 
proposed by Brown [33]. A camera model specifies the 
transformation from point coordinates in the local camera 
coordinate system to the pixel coordinates in the image frame. 
The model used to project points in the local camera coordinate 
system is  

𝑥 = 𝑋
𝑍               

                                                                            (5) 

𝑦 = 𝑌
𝑍              

                                                                            (6) 

𝑟 = �𝑥2 + 𝑦2                                                                       (7) 

𝑥′ = 𝑥(1 + 𝐾1𝑟2 + 𝐾2𝑟4 + 𝐾3𝑟6 + 𝐾4𝑟8) + (𝑃1(𝑟2 +
2𝑥2) + 2𝑃2𝑥𝑦)(1 + 𝑃3𝑟2 + 𝑃4𝑟4)                                       (8) 

𝑦′ = 𝑦(1 + 𝐾1𝑟2 + 𝐾2𝑟4 + 𝐾3𝑟6 + 𝐾4𝑟8) + (𝑃1(𝑟2 +
2𝑦2) + 2𝑃2𝑥𝑦)(1 + 𝑃3𝑟2 + 𝑃4𝑟4)                                       (9) 

𝑢 = 𝑤
2

+ 𝑥𝑝 + 𝑥′𝑐 + 𝑥′𝐵1 + 𝑦′𝐵2                                       (10) 

𝑣 = ℎ
2

+ 𝑦𝑝 + 𝑦′𝑐   ,                                                            (11) 

 
Figure 11. Camera calibration process.  

 

  
(a) (b) 

Figure 12. Camera calibration test field for PM (a) and PS (b). 

Camera Calibration

Pre-Calibration Self-Calibration

PM PS PS
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where (X, Y, Z) are the point coordinates in the local camera 
coordinate system, (u, v) are the projected point coordinates in 
the image coordinate system (in pixels), c is the principal 
distance, (xp, yp) are the principal point coordinates, Kn are the 
radial distortion parameters, Pn are the tangential distortion 
parameters, Bn are the affinity and shear distortion parameters, 
and (w, h) are the image width and height in pixels. 

Two procedures can be followed in determining the most 
reliable values of camera calibration: the first concerns the 
recovery accuracy of the individual parameters of the 
calibration model, while the second relates to the accuracy 
impact on any subsequent photogrammetric measurements, i.e. 
the effect of calibration errors on object point determination 
[34]. The first approach could be applied to close-range 
photogrammetric software packages (like PM), which reports 
the standard error of the unknown parameters computed 
during the camera calibration. These errors can provide us with 
information regarding the inner reliability of the process but it 
does not give any information about the accuracy of the object 
point coordinates.. Moreover, the software package from a 
computer vision, like PS, lacks information regarding this step. 
For these reasons, it is not possible to evaluate the camera 
calibration according to the first procedure. The second 
procedure requires various independent checking measures to 
estimate the accuracy in object space and to evaluate camera 
calibration reliability. This second procedure will be described 
in detail in Subsection 4.2. The values obtained in the 
calibration with the test field (Pre-Calibration) are always very 
similar to each other. On the other hand, the values obtained by 
self-calibration are different from each other, particularly 
regarding the principal distance and principal point coordinates.  

Moreover there exist differences in the lens distortion 
coefficients (on occasions of one or two orders of magnitude), 
specifically, the radial distortion parameters K3 and K4 and the 
affine distortion coefficients B1 and B2. 

4.2. Image orientation 

Images were oriented with the aim of assessing the most 
suitable camera calibration procedure with which to obtain the 
maximum accuracy of the final products. Three different 
projects were created for each dataset: one with the parameters 
calculated by PM (PM Pre-Calibration project), another with 
the parameters calculated by PS (PS Pre-Calibration project) 
and the third with the parameters calculated by PS during image 
orientation (PS Self-Calibration project). Images were oriented 
using only PS and this procedure was divided into several steps: 

i. image orientation with an SfM approach, which was 
performed considering the first 1/16 of the original image 
resolution (low photo alignment), without any image pair pre-
selection for feature points detection. Thereafter, considering 
1/2 of the original image resolution (high photo alignment) and 
the generic preselection mode, which only used the overlapping 
pairs of photos to detect feature points (no camera calibration 
parameters were estimated at this stage) 

ii. an automatic measurement of the coded targets and 
manual measurement of the calibrated bars 

iii. importing a different set of camera calibration 
parameters, which had been held constant throughout the next 
step (no parameters were imported in the PS Self-Calibration 
project) 

iv. a re-computation of exterior orientation parameters by 
means of a bundle adjustment, taking the calibrated bars into 
consideration as constraints. In this step the camera calibration 
parameters were also calculated in the PS Self-Calibration 
project  

v. an analysis of the results. 
All the projects were calculated according to an arbitrary 

reference system by applying a free-network solution bundle 
block adjustment and by using only the 48 cm calibrated 
distances of the scale bars with which to scale the 
photogrammetric model. However, the 46 cm calibrated 
distances of the scale bars were used as independent check, 
control distances with which to evaluate the accuracy of the 
projects. This procedure was chosen in agreement with German 
standards (VDI/VDE 2634 Part 1) [15] for evaluating the 
object space accuracy of 3D point measurement systems, which 
are based on a length measurement error (LME). This value is 
the difference between the distance calculated by the 
photogrammetric process and the calibrated distance of the 
scale bar; the root mean square error (RMSE) of all the 
differences provides us with an assessment of the accuracy of 
the photogrammetric measurement.  

Table 2 reports the RMSE of the scale bars for 48 cm 
calibrated distances, which were used to scale the 
photogrammetric model, and the 46 cm calibrated distances, 
which were used as an independent check. The mean of the 
residuals was also checked to verify the presence of systematic 
effects. The mean of the residuals for all projects was very close 
to zero for the distances used to scale the photogrammetric 
model and for distances used as an independent check. The 
RMSE of the calibrated check distances for almost all projects 
was lower than 0.2 mm. The diverse tests indicated that the 

Table 2. RMSE for scale bars. 

  
PM 

Pre-Calibration 
[mm] 

PS 
Pre-Calibration 

[mm] 

PS 
Self-Calibration 

[mm] 

Mosaic-1 

RMSE 
Scale distances 0.453 0.050 0.030 

RMSE 
Check distances 0.440 0.054 0.033 

Mosaic-2 
RMSE 

Scale distances 0.137 0.083 0.230 

RMSE 
Check distances 0.118 0.068 0.180 

Mosaic-3 
RMSE 

Scale distances 0.158 0.181 0.183 

RMSE 
Check distances 0.162 0.180 0.191 
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projects with camera calibration parameters obtained as part of 
an independent process could provide greater accuracy. There 
was a notable improvement in Mosaic 2 (of approximately one 
order of magnitude for the PS Pre-Calibration project) while 
the differences with Mosaic 3 were less evident. Only Mosaic 1 
revealed different results: very high residuals for the PM Pre-
Calibration project (the calibrated check distances reached 
about 0.4 mm) but very low residuals (in the order of few 
hundredths of a millimetre) for the other two projects. 

The accuracy evaluation has, however, some critical issues. 
The arrangement of the calibrated bars is not the most 
favourable because the bars are only along the edges of the 
mosaics. Theoretically, they should be placed also inside the 
mosaic; this condition was not possible because in this way they 
would cover the tesserae of the mosaic. The accuracy 
verification should be performed along three dimensions, as 
required in the VDI/VDE Guideline; this was challenging for a 
survey of mosaics and the scale bar distribution was indeed co-
planar with the mosaics. Finally, the dimension of the mosaic 
would have required some more long reference distances, 
similar to the dimension of the mosaics (i.e. 4 m or 5 m). In our 
study, the short calibrated distance was due to the limit of the 
computer numerical control machine used for the distance 
measurement. This issue is generally very common in metrology 
applications with close-range photogrammetry; in fact, it is very 
difficult to find scale bars suitable for large measuring objects 
(dimension > 3 m) [26]. For large measuring objects, accuracy 
evaluation could be checked using very accurate checkpoints 
measured with total station that allowed recording data with 
high angular and distance accuracy, and with very redundant 
topographic schemes. This approach is not always possible 
because of the logistical conditions of the site, such as in our 
situation where the photogrammetric surveys were conducted 
in museums. 

As can be noted from Table 2, the accuracy obtained in 
almost all tests was better than the theoretical 3D uncertainty 
σXYZ, which had been calculated in (4); however, as previously 
underlined, the scale bars arrangement is not the most suitable 
for assessing 3D accuracy. The results are comparable with the 
theoretical 2D uncertainty σXY, which was calculated in (3). The 
accuracy results could however be considered as satisfactory in 
obtaining a full-scale (scale 1:1) ortho-image. 

5. 3D MODELS AND ORTHO-IMAGES OF ANCIENT MOSAICS 

The 3D models and the ortho-images of the ancient mosaics 
were obtained using the projects which obtained the greatest 
accuracy (that is, the PS Pre-Calibration projects for Mosaic 1 
and Mosaic 2, PM Pre-Calibration for Mosaic 3). The 3D 
models were achieved according to the following steps: 
calculating of a dense point cloud by dense image matching, 
building of a 3D mesh and texturing of the 3D mesh.  

The point clouds were calculated by taking into account: the 
theoretical GSD, the residuals of the orientation phase and the 
level of detail suitable for the 3D model. Thus, a point cloud 
with a ¼ of an image resolution was calculated as 
corresponding to about 0.8 millimeters (Figure 13). Three point 
clouds with 74 million points (Mosaic 1), 16 million points 
(Mosaic 2) and 63 million points (Mosaic 3) were obtained, and 
three meshes with 15 million polygons (Mosaic 1), 3 million 
polygons (Mosaic 2) and 12 million polygons (Mosaic 3) were 
calculated respectively from the point clouds. The RGB value 
was also associated with the 3D position for each point during 
the 3D reconstruction process. This value in the mesh 

generation process permitted the assignment of a mean value of 
RGB to each polygon. The more defined the mesh, in terms of 
numbers of polygons and geometry, the better the appearance 
of the 3D model. Generally, a mesh with a coloured vertex will 
be sufficient in providing an approximate idea of the condition 
of the mosaic and the type of material from which it was made. 
In order to increase this level of detail, it is necessary to provide 
texture to the 3D model with the images of the 
photogrammetric survey. Five textures of 4,096 pixels × 4,096 
pixels each were generated for each 3D model with the texture 
number ensuring the resolution of a sufficiently detailed 3D 
model to analyze even the smallest details (Figure 14).  

 
(a) 

 
(b) 

 
(c) 

Figure 13. Detail of Mosaic-1 (a), Mosaic-2 (b) and Mosaic-3 (c) point clouds. 

 
(a) 

 
(b) 

 
(c) 

Figure 14. Detail of Mosaic-1 (a), Mosaic-2 (b) and Mosaic-3 (c) 3D models. 
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Finally, the ortho-images of the three mosaics were 
calculated with a geometric resolution of 0.5 mm (Figure 15). 
Good chromatic continuity and enhanced definition of the 
details of the mosaics were obtained in all the cases under 
investigation. Despite being 2D data, ortho-images still 
constitute the main type of documentation of single tessera: they 
allow us to examine numerous irregularities, the size and 
position of an individual tessera and the presence of erosion and 
patina deterioration with non-invasive and more efficient 
procedures. 

6. CONCLUSIONS 

The research outline in this paper has evaluated the 
surveying of mosaics using a photogrammetric/computer 
vision approach in the context of vision metrology. Different 
camera calibration processes have been tested in order to 
identify the most appropriate workflow.  

The research was performed on three ancient Roman 
mosaics as test data. Aspects relating to the camera calibration 
process were evaluated by virtue of different sets of internal 
orientation parameters. Moreover, the camera calibration 
parameters were calculated in accordance with two 
photogrammetric test fields (performed with coded targets) and 
a SfM approach.  

The tests revealed slight changes between the camera 
parameters, particularly for the principal distance and for 
principal point coordinates. An accuracy evaluation was 
conducted by the residuals obtained from various scale bars, 
which were used as checks. These results also demonstrate that 
the projects with camera calibration parameters, which had 
been obtained via an independent process, could offer 
enhanced accuracy. Differences among the different datasets 
were also observed. However, an RMSE of the calibrated check 
distances for almost all projects was observed to be lower than 
0.2 mm.  

The survey facilitated the obtaining of a 3D reconstruction 
and an ortho-image for each of the three mosaics, which was 
compatible with one at full scale (scale 1:1). This type of 
documentation could be repeated over the time to monitor and 
analyse mosaics even after restoration processes. The high 
accuracy obtained with a photogrammetric/SfM approach 
demonstrates that these techniques could also be applied to a 
context of vision metrology relating to archaeological 3D 
documentation. An evaluation of the accuracy of this approach 
also confirms that camera calibration is still an open issue and 

additional tests are required to improve any evaluation of the 
accuracy of the photogrammetric/SfM approach. 
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