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In this paper, we undertake an analysis of the
eigenstates of two non-self-adjoint operators q̂ and p̂
similar, in a suitable sense, to the self-adjoint position
and momentum operators q̂0 and p̂0 usually adopted
in ordinary quantum mechanics. In particular,
we discuss conditions for these eigenstates to be
biorthogonal distributions, and we discuss a few of
their properties. We illustrate our results with two
examples, one in which the similarity map between
the self-adjoint and the non-self-adjoint is bounded,
with bounded inverse, and the other in which this
is not true. We also briefly propose an alternative
strategy to deal with q̂ and p̂, based on the so-called
quasi *-algebras.

1. Introduction
Quantum mechanics driven by non-self-adjoint
Hamiltonians with real eigenvalues has been investigated
by several authors for some years, both from a physical
point of view [1–4] and with a more mathematical
perspective (see [5–15] and the recent volume [16]). Quite
often interest is focused on the analysis of the eigenvalues
and the eigenstates of some Hamiltonian operator H
which, contrary to what is usually assumed in (ordinary)
quantum mechanics, is different from H†. In many cases,
however, the eigenvalues of such an H are still real,

2017 The Author(s) Published by the Royal Society. All rights reserved.
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at least for a certain range of parameters of the model, the unbroken phase, which differs from the
broken phase since, in this case, some of the eigenvalues of H can be complex [3,17].

What has not been discussed in the literature so far, to the best of our knowledge, is the
role of non-self-adjointness in the main standard ingredients of H, i.e. in the position and in the
momentum operators. In fact, in many physical systems the self-adjoint Hamiltonian H0 is just
some suitable function of the operators q̂0 = q̂†

0 and p̂0 = p̂†
0, satisfying [q̂0, p̂0] = i1, where 1 is the

identity operator. For instance, for the harmonic oscillator, we have H0 = 1
2 (p̂2

0 + q̂2
0). Therefore, it

is surely interesting, and natural, to also look at the functional properties of both q̂0 and p̂0. And,
in fact, these have been studied over the years by several authors. In particular, we refer to [18]
for a rather interesting and clear review on this topic. Recently, Bagarello [19] began the analysis
of some aspects of two operators, q̂ and p̂, which behave as a deformed version of q̂0 and p̂0, while
retaining some of their essential aspects. This was done in connection with bicoherent states,
in order to prove their completeness under suitable conditions. Here, rather than bicoherent
states, we investigate the possibility of defining, in some mathematically rigorous manner, the
eigenstates of q̂ and p̂, and we discuss some of their properties. We believe that this analysis
can be relevant in the foregoing discussion on the coexistence of two (or more) non-self-adjoint
observables; see [20,21] for instance.

The paper is organized as follows. In §2, we shall analyse in a rigorous way the family
of eigenstates of the deformed position and momentum operators q̂ and p̂ by adopting a
distributional approach which essentially extends the one in [18]. We shall also briefly propose an
alternative approach based on the so-called quasi *-algebras [22,23]. Section 3 contains two different
examples. In the first one, the operators q̂0 and p̂0 are related to q̂ and p̂ by a bounded operator T
with bounded inverse. In the second example T is still bounded, but T−1 is not. Of course, there
are other possibilities, and some of these can be found in the literature [24]. For this reason, we
believe that having a general setting where all these possibilities fit can be important and useful.
Our conclusions are given in §4.

2. Well-behaved sets of distributions
Let q̂0 and p̂0 be the self-adjoint position and momentum operators defined as follows:

q̂0ϕ(x) = xϕ(x) and p̂0ϕ(x) = −iϕ′(x),

for all ϕ(x) ∈ S(R), the Schwartz space of rapidly decreasing C∞-functions on R. Note that S(R)
is not the maximal domain of these operators. In fact, these sets are

Dmax(q̂0) = {f (x) ∈L2(R) : xf (x) ∈L2(R)} and Dmax(p̂0) = {f (x) ∈L2(R) : f ′(x) ∈L2(R)}.

Of course, S(R) ⊂ Dmax(q̂0) ∩ Dmax(p̂0), and is dense in L2(R). In the rest of the paper, also in view
of its role in quantum mechanics, we will often use S(R) as a suitable domain for the operators
we introduce in our analysis, even when it lacks maximality. This is useful also because S(R) is
stable under the action of q̂0 and p̂0, while Dmax(q̂0) and Dmax(p̂0) are not. In particular, S(R) ⊆
D∞(q̂0) ∩ D∞(p̂0), where D∞(X) = ∩k≥0D(Xk) is the domain of all the powers of the operator X. It
is well known that neither q̂0 nor p̂0 admit square integrable eigenvectors, and that their spectra
coincide with R,

q̂0ξx0 (x) = x0ξx0 (x) and p̂0θp0 (x) = p0θp0 (x), (2.1)

where x0 and p0 are real numbers, and

ξx0 (x) = δ(x − x0) and θp0 (x) = 1√
2π

eip0x. (2.2)

Of course, ξx0 (x), θp0 (x) ∈ S ′(R), the set of tempered distributions (i.e. the continuous linear
functionals on S(R)). Two well-known properties of the generalized eigenvectors {ξx0 (x), x0 ∈ R}
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are the following equalities:

〈ξx0 , ξy0 〉 = δ(x0 − y0),
∫
R

dx0|ξx0 〉〈ξx0 | =1. (2.3)

Here 〈ξx0 , ξy0 〉 can be seen as an extension of the scalar product in L2(R) to two elements in S ′(R),
which results in another element in S ′(R). The way in which this extension is constructed is as
follows: given two distributions F and G in S ′(R), we define 〈F, G〉 = (F̄ ∗ G̃)(0),1 where G̃(x) =
G(−x) [25]. In other words, we use the convolution between distributions to extend the scalar
product to S ′(R). The convolution F̄ ∗ G̃ is further defined as follows:

(F̄ ∗ G̃,ϕ) =
∫
R

∫
R

F(x) G̃(y)ϕ(x + y) dx dy = 〈F, G ∗ ϕ〉, (2.4)

∀ϕ(x) ∈ S(R). It is well known [25] that the convolution between two distributions does not always
exist. However, sufficient conditions on the support of the distributions are considered in the
literature which ensure the existence of F̄ ∗ G̃, and therefore of 〈F, G〉, and these conditions are
satisfied in our case: if we take F = ξx0 and G = ξy0 , simple computations show that

(ξ̄x0 ∗ ξ̃y0 ,ϕ) = 〈ξx0 , ξy0 ∗ ϕ〉 =
∫
R

ξx0 (x)ϕ(x − y0) dx = ϕ(x0 − y0) = (ξt0 ,ϕ),

where t0 = x0 − y0, for all ϕ(x) ∈ S(R). Hence (ξ̄x0 ∗ ξ̃y0 )(x) = ξt0 (x), and therefore

〈ξx0 , ξy0 〉 = (ξ̄x0 ∗ ξ̃y0 )(0) = ξt0 (0) = δ(x0 − y0),

which is the first equality in (2.3). The second equality follows from the fact that, for all ϕ(x) ∈
S(R), ϕ(x0) = 〈ξx0 ,ϕ〉. Then we have

ϕ(x) =
∫
R

δ(x − x0)ϕ(x0) dx0 =
∫
R

ξx0 (x)〈ξx0 ,ϕ〉 dx0,

as we had to prove. Incidentally, we see that the resolution of the identity in (2.3) has to be
intended (at least) on S(R).

Let us now consider an operator T, not necessarily bounded, with domain D(T) larger than (or
equal to) S(R).

Definition 2.1. T is S(R)-stable if T is invertible and if T, T−1, T† and (T−1)† = (T†)−1 all map
S(R) in S(R). Moreover, an S(R)-stable operator T is called fully S(R)-stable if T† and T−1 map
S(R) into itself continuously.

Examples of these operators will be given later in the paper: essentially, a fully S(R)-stable
operator T leaves S(R) stable, together with its adjoint, its inverse and the inverse of its adjoint,
and is such that, if {ϕn(x)} is a sequence in S(R) which converges to ϕ(x) in the τS topology, both
{T−1ϕn(x)} and {T†ϕn(x)} converge in the same topology. Each S(R)-stable operator can be used to
construct a non-self-adjoint version of q̂0 and p̂0, as we will show now.

Let T be an S(R)-stable operator. Then, two operators q̂ and p̂ can be defined as follows:

q̂ϕ = Tq̂0T−1ϕ and p̂ϕ = Tp̂0T−1ϕ, (2.5)

for all ϕ(x) ∈ S(R). Of course, q̂ and p̂ map S(R) in S(R), so that they are, in particular, densely
defined. As for q̂0 and p̂0, we are not interested here in Dmax(q̂) and Dmax(p̂), even if these sets
could be larger than S(R). It is also possible to check that their adjoints satisfy the following:

q̂†ϕ = (T−1)†q̂0T†ϕ and p̂†ϕ = (T−1)†p̂0T†ϕ, (2.6)

for all ϕ(x) ∈ S(R). Hence, also q̂†, p̂† leave S(R) stable.

Remark 2.2. A physical way to understand these results is by noticing that q̂0, q̂ and q̂† are
similar or, in other words, that they satisfy suitable intertwining relations. When this happens for

1This is because of the following equality: 〈ϕ,ψ〉 = (ϕ̄ ∗ ψ̃)(0), which holds for each ϕ(x),ψ(x) ∈S(R). Here ψ̃(x) =ψ(−x).
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(bounded) operators with discrete spectra, this implies that their eigenvectors are related by the
intertwining operators (T, in our case). Of course, the operators p̂0, p̂ and p̂† are also similar.

Now, we want to construct the eigenvectors of q̂ and q̂†, as well as those of p̂ and p̂†, and
to check that they produce a family of well-behaved states, in the sense of Bagarello [19]. We recall
that, if x ∈ R labels a tempered distribution ηx ∈ S ′(R), and if Fη is the set of all these distributions,
Fη = {ηx, x ∈ R}, then we have the following definition.

Definition 2.3. Fη is called q̂-well-behaved (or, simply, well-behaved) if:

1. each ηx is a generalized eigenstate of q̂: q̂ηx = xηx, for all x ∈ R;
2. a second family of generalized vectors Fη = {ηx ∈ S ′(R), x ∈ R} exists such that 〈ηx, ηy〉 =
δ(x − y) and

∫
R

dx|ηx〉〈ηx| = ∫
R

dx|ηx〉〈ηx| =1, at least on S(R).

To do that, we first need to extend T and (T−1)† to all of S ′(R) even if, in principle, it would be
sufficient to extend them to ξx0 (x). This would be enough to define the eigenstates of q̂ and q̂†. But,
since we also want to construct eigenstates of p̂ and p̂†, we prefer to take a more general approach.

First of all, it is clear that T and (T−1)† can be extended to S ′(R) by duality. In fact, we define

〈TF,ϕ〉 = 〈F, T†ϕ〉 and 〈(T−1)†F,ϕ〉 = 〈F, T−1ϕ〉, (2.7)

for all F ∈ S ′(R) and ϕ ∈ S(R). Here 〈., .〉 is the form which puts in duality S(R) and S ′(R), which
extends the standard scalar product in L2(R).2 It is obvious that the formulae in (2.7) make sense,
since S(R) is stable under the action of T† and T−1. It is also clear that TF and (T−1)F define
linear functionals on S(R). To conclude that they are both tempered distributions, we still have
to check that they are both τS -continuous, i.e. that if {ϕn(x) ∈ S(R)} is a sequence τS -convergent
to ϕ(x) ∈ S(R), then 〈TF,ϕn〉 → 〈TF,ϕ〉, and 〈(T−1)†F,ϕn〉 → 〈(T−1)†F,ϕ〉, for all F ∈ S ′(R). This is
certainly true if T is fully S(R)-stable since, for instance, we have

〈TF,ϕn〉 = 〈F, T†ϕn〉 → 〈F, T†ϕ〉 = 〈TF,ϕ〉,
due to the fact that, if ϕn(x) converges in the topology τS, (T†ϕn)(x) converges as well, in the same
topology. Then the following corollary holds.

Corollary 2.4. Let T be a fully S(R)-stable operator. Then

ηx0 (x) = (Tξx0 )(x) and ηx0 (x) = ((T−1)†ξx0 )(x) (2.8)

are tempered distributions. Moreover, ηx0 (x) ∈ D(q̂) and ηx0 (x) ∈ D(q̂†), and we have:

(q̂ηx0 )(x) = x0ηx0 (x) and (q̂†ηx0 )(x) = x0η
x0 (x). (2.9)

Remark 2.5. We recall that, in general, the domain of a given operator X acting on H, D(X),
is the set of the following subset of H: D(X) = { f ∈H : Xf ∈H}. Here we are slightly extending
this notion, while keeping the same notation. In fact, ηx0 (x) ∈ D(q̂) would not be compatible with
definition 2.3, since ηx0 (x) does not belong to L2(R). For this reason, D(q̂) and D(q̂†) should be
understood as generalized domains: D(q̂) = {F ∈ S ′(R) : q̂F ∈ S ′(R)}, D(q̂†) = {F ∈ S ′(R) : q̂†F ∈ S ′(R)}
and so on.

In the same way, out of (p̂0, θp0 (x)) in (2.1) and (2.2), we can deduce the eigenstates of the
operators p̂ and p̂† introduced in (2.5) and (2.6), as in (2.8),

μp0 (x) = (Tθp0 )(x) and μp0 (x) = ((T−1)†θp0 )(x). (2.10)

They are both tempered distributions belonging, respectively, to D(p̂) and D(p̂†) (in the sense of
remark 2.5) and they are both generalized eigenstates of p̂ and p̂†, respectively:

(p̂μp0 )(x) = p0μp0 (x) and (p̂†μp0 )(x) = p0μ
p0 (x). (2.11)

2This form can be defined as before, via convolution of distributions.
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Let us now introduce the following sets of tempered distributions: Fη = {ηx0 (x), x0 ∈ R}, Fη =
{ηx0 (x), x0 ∈ R}, Fμ = {μp0 (x), p0 ∈ R} and Fμ = {μp0 (x), p0 ∈ R}.

For our purposes, it is convenient now (but not strictly necessary) to assume some extra
properties for (T−1)†. In particular, we assume that

((T−1)†ξy0 ) ∗ ϕ = (T−1)†(ξy0 ∗ ϕ), (2.12)

for all ϕ(x) ∈ S(R). Here ∗ is the convolution. Note that both sides of this equality are well defined.
In fact, we have already seen that ηy0 = (T−1)†ξy0 is in S ′(R), and, therefore, it admits a convolution
with ϕ(x), since this function belongs to S(R). The result is, in general, a C∞ function increasing
not faster than some polynomial. As for the right-hand side of (2.12), we see that (ξy0 ∗ ϕ)(x) =∫

R
ξy0 (s)ϕ(x − s) ds = ∫

R
δ(s − y0)ϕ(x − s) ds = ϕ(x − y0), which belongs to S(R). Hence, we can act

on this function with (T−1)†. However, it is not granted a priori that both sides of (2.12) coincide.
However, we observe that (2.12) is very similar to some well-known properties of convolutions
of distributions, such as the property that (F ∗ G)′ = F′ ∗ G, for all distributions F and G for which
their convolution exists. We refer to [25] for many details on distribution theory, and for more
situations in which (2.12) is again satisfied.

Now we have the following proposition.

Proposition 2.6. Under assumption (2.12) the set Fη is well behaved on S(R).

Proof. Let us take ϕ(x),ψ(x) ∈ S(R). Then we have, using the stability of S(R) under the action
of both T† and T−1, as well as the resolution of the identity in (2.3), valid for all functions in S(R),

∫
R

dx0〈ϕ, ηx0 〉〈ηx0 ,ψ〉 =
∫
R

dx0〈ϕ, Tξx0 〉〈(T−1)†ξx0 ,ψ〉

=
∫
R

dx0〈T†ϕ, ξx0 〉〈ξx0 , T−1ψ〉 = 〈T†ϕ, T−1ψ〉 = 〈ϕ,ψ〉.

In a similar way, we get
∫
R

dx0〈ϕ, ηx0 〉〈ηx0 ,ψ〉 =
∫
R

dx0〈ϕ, (T−1)†ξx0 〉〈Tξx0 ,ψ〉 = 〈ϕ,ψ〉.

To prove that 〈ηx0 , ηy0 〉 = δ(x0 − y0) we first recall that (see (2.4)) (η̄x0 ∗ η̃y0 ,ϕ) = 〈ηx0 , ηy0 ∗ ϕ〉, for
all ϕ(x) ∈ S(R). But, since (ηy0 ∗ ϕ)(x) = ϕ(x − y0) is in S(R), using (2.12),

〈ηx0 , ηy0 ∗ ϕ〉 = 〈Tξx0 , ηy0 ∗ ϕ〉 = 〈ξx0 , T†(ηy0 ∗ ϕ)〉 = 〈ξx0 , (ξy0 ∗ ϕ)〉 = (ξ̄x0 ∗ ξ̃y0 ,ϕ).

Hence (η̄x0 ∗ η̃y0 ,ϕ)(x) = (ξ̄x0 ∗ ξ̃y0 ,ϕ)(x), and, therefore, we have

〈ηx0 , ηy0 〉 = (η̄x0 ∗ η̃y0 ,ϕ)(0) = (ξ̄x0 ∗ ξ̃y0 ,ϕ)(0) = 〈ξx0 , ξy0 〉 = δ(x0 − y0),

which is what we needed to prove. �

Remark 2.7. (1) A similar proof can be repeated to prove that Fμ is also p̂-well-behaved.
(2) It might be interesting to observe that the equality 〈ηx0 , ηy0 〉 = δ(x0 − y0) can be deduced

following a very different approach from the one adopted in proposition 2.6, i.e. by making use
of the so-called quasi-bases [24]. To construct the quasi-bases we consider an o.n. basis for L2(R),
say F = {en(x) ∈ S(R)}. To be concrete, we can think of Fe as the set of eigenstates of the harmonic
oscillator, since these are all in S(R), and form an o.n. basis of L2(R). Then we introduce Fϕ =
{ϕn(x) = Ten(x)} and FΨ = {Ψn(x) = (T−1)†en(x)}. Assuming that T is S(R)-stable, then the functions
ϕn(x) and Ψn(x) are all in S(R). Also, Fϕ and FΨ are biorthogonal, 〈ϕn,Ψm〉 = δn,m, and they are
S(R)-quasi-bases [24]. Indeed, it is easy to check that, for all γ (x), η(x) ∈ S(R), we have

〈γ , η〉 =
∑

n
〈γ ,ϕn〉〈Ψn, η〉 =

∑
n

〈γ ,Ψn〉〈ϕn, η〉. (2.13)
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Our working assumption here is that this same equality can be extended outside S(R), to all
distributions ξx0 , x0 ∈ R. Indeed, assuming for instance that

δ(x0 − y0) = 〈ξx0 , ξy0 〉 =
∑

n
〈ξx0 ,ϕn〉〈Ψn, ξy0 〉, (2.14)

it is easy to conclude, again, that

〈ηx0 , ηy0 〉 = 〈ηy0 , ηx0 〉 = δ(x0 − y0). (2.15)

In fact, we have

〈ηy0 , ηx0 〉 =
∑

n
〈(T−1)†ξy0 ,ϕn〉〈Ψn, T−1ξy0 〉 =

∑
n

〈ξx0 , T−1ϕn〉〈T†Ψn, ξy0 〉

=
∑

n
〈ξx0 , en〉〈en, ξy0 〉 =

∑
n

en(x0)en(y0) = δ(x0 − y0).

This approach is particularly interesting as it is heavily connected with the general settings
proposed in recent years for deformed canonical commutation and anti-commutation relations
(see [9–11] for recent applications), and since it makes no use of equality (2.12), which is not
always satisfied even in simple cases, as in the first example discussed in §3a.

Following [19], we can also introduce two operators, Sη and Sη, in the following generalized
domains:

D(Sη) =
{

F ∈ S ′(R) :
∫
R

dx〈ηx, F〉ηx ∈ S ′(R)
}

,

D(Sη) =
{

G ∈ S ′(R) :
∫
R

dx〈ηx, G〉ηx ∈ S ′(R)
}

and SηF =
∫
R

dx〈ηx, F〉ηx, SηG =
∫
R

dx〈ηx, G〉ηx, (2.16)

for all F ∈ D(Sη) and G ∈ D(Sη). In particular, it is clear that ηy ∈ D(Sη) and that ηy ∈ D(Sη), for all
y ∈ R. In particular, Sηηy = ηy, while Sηηy = ηy. Furthermore, if T is bounded, then for all ϕ(x) ∈
S(R) we get Sηϕ = TT†ϕ. Also, if T−1 is bounded, then Sηf = (T−1)†T−1ϕ. Of course, when they
are both bounded, we see that Sη and Sη are the inverse of each other. More results on Sη and Sη

are discussed in [19], where some connections of these operators to the so-called kq-representation
(see, for example, [26]) are also considered. Here we just want to note that similar operators are
somehow used in the literature to define new scalar products in the Hilbert space; see [24] and
references therein.

(a) A brief algebraic view of q̂ and p̂
In what we have done so far, we have used techniques borrowed from functional analysis and
distribution theory to deal with q̂, p̂ and their adjoints. Now, we briefly suggest a possible
alternative approach to deal with these operators, based on certain algebras of unbounded
operators. We refer to [22] for a mathematically oriented monograph, and to [23] for a more
physically focused review.

If D is a dense subspace of a (separable) Hilbert space H we denote by L†(D) the set of all the
operators which leave, together with their adjoints, D invariant. Then L†(D) is a *-algebra with
respect to the usual operations. In particular, the adjoint in L†(D) is just the restriction of the usual
adjoint to D. It is worth remarking that L†(D) contains suitable unbounded operators, and this
is, in fact, its main raison d’etre [22,23]. This can be easily understood since, in many concrete
applications, D is taken to be the domain of all the powers of some suitable unbounded, densely
defined, self-adjoint operator N on H: D = D∞(N) = ∩k≥0D(Nk), which, due to the assumptions
on N, is automatically dense in H. In particular, if N = p2 + x2, where p = −i(d/dx), it is known
that D = S(R), and that the topology τS is equivalent to the one defined by the seminorms
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f → ‖Nnf‖, n ≥ 0, [27]. Then we get the following rigged Hilbert space:

S(R) ⊂ L2(R) ⊂ S ′(R);

see also [28]. From now on we identify D with S(R). Therefore, the set of the distributions S ′(R)
is just the dual of D.

Definition 2.8. An invertible operator T in the Hilbert space H, such that T, T−1 ∈L†(D)
is called admissible if there exists an o.n. basis Fe = {en(x) ∈ S(R)} for L2(R), such that Fϕ =
{ϕn(x) = Ten(x)} and FΨ = {Ψn(x) = (T−1)†en(x)} are D′ quasi-bases, in the following sense: for
every F, G ∈D′

〈F, G〉 =
∑

n
〈F,ϕn〉〈Ψn, G〉 =

∑
n

〈F,Ψn〉〈ϕn, G〉. (2.17)

Remark 2.9. Because of the properties of L†(D) [22], an element A ∈L†(D) is automatically
fully admissible. By this we mean that, for all sequences ϕn(x) ∈ S(R) τS -converging to ϕ(x), the
sequences (T†ϕn)(x) and (T−1ϕn)(x) both converge in the same topology. It is evident how the
concept of full admissibility can be seen as an algebraic counterpart of the full stability we have
introduced before. In fact, what we are doing in this short section is just adopting a different
language to deduce the same results.

Now let A ∈L†(D) be admissible, and therefore fully admissible. Then A can be extended,
by duality, to a continuous operator Aex : S ′(R) → S ′(R). In fact, to keep the notation simple
and so no confusion can arise, in the following we identify A and Aex. We have: 〈AF,ϕ〉 =
〈F, A†ϕ〉, ∀F ∈ S ′(R),ϕ ∈ S(R). This operator is still linear and it is also continuous: in fact, due
to definition 2.8, if ϕn(x) → ϕ(x) in the topology τS , then A†ϕn → A†ϕ in the same topology.
Hence 〈AF,ϕn〉 = 〈F, A†ϕn〉 → 〈F, A†ϕ〉 = 〈AF,ϕ〉, for all ϕ(x) ∈ S(R) and F ∈ S ′(R). In particular,
then, ηx0 = Tξx0 and ηx0 = (T−1)†ξx0 are both in S ′(R), and the following hold:

〈ηx0 ,ϕ〉 = (T†ϕ)(x0) and 〈ηx0 ,ϕ〉 = (T−1ϕ)(x0),

for all ϕ(x) ∈ S(R). Moreover, again using definition 2.8 and the fact that q̂0 ∈L†(D), it is clear that
q̂ = Tq̂0T−1 is also in L†(D). Then we have the following proposition.

Proposition 2.10. If T ∈L†(D) is admissible, the set Fη = {ηx0 , x0 ∈ R} is well behaved.

Proof.

1. For every x0 ∈ R,ϕ(x) ∈ S(R),

〈q̂ηx0 ,ϕ〉 := 〈(Tq̂0T−1)(Tξx0 ),ϕ〉 = 〈Tq̂0ξx0 ,ϕ〉 = 〈x0Tξx0 ,ϕ〉 = 〈x0ηx0 ,ϕ〉.
Hence q̂ηx0 = x0ηx0 .

2.

〈ηy0 , ηx0 〉 =
∑

n
〈(T−1)†ξy0 ,ϕn〉〈Ψn, T−1ξy0 〉 =

∑
n

〈ξx0 , T−1ϕn〉〈T†Ψn, ξy0 〉

=
∑

n
〈ξx0 , en〉〈en, ξy0 〉 =

∑
n

en(x0)en(y0) = δ(x0 − y0).

3. For every x0, y0 ∈ R, and for all ϕ(x),ψ(x) ∈ S(R), using the resolution of the identity
in (2.3), valid for all functions in S(R),∫

R

dx0〈ϕ, ηx0 〉〈ηx0 ,ψ〉 =
∫
R

dx0〈ϕ, Tξx0 〉〈(T−1)†ξx0 ,ψ〉 =
∫
R

dx0〈T†ϕ, ξx0 〉〈ξx0 , T−1ψ〉

= 〈T†ϕ, T−1ψ〉 = 〈ϕ,ψ〉.

�

Of course, a similar procedure can be repeated for p̂ = Tp̂0T−1.
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The conclusion of this analysis is that we could use the algebraic settings provided by L†(D)
rather than the one adopted previously by simply replacing the notion of stability with that of
admissibility. A deeper analysis of this alternative approach is postponed to a future paper.

3. Examples
This section is devoted to the discussion of two examples of our general results. In particular, we
will first analyse a situation in which both T and T−1 are bounded, and then a different situation
in which T is bounded but T−1 is not.

(a) First example
For every u, v ∈ S(R) such that 〈u, v〉 = 1, we define the operator Pu,v f := 〈u, f 〉v. Note that u and
v cannot have different parity, since in this case they would be automatically orthogonal. Then,
either they have the same parity or their parity is not defined. Assume that α,β are complex
numbers such that α + β + αβ = 0. Then, if α �= −1, β = −α/(1 + α), and the new operator

T =1 + αPu,v

is invertible, with T−1 =1 + βPu,v . Unless u = v and α ∈ R, T is not Hermitian, nor unitary, and
we have T† =1 + ᾱPv,u �= T−1. Then (T−1)† =1 + β̄Pv,u = (T†)−1.

Recalling that u, v ∈ S(R), T turns out to be fully S(R)-stable. In fact, first of all it is evident that
T, T−1, T†, (T−1)† all map S(R) in S(R). Moreover, if {ϕn ∈ S(R)} is a sequence τS -convergent to
ϕ ∈ S(R) then, for each F ∈ S ′(R),

〈F, T†ϕn〉 = 〈F,ϕn + ᾱ〈v,ϕn〉u〉 = 〈F,ϕn〉 + ᾱ〈v,ϕn〉〈F, u〉 −→ 〈F,ϕ〉 + ᾱ〈v,ϕ〉〈F, u〉
= 〈F,ϕ + ᾱ〈v,ϕ〉u〉 = 〈F, T†ϕ〉.

Similarly, 〈F, T−1ϕn〉 → 〈F, T−1ϕ〉, and therefore both T† and T−1 map S(R) into itself with
continuity. As a consequence of the full S(R)-stability of T, corollary 2.4 implies that, for
each x0, x ∈ R, ηx0 (x), ηx0 (x) ∈ S ′(R), and, in particular, that ηx0 (x) ∈ D(q̂) and ηx0 (x) ∈ D(q̂†). The
following expressions for ηx0 (x), ηx0 (x) follow from (2.8):

ηx0 (x) = (Tξx0 )(x) = ξx0 (x) + α〈u, ξx0 〉v(x) = ξx0 (x) + αv(x)u(x0) (3.1)

and
ηx0 (x) = ((T−1)†ξx0 )(x) = ξx0 (x) + βv(x0)u(x). (3.2)

We now prove that the sets Fη = {ηx0 ∈ S ′(R), x0 ∈ R} and Fη = {ηx0 ∈ S ′(R), x0 ∈ R} form two
families of well-behaved states in the sense of definition 2.3.

In fact, we obtain the following:

1. From corollary 2.4, (2.9), it follows that q̂ηx0 (x) = x0ηx0 (x). It is instructive to show how
this result also follows from a direct computation. Using (2.5) and (3.1), we get

q̂ηx0 (x) = (1 + αPu,v)q̂0(1 + βPu,v)(ξx0 (x) + αv(x)u(x0))

= (1 + αPu,v)q̂0(ξx0 (x) + (α + β + αβ)u(x0)v(x))

= (1 + αPu,v)(x0ξx0 (x)) = x0Tξx0 (x) = x0ηx0 (x).

2. ∀ϕ,ψ ∈ S(R) ∫
R

dx0〈ϕ, ηx0 〉〈ηx0 ,ψ〉 =
∫
R

dx0〈T†ϕ, ξx0 〉〈ξx0 , T−1ψ〉

=
∫
R

dx0(ϕ̄(x0) + α〈v,ϕ〉ū(x0))(ψ(x0) + β〈u,ψ〉v(x0))

= 〈ϕ,ψ〉 + (α + β + αβ)〈u,ψ〉〈ϕ, v〉 = 〈ϕ,ψ〉.
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Similarly, ∫
R

dx0〈ϕ, ηx0 〉〈ηx0 ,ψ〉 = 〈ϕ,ψ〉.

3. ∀x0, y0 ∈ R, using (3.1) and (3.2) and the constraint α + β + αβ = 0, we have

〈ηx0 , ηy0 〉 = 〈ξx0 , ξy0 〉 + αu(y0)v(x0) + βu(y0)v(x0) + αβu(y0)v(x0)〈u, v〉 = δ(x0 − y0).

We also note that the condition 〈ηx0 , ηy0 〉 = δ(x0 − y0) is ensured by (2.14), which can be
checked to hold. In fact, let F = {en(x) ∈L2(R)} be an o.n. basis for L2(R), and suppose
also that the en(x) belongs to S(R). Then we construct the sets Fϕ = {ϕn(x) = Ten(x)} and
FΨ = {Ψn(x) = (T−1)†en(x)}, where

ϕn(x) = en(x) + α〈u, en〉v(x) and Ψn(x) = en(x) + β̄〈v, en〉u(x).

The functions ϕn(x) and Ψn(x) are all in S(R), and it is easy to show that they form a
biorthonormal family, 〈ϕn,Ψm〉 = δn,m. Actually, since both T and T−1 are bounded, they
form two biorthonormal Riesz bases. Using the expansion u(x0) =∑

n〈en, u〉en(x0), true in
particular for all u(x) ∈ S(R), x0 ∈ R, we obtain∑

n
〈ξx0 ,Ψn〉〈ϕn, ξy0 〉 =

∑
n

〈ξx0 , en + β̄〈v, en〉u〉〈en + α〈u, en〉v, ξy0 〉

=
∑

n
[en(x0) + β̄〈v, en〉u(x0)]

[
en(y0) + α〈u, en〉v(x0)

]

=
(∑

n
en(x0)en(y0)

)
+ (α + β + αβ)u(x0)v(y0) =

(∑
n

en(x0)en(y0)

)

= δ(x0 − y0) = 〈ξx0 , ξy0 〉.

Conditions (1–3) above ensure that Fη is well behaved. We could further check that, for every
ϕ ∈ S(R), the following relations hold:

(q̂ϕ)(x) = xϕ(x) + (α〈u, xϕ〉 + β〈u,ϕ〉x + αβ〈u,ϕ〉〈u, xv〉)v(x),

(p̂ϕ)(x) = −i
dϕ(x)

dx
− i

(
β〈u,ϕ〉dv(x)

dx
+ α

〈
u,

dϕ
dx

〉
v(x) + αβ〈u,ϕ〉

〈
u,

dv(x)
dx

〉)
v(x),

which give the explicit action of q̂ and p̂ on functions of S(R). In fact, these can be seen as
particular cases of the more general situation: let Θ0 be a self-adjoint operator, mapping S(R)
into S(R) (for instance q̂0 or p̂0), and let T be as before. Then the operator Θ = TΘ0T−1 works on
S(R) as follows:

(Θϕ)(x) = (Θ0ϕ)(x) + (δϕ)(x),

where
(δϕ)(x) = β〈u,ϕ〉(Θ0v)(x) + α[〈Θ0u,ϕ〉 + β〈Θ0u, v〉〈u,ϕ〉]v(x).

It is interesting to see that, when Θ0 coincides with q̂0 or with p̂0, if v(x) has definite parity, (δϕ)(x)
is necessarily not zero. This is easy to see. Suppose this is not so, i.e. that (δϕ)(x) = 0 for all x ∈ R.
Hence

β〈u,ϕ〉(Θ0v)(x) = −α[〈Θ0u,ϕ〉 + β〈Θ0u, v〉〈u,ϕ〉]v(x),

which is impossible since the two sides of this equation would have different parities, both if
Θ0 = q̂0 and if Θ0 = p̂0. Hence our map T is non-trivial: it really changes the action of q̂0 and p̂0,
while maintaining the commutation rules between the deformed operators: [q̂0, p̂0] = [q̂, p̂] = i1
(in the sense of unbounded operators).

From a more physical side, we see that q̂ and p̂ differ from their self-adjoint counterparts for an
additive term which, in the first case, is a linear combination of v(x) and xv(x), and, in the second
case, is a linear combination of v(x) and v′(x), with coefficients depending on the function on
which these operators are applied. In analogy with the models discussed in the recent literature on
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position-dependent mass (see, for instance, [29,30] and references therein), we can call our deformed
operators q̂ and p̂ coordinate-dependent position and momentum operators. These operators, when
suitably used in the construction of quadratic Hamiltonians of the harmonic oscillator type, give
rise to completely solvable models (see, for instance, [11] for the analysis of this kind of model),
even in the presence of this explicit dependence on x.

(b) Second example
Let T−1 be the following unbounded operator:

T−1 :=1 − i(p̂0)2.

First of all, it is clear that T−1 and its adjoint map S(R) into S(R). To see that T is S(R)-stable, we
also have to check that T and T† do the same. First, we need to compute T, which can be found
by introducing the Green function for T−1: (T−1G)(x) = δ(x). Then, standard computations give

G(x) = i√
2(1 + i)

e
−|x|

(√
2/2

)
(1+i)

,

so that the actions of T and T† on ϕ(x) ∈ S(R) are given by

T(ϕ(x)) = i√
2(1 + i)

∫
R

ϕ(x − s) e
−|s|

(√
2/2

)
(1+i)

ds (3.3)

and

T†(ϕ(x)) = −i√
2(1 − i)

∫
R

ϕ(x − s) e
−|s|

(√
2/2

)
(1−i)

ds. (3.4)

We want to check that T is fully S(R)-stable. We have already observed that T−1 and (T−1)† both
map S(R) into itself. Less trivial is to check that T also does the same. To see this, we will now
check that xl(dk/dxk)T(ϕ(x)) is well defined and goes to zero when |x| diverges, for all k and l ≥ 0.

First we can see that, for all k ≥ 0,

dk

dxk
T(ϕ(x)) = i√

2(1 + i)

dk

dxk

∫
R

ϕ(x − s) e
−|s|

(√
2/2

)
(1+i)

ds

= i√
2(1 + i)

∫
R

ϕ(k)(x − s) e
−|s|

(√
2/2

)
(1+i)

ds. (3.5)

This can be proved easily since the function g(s, x) := ϕ(x − s) e
−|s|

(√
2/2

)
(1+i)

satisfies the
conditions that ensure the possibility of exchanging integrals and derivatives. In fact,
|∂kg(s, x)/∂xk| ≤ Mk e−|s|/√2, for all x, where Mk = supx∈R

|ϕ(k)(x)|, which is finite since ϕ(x) ∈ S(R).
Then, in particular, T(ϕ(x)) is a C∞ function. Of course, from (3.5) we also deduce that

xl dk

dxk
T(ϕ(x)) = i√

2(1 + i)

∫
R

xlϕ(k)(x − s) e
−|s|

(√
2/2

)
(1+i)

ds,

for all k, l ≥ 0. Finally, since

lim
|x|,∞

xl dk

dxk
T(ϕ(x)) = i√

2(1 + i)

∫
R

lim
|x|,∞

xlϕ(k)(x − s) e
−|s|

(√
2/2

)
(1+i)

ds (3.6)

and since lim|x|,∞ xlϕ(k)(x − s) = 0 a.e. in s, we conclude that T(ϕ(x)) belongs to S(R). The equality
in (3.6) follows again from the possibility of exchanging the limit and the integral, which is true
because

|xlϕ(k)(x − s) e
−|s|

(√
2/2

)
(1+i)| ≤ Ml,k e−|s|/√2,

where Ml,k = supx,s∈R
|xlϕ(k)(x − s)|, which is finite for all l, k ≥ 0, since ϕ(x) ∈ S(R).

Of course, the same holds true for T†; see (3.4). Hence, T(ϕ(x)) ∈ S(R).
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To prove that T is fully S(R)-stable, it remains to prove that for any sequence ϕn(x) ∈ S(R)
τS -convergent to ϕ(x) ∈ S(R), then (T−1ϕn)(x) and (T†ϕn)(x) are τS -convergent to (T−1ϕ)(x) and
to (T†ϕ)(x), respectively. It is clear that this condition is indeed true for T−1. Regarding the
convergence of (T†ϕn)(x), using (3.4) we have

lim
n→+∞ xl dk

dxk
[(T†ϕn)(x) − (T†ϕ)(x)]

= −i√
2(1 − i)

lim
n→+∞

∫
R

e
−|s|

(√
2/2

)
(1+i)

xl dk

dxk
[ϕn(x − s) − ϕ(x − s)] ds = 0,

due to the Lebesgue dominated convergence theorem. Hence T is S(R)-fully stable.
We are now ready to see how the results in §2 look like in the present case. First of all, by

corollary 2.4, ηx0 ∈ S ′(R), ηx0 ∈ S ′(R), ∀x0 ∈ R, and that, for each x ∈ R, ηx0 (x) ∈ D(q̂) and ηx0 (x) ∈
D(q̂†). Their explicit expressions are

ηx0 (x) = (Tξx0 )(x) = i√
2(1 + i)

∫
R

e
−|s|

(√
2/2

)
(1+i)

δ(x − x0 − s) ds

= i√
2(1 + i)

e
−|x−x0|

(√
2/2

)
(1+i)

(3.7)

and

ηx0 (x) = ((T−1)†ξx0 )(x) = ξx0 (x) − iξ ′′
x0

(x). (3.8)

We can then prove that Fη = {ηx0 ∈ S ′(R), x0 ∈ R} is well behaved.
In fact, we first observe that, because of the fully S(R)-stable condition, corollary 2.4 implies

that q̂ηx0 (x) = x0ηx0 (x).

Remark 3.1. It is instructive to verify that ηx0 is an eigenfunction for q̂ by a direct computation,

q̂ηx0 (x) = Tq̂0T−1ηx0 (x) = Tq̂0T−1 i√
2(1 + i)

e
−|x−x0|

(√
2/2

)
(1+i)

= Tq̂0

[
ix0√

2(1 + i)
e
−|x−x0|

(√
2/2

)
(1+i) + δ(x − x0) e

−|x−x0|
(√

2/2
)

(1+i)

− (1 + i)x0

2
√

2
e
−|x−x0|

(√
2/2

)
(1+i)

]

= x0
i√

2(1 + i)
e
−|x−x0|

(√
2/2

)
(1+i) = x0ηx0 (x).

Now let us take x0, y0 ∈ R. Then

〈ηx0 , ηy0 〉 =
〈

i√
2(1 + i)

e
−|x−x0|

(√
2/2

)
(1+i)

, ξy0 (x) − iξ ′′
y0

(x)
〉

=
〈

i√
2(1 + i)

e
−|x−x0|

(√
2/2

)
(1+i)

, ξy0 (x)
〉
+
〈

i√
2(1 + i)

e
−|x−x0|

(√
2/2

)
(1+i)

, −iξ ′′
y0

(x)
〉

=
〈

i√
2(1 + i)

e
−|x−x0|

(√
2/2

)
(1+i)

, ξy0 (x)
〉

+
〈
δ(x − x0) e

−|x−x0|
(√

2/2
)

(1+i) − (1 + i)

2
√

2
e
−|x−x0|

(√
2/2

)
(1+i)

, ξy0 (x)
〉
= 〈ξx0 , ξy0 〉 = δ(x0 − y0),

using the distributional derivative. Moreover, ∀ϕ(x),ψ(x) ∈ S(R), we can check that
∫
R

dx0〈ϕ, ηx0 〉〈ηx0 ,ψ〉 =
∫
R

dx0〈ϕ, ηx0 〉〈ηx0 ,ψ〉 = 〈ϕ,ψ〉.

Hence Fη is well behaved, as claimed above.
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Moreover, it is easy to check that, for every ϕ(x) ∈ S(R),

q̂ϕ(x) = Tq̂0T−1ϕ(x) = i√
2(1 + i)

∫
R

(xϕ′′(x − s) + ixϕ(x − s)) e
−|x−s|

(√
2/2

)
(1+i)

ds

and

p̂ϕ(x) = Tp̂0T−1ϕ(x) = i√
2(1 + i)

∫
R

(−iϕ′′′(x − s) + ϕ′(x − s)) e
−|x−s|

(√
2/2

)
(1+i)

ds,

which give the explicit expressions of q̂ and p̂ on functions of S(R).
A possible framework where the example of this section could be useful is that of quantum

field theory. In fact, the one-particle Feyman propagator [31], D(p0) = i[p̂2
0 + i(ε + im2)1]

−1 =
i[p̂2

0 + iz1]
−1

, where ε is a constant and m is the particle mass, is equal to operator T introduced in
this section when z = 1. This suggests the possibility of studying and rigorously analysing some
mathematical techniques used to circumvent the constraints imposed by the standard formulation
of the quantum field theory based on the use of Hermitian operators.

4. Conclusion
We have seen how two non-self-adjoint position and momentum operators, q̂ and p̂, can be analysed
when they are related to the self-adjoint ones, q̂0 and p̂0, by some suitable similarity map T. In
particular, we have shown that biorthogonal eigenvectors can be found for q̂ and p̂, and also for
q̂† and p̂†, which are distributions in S ′(R), and which are well behaved in the sense of [19]. We
have also discussed in detail two examples of a different nature, where in particular one can see
the explicit form of these eigenvectors. An alternative algebraic setting has also been proposed.

We plan to continue this analysis in the near future, in particular in connection with bicoherent
states, extending what was originally done in [19]. We also plan to work more on the physical side
of this paper, looking for concrete applications in which the mathematical framework discussed
here can be of some utility, for instance in the analysis of time-dependent models.
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