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ABSTRACT

A robotic swarm can be defined as a large group of inexpensive, interchangeable

robots with limited sensing and/or actuating capabilities that cooperate (explicitly

or implicitly) based on local communications and sensing in order to complete a

mission. Its inherent redundancy provides flexibility and robustness to failures and

environmental disturbances which guarantee the proper completion of the required

task. At the same time, human intuition and cognition can prove very useful in

extreme situations where a fast and reliable solution is needed. This idea led to the

creation of the field of Human-Swarm Interfaces (HSI) which attempts to incorporate

the human element into the control of robotic swarms for increased robustness and

reliability. The aim of the present work is to extend the current state-of-the-art in HSI

by applying ideas and principles from the field of Brain-Computer Interfaces (BCI),

which has proven to be very useful for people with motor disabilities. At first, a

preliminary investigation about the connection of brain activity and the observation

of swarm collective behaviors is conducted. After showing that such a connection

may exist, a hybrid BCI system is presented for the control of a swarm of quadrotors.

The system is based on the combination of motor imagery and the input from a game

controller, while its feasibility is proven through an extensive experimental process.

Finally, speech imagery is proposed as an alternative mental task for BCI applications.

This is done through a series of rigorous experiments and appropriate data analysis.

This work suggests that the integration of BCI principles in HSI applications can be

successful and it can potentially lead to systems that are more intuitive for the users

than the current state-of-the-art. At the same time, it motivates further research in

the area and sets the stepping stones for the potential development of the field of

Brain-Swarm Interfaces (BSI).
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PREFACE

The following thesis is the result of three academic years of research in the Human

Oriented Robotics and Control Lab at Arizona State University. The research per-

formed during this time has currently resulted in 2 published papers in peer-reviewed

conference proceedings. These contributions are outlined in Appendix A.

Some of the following chapters contain portions of these papers which are corre-

spondingly cited within the text. These portions from previously published papers

have been included, with permission, because they each contribute to the investi-

gation of using Brain-Computer Interface ideas and principles in order to control a

robotic swarm, which is the main topic of this thesis. Permission has been granted for

using copyrighted material in this thesis (see Appendix B), and all co-authors have

given permission to include material from co-authored papers (see Appendix C).

More specifically, Chapter 3 discusses the effects of swarm collective behaviors

on human brain activity. This chapter uses material from the publication in the

proceedings of the 2015 IEEE International Conference on Multisensor Fusion and

Integration for Intelligent Systems (Karavas and Artemiadis, 2015).

Finally, Chapter 4 presents a hybrid BCI for the control of a small team of quadro-

tors. This chapter uses material from the oncoming publication on the proceedings

of the 2017 IEEE/RSJ International Conference on Intelligent Robots and Systems

(Karavas et al., 2017).
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Chapter 1

INTRODUCTION

A robotic swarm (Beni, 2005) can be defined as a large group of simple, inex-

pensive robots with limited sensing and/or actuating capabilities that rely on local

communication and sensing in order to perform a specific mission. The members of

a swarm can also be referred to as agents. The communication between agents can

be explicit, e.g. using wireless technology, or implicit. In the latter case, the agents

interact with their environment and detect possible changes in it realized by the other

agents in the group in order to adjust their behavior accordingly. In addition, the

control of the swarm can be performed in a decentralized manner, where each agent

acts solely on its on-board sensing and logic, or in a centralized one, where there is a

global controller that assigns roles and commands to each agent.

In general, a system like this has two main advantages. First, its redundancy

allows for flexibility and robustness to failures and external disturbances during task

execution. That in turn guarantees the completion of the mission. If one or more

members of the team fail, the rest of them can still complete it. Second, the overall

behavior of the swarm emerges in most cases from the behaviors of its individual

agents. This means that complex tasks can be executed by using simple algorithms

which significantly reduces development and maintenance costs. Due to these advan-

tages, swarm robotics has been used as a solution to many different applications, such

as cooperative transport (Mellinger et al., 2010) and multi-robot manipulation (Wang

and Schwager, 2015), coordinated construction (Stein et al., 2011), area coverage and

area exploration (Leonard et al., 2010) as well as pollutant source localization (Soares

et al., 2016) and others.

On the other hand, Human-Swarm Interfaces (HSI) have gained increased pop-

ularity over the past decade. The aim of HSI is to incorporate the human element
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in the control of large teams of robotic swarms. The advantage of such an endeavor

is increased robustness to failures and extreme situations where human perception,

cognition and intuition might provide correct solutions in a faster and more reliable

manner. An example of an HSI system can be found in the work of McLurkin et al.

(2006), whose platform was able to handle various types of human-swarm interactions

which varied from charging and deployment to programming and control. Another

example can be found in Naghsh et al. (2008), where the authors discuss the de-

sign and implementation of a system for interactions between a swarm of robots and

firefighters.

The main objective of this work is to extend the current state-of-the-art on HSI

by incorporating elements from the field of Brain-Computer Interfaces (BCI) as an

alternative option for interactions between humans and swarms. The idea is that a

BCI system for the control of a robotic swarm can provide a more intuitive solution

for human operators. They will be able to translate their thoughts directly into

commands for the robots without the need of complicated interaction patterns. At the

same time, such a system can also provide a way of monitoring the users’ engagement

in the task as well as their fatigue, which can help prevent accidents and increase the

efficiency of mission execution.

2



Chapter 2

BACKGROUND AND RELATED WORKS

The present work is a heavily multidisciplinary project as it borrows ideas and

methodologies from a lot of fields, such as signal processing, neuroscience, machine

learning, swarm robotics, Human-Swarm Interfaces (HSI), Brain-Computer Interfaces

(BCI) and even Silent Speech Interfaces (SSI) and imagined speech. This chapter

presents previous works that are related mainly with the fields of HSI, BCI and

imagined speech.

2.1 Human-Swarm Interfaces (HSI)

As explained in Chapter 1, HSI try to incorporate the human factor into the

control of robotic swarms in order to leverage the unique characteristics of human

cognition and guarantee the success of the mission. This comes at a cost though

because human operators have limitations, such as due to fatigue or loss of concen-

tration, while, at the same time, they can make mistakes that can jeopardize the

mission of the swarm. This delicate balance between the positives of human under-

standing and intuition and the drawbacks of human limitations has been extensively

studied and many solutions have been proposed. Two of them can be found in the

works of McLurkin et al. (2006) and Naghsh et al. (2008) (see also Chapter 1). In

fact, McLurkin et al. (2006) designed and implemented an interface for the iRobot

platform which included both software and hardware components. The main merit

of this design was that robots were treated and maintained as a team rather than as

individuals, which greatly reduced maintenance and programming times, as well as

cognitive load for the operators of the swarm.

Other approaches use hand gestures (Nagi et al., 2014; Podevijn et al., 2013) to

interact with the swarm. The idea is that hand gestures are a very important part of

3



human communication and thus they offer a very intuitive solution when people are

trying to “communicate” with robots. Other interfaces might include face engagement

(Couture-Beil et al., 2010) and gaze detection (Monajjemi et al., 2013), while others

may rely on ElectroMyoGraphic (EMG) devices (Stoica et al., 2013), haptic devices

(Nunnally et al., 2013) or joysticks (Pollini et al., 2009). The aim of these interfaces

is the control of multiple aspects of the robotic swarm at once, while still remaining

easy-to-use. For example, Pollini et al. (2009) use the idea of geometric abstraction

in order to describe the swarm in terms of its shape, its position and its orientation.

The first element is represented by the length of the axes of an ellipsoid that encloses

the swarm, while the last two simply corresponds to the x−, y−, ψ− coordinates of

its planar motion. The regulation of these quantities is done through a joystick, which

leads to the control of totally 5 Degrees of Freedom (DoF) with one single device.

On the other end, there are works that mainly focus on the interaction strategy it-

self rather than on the complete interface. For example, Kolling et al. (2013) discuss

two different types of human-swarm interaction, namely intermittent and environ-

mental by using two control methods as examples. In their work, the two methods

are referred to as selection and beacon control, respectively. The first type refers to

an approach where the user selects a group of agents/robots and commands them to

execute a specific task. In the second case, the user places a virtual beacon on an area

of interest and the agents’ behavior depends on their distance from it. In Bashyal

and Venayagamoorthy (2008), the users interact with the swarm via an avatar, i.e.

an agent within the swarm that they can control completely. The users can inter-

act with the swarm on a local level and they can incorporate their own perception

about the swarm’s state without centralized control. The local characteristics of this

method also result in its scalability which makes it really attractive for bigger groups

of agents or even for cases where multiple users interact with the robotic team. In

4



Crandall et al. (2005), the authors examine the concept of Neglect Tolerance which

refers to the time that a user can stop issuing commands (“neglect”) to the swarm

before its performance starts to degrade. On the other hand, Walker et al. (2012)

discuss the strategy of allowing the swarm’s state to reach stability before applying a

new command, a methodology that is termed in their work as Neglect Benevolence.

In other cases, researchers chose to examine how the level of interaction between

a human operator and a swarm affects the performance of the system (Coppin and

Legras, 2012; Cummings, 2004). Coppin and Legras (2012), for example, defined

autonomy profiles based on Sheridan’s ten levels of autonomy and combined them

with a four stage model of information processing. The aim of this work was to

analyze each level of interaction/autonomy in order to engage the user only when

necessary, thus optimizing the efficiency of the interaction process. Finally, there

were works that examined human-swarm interaction and defined measures to assess

its quality. As an example, Harriot et al. (2014) proposed metrics such as trust in

the system, situation awareness and vigilance in order to evaluate the quality of the

interaction from the perspective of the human operator.

2.2 Brain-Computer Interfaces (BCI)

Brain Computer Interfaces (BCI) have gained increased popularity during the

past two decades because they can provide people with motor disabilities or locked-in

patients an alternative route of communication with their surrounding that bypasses

the musculoskeletal system and is using the Central Nervous System (CNS) instead.

In other words, people that are paralyzed due to amyotrophic lateral sclerosis (ALS),

spinal cord injuries (SCI) or maybe a stroke have a better chance of interacting with

their environment in a meaningful and effective way just by using their brain signals.
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In this work, principles from BCI can be used to extend the current state-of-art in

HSI and provide an alternative type of interaction for human operators.

In general, there are many flavors of BCI systems and many different technologies

that can be used in order to extract neurophysiological information from the brain.

These technologies can involve functional Magnetic Resonance Imaging (fMRI), func-

tional Near Infrared Spectroscopy (fNIRS), ElectroEncephaloGraphy (EEG), Magne-

toEncephaloGraphy (MEG) or ElectroCorticoGraphy (ECoG) (Lebedev and Nicolelis,

2006; Naseer and Hong, 2015; Wolpaw et al., 2002). From all those methods, EEG

is the most commonly used since it is non-invasive, while at the same time it pro-

vides very good temporal resolution with respect to the recorded brain activity. In

addition to the technology used, there is also a great plethora of brain functions that

BCIs might exploit in order to detect human intention. These may refer to P300

Event Related Potentials (ERP) (Farwell and Donchin, 1988), Slow Cortical Poten-

tials (SCP) (Birbaumer et al., 2000), Steady-State Visual evoked Potentials (SSVEP)

(Herrmann, 2001) or Event-Related Desynchronization/Synchronization (ERD/ERS)

(Neuper and Pfurtscheller, 2001). The latter type of brain activity has been exten-

sively used in the literature and it is related to mental tasks that involve Motor

Imagery (MI), i.e. imagination of limb movement.

BCI platforms can be divided into two main categories based on the type of

training that they employ. The first one involves operational conditioning, where the

users learn to control specific aspects of their brain signals, such as the amplitude. In

the system created by Birbaumer et al. (2000), i.e. the Thought Translation Device

(TTD), the users were performing binary decision tasks by controlling the amplitude

of slowly changing signals in their brain, which are also known as Slow Cortical

Potentials (SCP). In another case, the users were required to move a cursor in a

2D (Wolpaw and McFarland, 2004) or a 3D environment (Wolpaw et al., 2010) by

6



controlling the amplitude of specific frequency bands that were chosen independently

for each user. The main merit of this approach is that the users can control the speed

of the cursor as a continuous variable along multiple directions, which consequently

leads to the control of many DOF. Unfortunately, this advantage comes at a cost,

since the user requires extensive training for several days (even months at times) in

order to achieve an acceptable level of control.

On the other hand, there are approaches which involve training predictive models

that can recognize the intent of the user based on previously collected data. These

type of systems usually output discrete decisions. Most of the time, these decisions

represent the high-level goals of the robotic platform, while the low-level control is

performed using the on-board sensors and actuators. For example, in Millan et al.

(2004), the user was moving a mobile robot through a maze-like environment by

executing specific mental tasks each of one corresponding to a distinct action (move

forward, turn left, turn right, stop). The robot avoided collisions with the walls of the

maze based solely on its on-board sensing and without explicit input from the user.

In another work (Bell et al., 2008), the users were instructing a humanoid robot to

move objects of interest to predefined locations by focusing their attention on specific

parts of a monitor that were flashing at different frequencies. The system then would

recognize their choice based on SSVEP. Most of those approaches rely on machine

learning techniques in order to differentiate between different states of the users’

brain and correctly identify their intent. An extensive overview of such techniques

for EEG-based BCI applications can be found in the work by Lotte et al. (2007). The

advantage of these methodologies is that they adapt to the user’s brain activity and

signals by exploring and extracting robust features that are automatically detected

for each subject without lengthy training procedures. This leads into systems that

are adaptive to each user, more robust to noise and easier to use. The only drawback
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is that there are restrictions to the amount of brain states that these approaches can

discriminate between.

In order to counter the restrictions imposed by the previous approaches, many

works have examined the use of hybrid BCI platforms, a review of which has been

done by Pfurtscheller et al. (2010) and Amiri et al. (2013). In general, hybrid BCI

systems can be divided into three main categories. The first one refers to approaches

that combine simultaneously or in sequence two different types of EEG modalities. As

an example, Li et al. (2010) combined the ERD/ERS phenomena that occur during

limb movement imagination with P300 potentials in order to control a 2D cursor on

a monitor. The second category of hybrid BCI concerns systems that combine EEG

signals with other types of biosignals such as ElectroMyoGraphs (EMG) (Leeb et al.,

2011) or ElectroOculoGrams (EOG) (Ma et al., 2015). The last category involves

approaches that combine EEG signals with assistive technologies (AT) (Millan et al.,

2010), such as a wheelchair, or external devices, such as mice and keyboards. In

all those cases, the goal is either to enhance the accuracy of the final brain state

classification or provide a type of “brain switch” that can help users execute more

complex tasks. (Karavas et al., 2017).

2.3 Imagined Speech

As explained previously, BCI systems are a very attractive solution for cases where

people are not capable of overt movements, such as in cases of ALS, stroke or spinal

cord injuries. Most BCI solutions involve Motor Imagery, i.e. imagination of limb

movement, that results in ERD/ERS patterns in the brain. These phenomena are well

studied and understood (Neuper and Pfurtscheller, 2001; Pfurtscheller and Lopes da

Silva, 1999) and have been proven to provide a robust method for controlling robotic

applications, such as prostheses (Muller-Putz et al., 2005). In fact, LaFleur et al.
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(2013) were able to control the motion of a quadrotor using scalp EEG validating the

results across multiple subjects (Royer et al., 2010).

Although motor imagery has proven to be very useful for helping people with

motor disabilities, it can be restrictive in cases where a human operator wants to use

a joystick or any other hand-held device in combination with a BCI system. The

reason is obvious since the operation of the joystick will activate the same regions as

motor imagery, thus preventing a concrete distinction between these two actions. As

a result, better solutions need to be found.

An easier approach could include the use of visual imagery, i.e. imagination of

shapes or images (Contreras and Sundararajan, 2016; Esfahani and Sundararajan,

2012). Another solution could be the use of speech imagery, i.e. the imagination

of pronouncing certain phonemes or words within one’s mind without explicit vocal-

ization of the sound. The latter option seems more attractive and more intuitive as

speech is a process that is well developed in humans, while imagined speech, although

less concrete, is still a task that many people perform during their life, especially when

thinking.

BCI systems that rely on imagined speech for their operation belong to a larger

set of systems called Silent Speech Interfaces (SSI), a thorough review of which can be

found in the work by Herff and Schultz (2016). Speech imagery-based systems can be

divided into two main categories; those that involve the imagination of phonemes and

sounds, such as vowels (e.g. /a/, /i/, /u/) and syllables (e.g. /ba/, /ku/) and those

that involve the imagination of words, such as “up”, “down” and “separate”. In any

of those cases, the user is imagining the pronunciation of the sounds or words without

overtly saying them. In general, there is quite a plethora of works that relate to speech

recognition and imagination. For example, Wester and Schultz (2006) examined the

recognition of speech activity based on brain signals gathered by EEG sensors for five
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different types of speech, namely overt, whispered, silent (i.e. moving only the lips),

mumbled and imagined. The authors showed results about the feasibility of such a

technology and they provided a good basis for further research on the subject.

In the work by D ’Zmura et al. (2009), the authors applied the Hilbert transform

on appropriately filtered data in order to extract signal envelopes in the theta (3-8Hz),

alpha (8-13Hz) and beta (13 - 18Hz) bands. These were later used to create matched

filters that would classify the data into six different conditions, namely two syllables

imagined repeatedly at three different rhythms each. Subsequently, Deng et al. (2010)

classified between the syllables /ba/ and /ku/ imagined at different rhythms using

the Hilbert-Huang Transform (HHT) (Huang and Shen, 2005; Huang et al., 1998)

and focusing on the frequency band of 3 -20Hz. In the work by Brigham and Kumar

(2010), the authors also aimed to distinguish between two syllables, namely /ba/

and /ku/, but they only focused on one rhythm. Their method was applied on data

provided by D ’Zmura et al. (2009) and their experiment involved 7 subjects. Their

biggest challenge was the unsuitability of certain trials for training and testing due to

noise. By applying the Hurst exponent as a method of automatic trial selection, they

managed to significantly increase their classification scores, it affected though the

strength of their findings. In the work by DaSalla et al. (2009a,b), the classification

method was based on Common Spatial Patterns(CSP) and Support Vector Machines

(SVM). The algorithm was able to successfully differentiate between three different

brain states, namely imagination of the vowel /a/, the vowel /u/ and a resting state.

Based on their CSP analysis, the most discriminant features originated from channels

Fz, C3, Cz and C4, which suggests that their results were mostly attributed to motor

cortex activation rather than pure speech imagery. It should be noted though that

speech production also involves motor cortex activation which could be the reason

of this outcome. On the other hand, Idrees and Farooq (2016) were able to clas-
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sify between the same three tasks (/a/, /u/ and “rest”) based on data provided by

DaSalla et al. (2009a) by applying wavelet decomposition and extracting 11 features

from the signals, namely mean, variance, skewness, kurtosis, geometric mean, har-

monic mean, inter-quartile range, energy sum, entropy and, standard deviation and

waveform length. The classification of the corresponding feature vectors was based

on selecting specific features out of the extracted ones and applying Linear Discrim-

inant Analysis (LDA) (Fisher, 1936; McLachlan, 2004). Kim et al. (2014) were able

to classify between three different vowels focusing on the alpha band and utilizing

spatial filters based on CSP as with previous works. Other features that have been

proposed in the literature for speech imagery include Gabor Filters (Chi et al., 2011)

and Mel Frequency Cepstral Coefficients (MFCC) (Riaz et al., 2015).

As mentioned before, another category involves classification of imagined words.

An initial attempt was done by Suppes et al. (1997) in which the authors managed

to classify 7 words during an auditory comprehension task using EEG signals. Some

of the subjects were also performing speech imagery during the task. That work

was later extended for sentences (Suppes et al., 1998). Other works focused entirely

on speech imagery. For example, Salama et al. (2014) were able to classify between

imagination of the word “Yes” and the word “No” by employing different types of

classifiers, such as Support Vector Machines (SVM), Discriminant Analysis (DA),

Self-Organizing Map (SOM), Feed-Forward Back-Propagation (FFBP) or a combina-

tion of those. In the work performed by Wang et al. (2013), the authors were able

to classify between two chinese characters (which corresponded to the words “left”

and “one”, respectively) and the rest state (thus, a total of 3 tasks) by applying CSP

and SVM. The important distinction with respect to the other works was that they

used two different montages, i.e. one that covered the whole brain and involved 30

channels, and another that included 15 channels which were covering Broca’s and
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Wernicke’s area on the left hemisphere of the brain. Based on their results though,

the choice of the montage did not create any significant effect on the classification ac-

curacy. On the other hand, González-Castañeda et al. (2016) were able to distinguish

between 5 different words, namely “up”, “down”, “left”, “right” and “select”, for 27

subjects. In their work, they applied two different methods to classify these words,

namely sonification and textification. The first was based on the Discrete Wavelet

Transform (DWT) and the Relative Wavelet Energy (RWE), while the second in-

volved the combination of Bump modelling with the Bag-of-Words algorithm. They

were able to achieve very high accuracies, reaching even 91.52% using the textification

method. Finally, Mohanchandra and Saha (2016) were able to classify between the

words “water”, “help”, “thanks”, “food” and “stop” (also 5 words) by employing a

one-against-all multiclass SVM combined with the Subset Selection Method (SSM).

The latter was based on a set of Principal Representative Features (PRF) whose goal

was to reduce the dimensionality of the data. Their accuracies ranged from 60% to

92% which lie way above the chance level for 5 words, i.e. 20%.
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Chapter 3

NEURAL RESPONSE UNDER OBSERVATION OF SWARM COLLECTIVE

BEHAVIORS

This chapter discusses whether changes in the collective behavior of a swarm can

elicit brain responses to an individual that observes them. This was a preliminary

investigation about the feasibility of a Brain-Swarm Interface (BSI) that would be

based directly on the behaviors of the swarms rather than on other types of mental

tasks, such as motor imagery, arithmetic operations and so on. In this analysis, the

focus lay on the swarm’s cohesion. This collective behavior is related to the direction

of each agent in the swarm and how much it deviates from the average direction

at which the swarm travels. In what follows, the experimental procedure and the

signal preprocessing steps are described. The results of this study are also presented

followed by final remarks and possible implications.

3.1 Experimental Procedure

In this experiment, two healthy subjects (S1-2, males, ages 26-35) performed a

series of trials where they observed a simulated swarm of agents flying from one edge

of a monitor to the other, as shown in 3.1. In each case, the swarm would begin at a

specific cohesion level and it would either change to a different one or it would remain

at the same level as the trial progressed. Some examples of trials are presented in Fig.

3.2 through 3.5. Each subject performed one session with multiple trials. Each trial

lasted approximately 10-11 seconds. The sequence of the trials was randomized but

it remained the same for both subjects. The experimental protocol was approved by

the ASU IRB (Protocols: 1309009601, STUDY00001345) and both subjects signed

an informed consent form prior to participating in the experiment.
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Figure 3.1: Subject in front of the monitor wearing the EEG cap and electrodes.
(Karavas and Artemiadis (2015), c⃝2015 IEEE)

In the context of this investigation, the term swarm cohesion refers to how strictly

parallel are the agents’ paths with respect to each other or, in other words, how

organized is the swarm while following a prescribed path. In more detail, a high level

of cohesion denotes that the agents move almost on parallel paths with very small

dispersion between each other, while a low level denotes that the paths can intersect

with each other and produce a more random outspread of the swarm (Karavas and

Artemiadis, 2015). The levels of cohesion that were used during the experiment were

three, namely high, medium and low. The experimental procedure is described in

more detail below.

In each trial, the swarm would begin its motion in a starting formation (not

dependent on the cohesion level), where all the agents would be close to each other,

and it would move on a straight line. At a random time between 20% and 40% of

the screen width, the swarm’s cohesion level would change gradually until 10% of

the screen width later, where the cohesion would reach its final level and its change

would stop. This gradual change lasted approximately 840 ms. After the cohesion

level change, the swarm would continue to travel in a straight line as before. At
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Figure 3.2: The swarm moves constantly at high cohesion level until it turns up-
wards. (Karavas and Artemiadis (2015), c⃝2015 IEEE)
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Figure 3.3: The swarm changes its cohesion level from high to low and moves
downwards. (Karavas and Artemiadis (2015), c⃝2015 IEEE)

a random time between 60% and 80% of screen width, the swarm would gradually

deviate from its path towards either the upper or the lower edge of the screen, as it

is shown in Fig. 3.2. The subjects were instructed to press a key on the keyboard in

front of them immediately when this direction change occurred. They were completely

unaware of the cohesion change and its timing and no response was required by them

on that. The key press action had a dual goal of a) keeping the subjects engaged in

the experiment and b) providing a metric as to whether the swarm’s cohesion level
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Figure 3.4: The swarm changes its cohesion level from medium to high and turns
upwards. (Karavas and Artemiadis (2015), c⃝2015 IEEE)
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Figure 3.5: The swarm changes its cohesion level from high to low and turns up-
wards. (Karavas and Artemiadis (2015), c⃝2015 IEEE)

affected their response times with regard to the direction change. Since the main

analysis of the data was going to be based on Event-Related Potentials (ERP), the

times of the cohesion and the direction change, respectively, were chosen so as to

avoid overlaps between the elicited ERPs from those two events/changes. Regarding

the direction change on the swarm’s path, this was chosen randomly across trials and

it was completely independent from the cohesion level of the swarm or any cohesion

change that could occur previously to that.
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Table 3.1: Cohesion change cases. (adapted from Karavas and Artemiadis (2015),
c⃝2015 IEEE)

Case # 1 2 3

Cohesion Start
high medium low

Levels End

Case # 4 5 6

Cohesion Start high high medium

Levels End medium low high

Case # 7 8 9

Cohesion Start medium low low

Levels End low high medium

One of the main aspects of this investigation is the analysis of the ERP waveforms

of the subjects at different levels of swarm cohesion and at cases where the level of

cohesion changed during a single trial. Considering the three basic cohesion levels

and all the possible types of transitions between them (i.e. high to medium, high to

low, low to medium etc.) results in 9 cases which are listed for clarity in Table 3.1.

For each of the 9 cases, the subjects performed 60 trials which resulted in a total of

540 trials.

3.2 Data Acquisition and Preprocessing

For the EEG data collection, a BrainProducts ActiCHamp amplifier system was

used. The data were recorded at 1000Hz using 128 electrodes which were placed on

the subjects according to the International 10/20 system (Klem et al., 1999).
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The preprocessing stage was performed using the EEGLAB (Delorme and Makeig,

2004) and ERPLAB (Lopez-Calderon and Luck, 2004) packages for Matlab. The

data were bandpass filtered between 0.1 and 40 Hz using a low-pass and a high-

pass Butterwoth filter of 6th order in order to remove any high frequency noise (e.g.

EMG noise) and low frequency trends. An additional notch filter at 60 Hz was then

applied to guarantee the proper suppression of any remaining 60 Hz line noise. Next,

the filtered data were re-referenced to a Common Average Reference (CAR). For each

trial, an epoch starting at 0.5s before and ending at 1.5s after the onset of the cohesion

change was extracted.

In order to remove artifacts due to eye blinks and eye movements, an Independent

Component Analysis (ICA) was performed on the epoched data. For each indepen-

dent component (IC), an equivalent dipole was fitted using the dipfit function from

EEGLAB. Those ICs whose dipoles were located near the eyes or outside of the head

region were treated as noise and were removed. The remaining components were

remapped on the original electrode space which created the final clean data that were

used for the subsequent analysis.

Finally, for each case of Table 3.1, the clean data from all corresponding trials

were gathered and an average signal across them was computed. This signal repre-

sented the ERP for that particular case. The aim of the ERP computation was to

examine whether there were any significant effects in the brain signals of the subjects

during changes of the cohesion level in comparison to instances where no changes had

occurred. This comparison is presented more analytically in the next section.

3.3 Results

The results of this analysis can be divided into two main parts. The first one

involves the comparison of the users’ reaction times in response to the swarm’s di-
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Table 3.2: p-values for reaction time pairs where each pair corresponds to two dif-
ferent cohesion levels. (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)

Subject 1 Subject 2

High vs. Medium 5.34× 10−4 8.19× 10−12

High vs. Low 1.86× 10−7 1.27× 10−17

Low vs. Medium 4.2× 10−3 2.54× 10−2

rection change across the three different levels of cohesion. This includes both cases

where the level changed and those where it did not. The second part of the results

refers to the comparison of ERP responses between cases where the cohesion level

remained constant and those where it changed.

3.3.1 Reaction Times to Direction Change

The reaction times for both subjects at each level of swarm cohesion are shown

in Figure 3.6. In this figure, it is shown that the cohesion level of the swarm affects

greatly the reaction times of the subjects. In particular, the lower the cohesion level

was, the longer it took the subjects to perceive any changes in the swarm’s direction

and appropriately react to it. In order to prove that this increase in response time

was statistically significant, separate paired t-tests were performed for each possible

pair of cohesion levels (i.e. high - medium, high - low, medium - low) and for each

subject. The corresponding probabilities (p-values) are shown in Table 3.2. As it is

shown, all p-values lie below the 5% confidence level, which validates the previous

observation.
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Figure 3.6: Supervisors’ reaction times (mean and standard deviation) for different
levels of swarm cohesion. (Karavas and Artemiadis (2015), c⃝2015 IEEE)

3.3.2 ERP Waveforms Comparison (Cohesion Change vs. Baseline)

For the case of the ERP comparison, the rationale was the following. As explained

in Section 3.1 and shown in Table 3.1, in some of the cases studied, the cohesion level

did not change within the trial. From those trials, an average ERP was extracted

and was treated as a baseline for the particular cohesion level that it corresponded

to. For the other cases, where the cohesion level changed, an ERP was also extracted

and compared to the corresponding baseline ERP. For example, according to Table

3.1, case 1 corresponds to the baseline of the high cohesion level. The ERP that was

computed for that case was then compared to cases 4 and 5 in which the cohesion

level changes from high to medium and high to low, respectively. This means that

for each cohesion level there are 2 comparisons (one for each of the remaining levels)

which leads to a total of 6 comparisons. These are shown in Figures 3.7 to 3.12 for

subject S1 and Figures 3.16 to 3.21 for subject S2.
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Figure 3.7: t-test values for a high-to-low cohesion change over a scalp map (subject
S1). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)

Figure 3.8: t-test values for a high-to-medium cohesion change over a scalp map
(subject S1). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)
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In more detail, the ERP comparison for each subject was performed as follows.

For each cohesion level, for each channel and at each time instant, a paired t-test was

performed between the baseline EEG signal values (one value per trial) for that level

and the corresponding values for each change (e.g. high v.s. high to medium and high

v.s. high to low). Then, an average of the p-values of the test across non-overlapping

windows of 210ms was computed. The result was plotted as multiple scalp maps, as

shown in Figure 3.7. For the sake of clarity, all channels that had p-values below 30%

during a particular time window are shown in blue color. For the rest of the channels,

the corresponding values on the map were set to 0 (zero) and are plotted with green

color. The areas of map that did not contain any channels were colored based on

an interpolation procedure among the p-values available. As already mentioned, the

ERP analysis included 0.5s before stimulus (cohesion change) onset and 1.5s after.

Correspondingly, the cohesion change started at t = 0ms and, according to Section

3.1, it ended approximately 840ms later.

In Figures 3.7 and 3.8, the comparison is performed between the baseline of the

high cohesion level and the cases where the level changes from high to low and from

high to medium, respectively. The regions that showed the highest difference across

the compared conditions were located at the visual association area and the primary

visual cortex. This was expected since the type of the stimulus was visual. On the

other hand, there was also significant activation over the prefrontal areas, premotor

area and the primary motor cortex. One thing that is important to notice is that the

difference between the compared conditions seems to continue to be significant even

after the end of the stimulus (t > 840ms).

Similar observations about the areas of interest and the persistence of the sta-

tistical significance between conditions after the stimulus can be made by observing

Figures 3.9 and 3.10, as well. In those, the scalp maps correspond to comparison of
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Figure 3.9: t-test values for a medium-to-high cohesion change over a scalp map
(subject S1). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)

Figure 3.10: t-test values for a medium-to-low cohesion change over a scalp map
(subject S1). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)
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Figure 3.11: t-test values for a low-to-high cohesion change over a scalp map (subject
S1). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)

the medium cohesion level with the cohesion changes from medium to high and from

medium to low, respectively. Here, significance levels are lower, while there seems to

be a delay between the stimulus onset and the time when the ERP for the medium-

to-low change significantly deviates from the medium cohesion level baseline. Also,

in that case only the visual association and spatial association areas are activated

more, while there is no significant difference for the primary visual area. A delay of

significance in the primary visual area can also be observed in 3.9.

The corresponding comparisons for the low cohesion level are shown in Figures 3.11

and 3.12. These are only presented for completeness since no statistical significance

can be observed in those cases. Even though statistical differences can be observed

from the baseline in the low-to-high case of cohesion change (Fig. 3.11), these appear

210ms after the end of the stimulus and might not be related to the stimulus directly.

Finally, Figures 3.13 through 3.15 show the brain maps of the ERP components for

each cohesion level and the corresponding cohesion changes for subject S1. In these
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Figure 3.12: t-test values for a low-to-medium cohesion change over a scalp map
(subject S1). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)

Figure 3.13: ERP activations for cases where the starting cohesion level is high (sub-
ject S1). The first row denotes no cohesion change, while the last two correspond to
the high-to-medium and high-to-low changes, respectively. (Karavas and Artemiadis
(2015), c⃝2015 IEEE)

figures, it can be seen that the activations are greater for bigger step in the change

of the cohesion level.

For completeness, the corresponding comparison graphs for subject S2 are shown

in Fig. 3.16 to 3.21. Unfortunately, these graphs cannot provide similar arguments

for the relation between swarm cohesion change and brain activity, since the corre-

sponding significance levels are much lower and the areas that appear to be more
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Figure 3.14: ERP activations for cases where the starting cohesion level is medium
(subject S1). The first row denotes no cohesion change, while the last two corre-
spond to the medium-to-high and medium-to-low changes, respectively. (Karavas
and Artemiadis (2015), c⃝2015 IEEE)

Figure 3.15: ERP activations for cases where the starting cohesion level is low
(subject S1). The first row denotes no cohesion change, while the last two correspond
to the low-to-high and low-to-medium changes, respectively. (Karavas and Artemiadis
(2015), c⃝2015 IEEE)

influenced are not the same as the ones for subject S1. The only valid observation is

that there are indeed some areas that are activated differently on this subject and,

thus, any hypothesis relating brain activity and swarm cohesion changes can still be

valid.
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Figure 3.16: t-test values for a high-to-low cohesion change over a scalp map (subject
S2). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)

Figure 3.17: t-test values for a high-to-medium cohesion change over a scalp map
(subject S2). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)
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Figure 3.18: t-test values for a medium-to-high cohesion change over a scalp map
(subject S2). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)

Figure 3.19: t-test values for a medium-to-low cohesion change over a scalp map
(subject S2). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)
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Figure 3.20: t-test values for a low-to-high cohesion change over a scalp map (subject
S2). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)

Figure 3.21: t-test values for a low-to-medium cohesion change over a scalp map
(subject S2). (adapted from Karavas and Artemiadis (2015), c⃝2015 IEEE)
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3.4 Conclusions

This chapter presented an experiment that aimed to investigate the connection

between a swarm’s collective behavior and the activity in a human brain. The collec-

tive behavior that was examined was the cohesion of the swarm, which was related

to the level at which its agents are moving in parallel or not (see Section 3.1 for more

details). The experimental procedure and the data analysis were also presented. The

results suggested that a connection between swarm collective behavior and brain ac-

tivity might be present, which is a big step forward in the realm of BCI applications

for HSI as discussed in Chapter 2. In fact, the effect seems to be more distinct for

larger degrees of cohesion change. Nevertheless, the number of subjects (i.e. two)

and the confidence level used for the graphs in Section 3.3 (i.e. 30%) do not guar-

antee that the extracted conclusions are completely valid and, thus, more research is

needed, both in terms of number of subjects and in terms of types of collective be-

havior. Despite all that, this investigation provides a good starting point for further

evaluation of this problem.
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Chapter 4

CONTROLLING A SWARM OF QUADROTORS USING A HYBRID BCI

This chapter presents a novel Brain Computer Interface (BCI) platform for the

control of a swarm of quadrotors. The system belongs to the general category of

hybrid BCI because it combines principles of motor imagery (MI) and ERD/ERS

phenomena in the brain with the input from a game controller. The chapter analyzes

every step of this process starting from the experimental procedure and the data

preprocessing steps, continuing to the feature extraction procedure and the applied

classification methods and finishing with describing how the output of the EEG sys-

tem is translated into commands for the quadrotors. Some details about the robotic

platform and its characteristics are also given. Finally, the chapter concludes by pre-

senting the results of using the platform under two different scenarios and discussing

advantages and drawbacks, as well as future work and possible improvements.

4.1 Experimental Procedure

This section presents the experimental procedure for the evaluation of the hybrid

BCI system and its feasibility for the control of robotic swarms. For the testing of

the system, two experimental protocols were employed. The first one involved a two-

dimensional disk in a virtual environment that the subjects had to manipulate in order

to complete a specific task. The second protocol involved a team of quadrotors whose

positions and relative distance to each other were controlled based on commands

coming from the proposed BCI system.

In the first experiment, 5 healthy subjects (S1-S5, males, all right-handed, ages

between 22 and 27) were controlling the position and the size of a two-dimensional

circular disk in a virtual environment that was presented to them on a monitor. Fig.

4.1 shows the experimental setup. The experimental protocol was approved by the
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Figure 4.1: The subject is wearing the cap with EEG electrodes and looks at a
monitor a few inches away. The monitor shows the task that the subject must execute.
In this case the subject must imagine moving his left hand. (Karavas et al. (2017),
c⃝2017 IEEE)

ASU IRB (Protocols: 1309009601, STUDY00001345) and was comprised of three

phases, namely a data collection phase, a model training phase and a control phase,

which are described in more detail below.

During the data collection phase, the subjects were asked to relax, stay still and

refrain from any overt movement. The subjects were staring at a monitor in front

of them which provided specific instructions depending on the mental task that they

needed to perform. They were also given a game controller that they were instructed

to hold with their right hand. The instructions were provided to the users through

text messages on the screen and they comprised the phrases “Right Hand”, “Left

Hand” or “Rest”. In the first case, the subjects were instructed to make random

movements with the right joystick of the controller using their right hand. In the

second case, the subjects needed to imagine closing their left hand to a fist. In order

to ensure the proper activation of the corresponding brain areas during that task,

the subjects were further instructed to imagine the feeling of their fingers touching

their palm, i.e. the kinesthetic feeling of clenching their fist. In the third case, the

subjects needed to relax their muscles completely and focus on their breathing or the
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tip of their nose in order to get their brain into an idling / resting condition. In the

literature, this can be referred to as volitional rest (LaFleur et al., 2013; Royer et al.,

2010).

Each trial had three stages as shown in Fig. 4.2. In the first stage (preparation),

the desired task was shown as a text on the monitor screen in red color to denote the

start of the trial. After a period of 3s, the main trial would begin (second stage). The

text would remain visible on the screen but it would change to a white color to denote

that the main trial has started. The subjects had to start performing the desired task

as soon as the message changed its color. The main trial would last for 4s and the

subjects were instructed to repeat the task shown on the monitor repeatedly during

that period of time. At the end of the trial, the message would disappear, a pause

of 3s would follow and the next trial would start. Each of the subjects completed 20

trials per task, i.e. 60 trials in total in a single session. The trials were randomized

across the different mental tasks. In order to ensure the good quality of the collected

data, the subjects were further instructed to avoid any eye blinks during the main

trial. The preparation stage and the pause at the end though provided ample time

to the subjects to blink, swallow and perform minor movements that would ease the

discomfort of the experiment.

During the model training phase, an algorithm that detected unique frequency

bands related to the motor command tasks was applied to the previously collected

data. More specifically, the algorithm was detecting those frequency bands for which

the ERD/ERS phenomena corresponding to limb movement imagination or actual

limb movement were more distinct for the subject of interest. In the next step, the

same data were used to train the classifiers that would make the distinction between

the three different tasks examined here (see Section 4.3 for details).
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Figure 4.2: Each trial is comprised of a preparation period, the main trial where
the subject performs the task at hand (here moving the joystick with the right hand)
and a pause period. (Karavas et al. (2017), c⃝2017 IEEE)

Figure 4.3: During the control phase, the user has to shrink the solid circle, move
it inside the hollow target circle and then expand it again to match the size of the
target circle. (Karavas et al. (2017), c⃝2017 IEEE)

During the control phase of the experiment, the subjects needed to achieve a

simple goal that required the combination of the three tasks previously trained by

the system. They had to move a circular disk inside a hollow circle and change the

size of the disk so that it matches the size of the circle, as is shown in Fig. 4.3. In

order to achieve that goal, the subjects had to either reduce the size of the disk by

imagining clenching their left hand to a fist (“Left Hand” task), or increase the size of

the disk by performing volitional rest (“Rest” task) or change the position of the disk

by moving the joystick on the controller (“Right Hand” task). The size of the target

circle was always smaller than the initial size of the disk in order to force the users

to reduce its size first before attempting to fit it into the circle. At the same time, to

make things easier, once the disk was inside the circle, it could not get out and the
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subjects just needed to change its size without worrying about its position any more,

since it was filling the space of the circle appropriately as it was expanding. The trial

was deemed successful as soon as the disk fitted perfectly inside the circle. If the user

was not able to achieve the goal in 60 seconds, the trial was deemed unsuccessful and

a new trial began. Between trials, there was a pause of 5s.

Each subject completed two sessions of 40 trials each (80 trials in total), with a

10-20 minutes break in between. In a session, the 40 trials were randomized with

respect to both the position and the size of the target circle, as well as the initial size

of the circular disk. On the contrary, in all cases the position of the disk was always

initialized at the center of the screen. The sequence of trials of the first session was

kept the same for the second session as well, in order to compare the performance

of the subjects between sessions as they were getting more acquainted to the system

and the task. At the same time, this repetition provided to the user more time for

training and learning to control their brain activity.

In the second experiment, one of the subjects had to move a team of quadrotors

through a rectangular hoop. The phases of the experiment were kept exactly the

same, i.e. there was still a data collection phase, a model training phase and a

control phase. In fact, the goal of the control phase was very similar to the one in

the previous experiment. The quadrotors started initially on a line formation and

at a certain distance to each other. The subject had to reduce their distance by

performing a “Left Hand” task, move the quadrotors through the hoop by using the

joystick (“Right Hand” task) and return the quadrotors to their initial spacing by

performing a “Rest” task. Thus, the position of the swarm was controlled using the

joystick, while the distance between the robots was controlled using brain signals. The

subject had to complete the task once, which served as a proof of concept regarding

the feasibility of BCI for swarm-related tasks.
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4.2 Data Acquisition and Preprocessing

The EEG signals were acquired at a sampling rate of 500Hz using a BrainProducts

ActiCHamp amplifier from 64 electrodes placed according to the 10/20 International

system (Klem et al., 1999). Before performing any further analysis, the following

preprocessing steps took place. The data were passed through a 5th order Butterworth

bandpass filter with low and high cutoff frequencies of 1 and 40Hz, respectively, in

order to remove low frequency trends, possible EMG-related artifacts and line noise.

In order to take into account any volume conduction effects, which are frequent in

scalp EEG (Holsheimer and Feenstra, 1977), a large Laplacian filter was applied

to each channel of interest. In particular, for each channel the mean of its next

nearest neighbors was subtracted from the original signal. The large Laplacian filter

was chosen because, according to McFarland et al. (1997), it performs significantly

better than other spatial filter types, such as small Laplacian and Common Average

Reference (CAR). At the same time, its computational cost is low, which is crucial

for real-time application such as this one.

In this investigation, the focus of the analysis was placed on the sensorimotor

cortex and specifically on the channels C3, Cz, C4, FC3, CP3, C1, FCz, CPz, C2,

FC4, and CP4, as shown in Fig. 4.4. This happened in order to further reduce the

effects of EMG artifacts due to eye or jaw movements, which influence mainly the

frontal and temporal electrodes. At the same time, the choice of those channels made

more sense considering that the underlying mechanisms used for the function of the

system were based on the activation of the motor area.

As explained, in both experiments there was a data collection phase which required

off-line processing and a control phase where the processing of the signals was done

on-line. In both cases, the preprocessing steps were mostly the same. The only
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Figure 4.4: The channels chosen for the analysis of the EEG signals are shown here
with red circles. These are channels C3, Cz, C4, FC3, CP3, C1, FCz, CPz, C2, FC4,
and CP4 according to the 10/20 International System (adapted from Klem et al.
(1999)).

difference was that in the control phase (on-line) an additional ElectroOculoGram

(EOG) artifact removal algorithm (He et al., 2004a, 2007) was applied before the

large Laplacian referencing in order to completely eliminate any artifacts from eye

blinks and eye movements.

4.3 Feature Extraction

This section discusses the feature extraction procedure that preceded the classifi-

cation step. First, a Fast Fourier Transform (FFT) was applied to the data in order

to extract frequency domain information. The FFT was applied on a window of 256

datapoints that was sliding every 25 datapoints (50ms). Before the application of

the FFT, a Hanning window was applied to the data in order to reduce any aliasing

effects due to the initial windowing procedure.
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Figure 4.5: Frequency band detection for Subject S4 and channel C3. The red
vertical lines denote the band of interest where the frequency components for right
(top) or left (bottom) hand are different from the ones in “Rest” condition. (Karavas
et al. (2017), c⃝2017 IEEE)

At the next step, an algorithm selected automatically a frequency band of interest

for each channel (see example in Fig. 4.5). These frequencies were different for each

subject. The aim of the algorithm was to find for each channel the frequency band

that was activated the most. The term “activation” in this context is explained as

follows. During the experiments, the subjects performed either actual limb movement

(by using the joystick) or limb movement imagination (“Left Hand” task). In both

cases, ERD/ERS phenomena were occurring inside the brain of the user. These

phenomena were mostly concentrated in the alpha (α) and beta (β) bands, namely

between the frequencies of 7 and 30 Hz. On the other hand, the “Rest” task was

creating an idling mode inside the brain, which was expressed as higher amplitude of

the alpha band. Thus, the algorithm was looking for reduction of the FFT spectrum

amplitude with respect to the “Rest” state in the alpha (α) band (corresponding to

an ERD) and/or an increase of the spectrum in the beta (β) band (corresponding to

38



an ERS). This happened in three steps. First, the average of all FFT coefficients was

computed across a whole trial (T = 4s× 500Hz = 2000datapoints). Next, the grand

average of the FFT spectrum was computed across all trials for each separate task

(20 trials per task). Finally, the FFT spectrum for each of the “Right Hand” and

“Left Hand” tasks was compared to the one for the “Rest” task and, for each channel,

the FFT coefficient with the largest difference was chosen to represent the activated

band. The final FFT coefficients that corresponded to the frequency band of interest

included the chosen coefficient and the coefficients immediately before and after that.

This is also shown in the example of Fig. 4.5. These coefficients were later summed

together for each channel of interest to form the final FFT vector F ∈ ℜm×1, where

m = 11 is the number of channels used in the analysis.

The final features were extracted by applying Principal Component Analysis

(PCA) on the FFT features that were chosen based on the previous approach. In

particular, all FFT features for all tasks (“Right Hand”, “Left Hand”, “Rest”) across

all trials of the data collection phase were gathered together in one structure and

PCA was applied to that. The Principal Components (PCs) that would describe 90%

or more of the data variance were selected as the final features. This resulted in 4 to

5 components depending on the subject. Finally, these features were collected in data

sequences that would be later used for the training of the machine learning models.

4.4 Classification Procedure

The classification of the EEG signals was based on the method of Hidden Markov

Models (HMM). An HMM provides a methodology to describe stochastic processes. In

particular, an HMM uses probability distributions over observation sequences which

are emitted from an underlying (hidden) process in order to predict its future outputs

(Karavas et al., 2017). As a method, it was originally developed by Rabiner (1989)
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for applications that involved speech recognition. Nonetheless, it has also been used

for the classification of EEG signals (Argunsah and Cetin, 2010; Lee and Choi, 2003;

Obermaier et al., 2001) in order to deal with their non-stationarity and the involved

periodicities.

An HMM comprises a state transition matrix A, an observations probability model

B and an initial state probability π (Rabiner, 1989). The sequences of observations

that were used in order to classify between the different brain states of the user con-

tained continuous variables (see Section 4.3 for more information about the features).

This led to the natural choice of modeling the probability distribution of the obser-

vations B as multiple Gaussian mixtures (McLachlan, 2000). In addition, for each

of the tasks involved (“Right Hand”, “Left Hand” and “Rest”), a separate HMM

was trained, thus using the method in its generative form. It was assumed that the

underlying processes for the tasks were fairly similar to each other and so the number

of members in the Gaussian mixtures and the number of hidden states were chosen

to be the same for all of the models.

The training of the classifier was performed as follows. The feature vector se-

quences of each task were fed into the corresponding HMM. The sequences had a

length of 20 datapoints (which corresponded to data collected during 1 second) and

were created by sliding a 20-point window on the series of feature vectors created in

the feature extraction step point by point. The Baum-Welch algorithm (Huang et al.,

1990; Rabiner and Juang, 1993) was used in order to estimate the parameters of each

HMM. In addition, because of variability among subjects, the number of members in

the Gaussian mixtures and the number of hidden states of the HMM were different

for each subject and each was chosen as follows.

At the beginning, the entire dataset was divided into a training, a validation and

a testing set. For each different pair of number of states and number of members in
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the Gaussian mixtures, a separate series of models was trained using the training set.

For the training, only 5 iterations of the Baum-Welch algorithm were run in order

to keep the processing time low. In order to choose the best pair, two criteria were

used. The first one involved the overall accuracy of the classifier on the validation

data. The second criterion involved the relative differences between the accuracies of

the three trained HMMs, as those were evaluated on the validation set. This criterion

ensured that the resulting classifier would provide good performance across all types

of tasks, i.e. it would not provide high accuracy for one task but significantly lower

for another. A pair would receive a high score if it had high accuracy or low relative

differences, respectively. Each pair was ranked based on these criteria separately

and the final ranking was based on the summation of the corresponding scores. At

the end, the pair with the highest score was chosen as the final candidate and the

HMMs were retrained using 10 iterations. The number of iterations in both cases of

training (initial and final) was chosen empirically based on the convergence rate of

the algorithm in previous experiments. A final testing of the trained models was run

on the testing set.

Finally, during the control phase of the experiment, the classification between

the tasks was performed in the following manner. A sequence of feature vectors

was fed into each HMM, a log-likelihood value was computed for each of them using

the Forward algorithm (Rabiner, 1989) and the data were classified according to the

maximum of these likelihood values.

4.5 EEG System Output Generation

The final output of the EEG system comes out of the combination of three ele-

ments. The first one is related to the amplitude of the frequency spectrum of the EEG

signals at a specified band, the second is related to the classification decision of the
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HMM classifier with respect to the brain state of the user, while the third element is

the input from the game controller. The result is a command vector whose elements

correspond to the control of specific DOF of the robotic system. In order to get that

command vector, the following procedure was followed.

At each iteration k, the raw activation vk was calculated as:

vk = (F̄CP3,Rest − FCP3,k) + (F̄CP4,Rest − FCP4,k) (4.1)

The variables FCP3,k, FCP4,k represent the summed spectral power of the frequency

band of interest, i.e. the summed FFT coefficients before the application of PCA

(chosen according to the methodology described in Section 4.3) at channels CP3 and

CP4, while F̄CP3,Rest, F̄CP4,Rest represent the mean of the summed spectral power

over the same channels during the “Rest” task as recorded during the data collection

phase. The value vk was then passed through an exponential filter for smoothing

purposes in order to make easier its control by the user. The exponential filter can

be written as:

ṽk = (1− α)vk + αṽk−1 (4.2)

where α is a smoothing constant (α = 0.9418). The value of α was chosen during

preliminary tests based on reports from the subjects in order to achieve a smooth

change on the size of the solid disk in the virtual interface. Finally, a thresholding

procedure was applied to ṽk in order to filter out any misclassifications and ensure

the smooth operation of the system during the control phase. For this procedure, two

different thresholds were used at the same time, a high tH and a low tL, and they

were computed separately for each subject according to the following equations:

tH = p ∗ [E(fCP3,Rest) + E(fCP4,Rest)−min(fCP3,LH)−min(fCP4,LH)] (4.3)

tL =
√
V ar(fCP3,Rest) + V ar(fCP4,Rest) (4.4)
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where p is a weighting factor (p = 0.85). The value of p was the same for all subjects

and it was chosen during preliminary tests in order to ensure that the thresholding

procedure would successfully negate any misclassification commands. The statistics

E(), V ar() and min() refer to the expected value (mean), the variance and the

minimum values of the data, respectively. The subscripts LH and Rest refer to the

“Left Hand” and “Rest” tasks, respectively. The thresholds were computed based on

the data from the initial data collection phase.

At each iteration k, the final activation variable ∆qk was then computed based

on the relation of ṽk to tL and tH and the classification decision Dk provided by the

HMM classifier. The decision Dk could take three possible values, namely Dk = 0 for

the “Right Hand” task, Dk = 1 for the “Left Hand” task and Dk = 2 for the “Rest”

task. According to that:

∆qk =


0 if tL < ṽk < tH OR Dk = 0

−(ṽk − tH) if ṽk > tH AND Dk = 1

−(ṽk − tL) if ṽk < tL AND Dk = 2

(4.5)

At this point, it should be mentioned that the “Rest” state, as defined here, does not

correspond to a brain state where the subject does not do anything but rather to the

state of volitional rest (LaFleur et al., 2013; Royer et al., 2010), which corresponds

to the intentional focus on some other part of the body (e.g. on the nose) or on the

breathing rather than on the hands as in the other tasks. Thus, although it seems

intuitive to assign ∆qk = 0 to the “Rest” state (Dk = 2), the latter is treated as a

separate mental task (not as “switching-off” of the brain activity) and the current

choice can still make sense for the user.

The final command vector uk = [∆qk,∆xk,∆yk]
T consisted of the activation vari-

able ∆qk and the joystick input ck = [∆xk,∆yk], which were all varied in a continuous
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Figure 4.6: The diagram describes the entire procedure for computing the system
output that is used in the control phase. Here, sk is the raw EEG signal, s̃k is
the clean/preprocessed signal, Fk represents the FFT coefficients, while fk refers to
the spectral features extracted from Fk. Also, Pk refers to the PCA features and
Hseq,k represents the HMM sequence. Finally, ṽk is the activation parameter, Dk is
the classification decision, ∆qk refers to the EEG command, ∆xk, ∆yk refer to the
joystick input, while the subscript k denotes the current iteration. (Karavas et al.
(2017), c⃝2017 IEEE)

manner. For each of the experiments described in Section 4.1, each element of uk was

responsible for changing one DOF of the system. More specifically, in the first ex-

periment, ∆qk controlled the size of the solid disk, while ∆xk and ∆yk controlled its

position on the screen. In the second experiment, ∆qk controlled the distance between

the agents and ∆xk and ∆yk controlled the swarm position along an axis normal to

the line formation on the horizontal plane and along its height, respectively. As pre-

viously explained (Section 4.1), the users would imagine clenching their left hand to

a fist to reduce the size of the solid disk or the distance between the quadrotors and

would perform volitional rest to apply the opposite actions. When the users were

using the joystick (Dk = 0), the size of the solid disk or the distance between the
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agents were not changing (∆qk = 0). A diagram of the entire procedure is also given

for clarity in Fig. 4.6.

4.6 EEG Output to Quadrotor Control

This section describes the procedure under which the final output of the hybrid

BCI system was used in order to control the team of quadrotors in the second ex-

periment (Section 4.1). As mentioned, the quadrotors were initially placed in a line

formation and at specific distance to each other. They were custom built based on an

FPV 250mm frame and featured the APM 2.6+ autopilot for lower level autonomous

control. The onboard autopilot received command signals from a ground station that

was translating the output of the BCI system into desired roll, pitch and yaw angles.

The methodology with which this was happening is described below.

The first step of this procedure involved the translation of the BCI system output

into desired quadrotor positions. This was based on a planning scheme that took into

account the absolute position of the agents with respect to a global frame, the desired

change in their distance ∆qk and the inputs ∆xk, ∆yk from the joystick and provided

the new reference positions for the quadrotors. A 4-camera optical motion capture

system (Bonita, Vicon Inc) was used for the tracking of the vehicles. The second step

involved taking these desired final positions and calculating the desired roll, pitch and

yaw angles and the appropriate thrust input that would move the vehicles to their

destination, i.e. the high-level controller of the quadrotors. Using the desired roll,

pitch and yaw angles and the desired thrust, the on-board low-level controller of the

quadrotors would drive them to the desired position. The diagram presented in Fig.

4.7 shows the interaction between the user, the BCI system and the quadrotors. In

Fig. 4.8, the corresponding diagram for the experiment where the user interacts with

the virtual interface (first experiment) is shown for completeness.
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Figure 4.7: System block diagram in the case of the swarm control. The command
vector uk is fed into the planning algorithm. At each iteration k, the planner provides
for each quadrotor i the desired position rki,d which is translated through the high-

level controller into the desired attitude vector αk
i,d = [ϕk

i,d, θ
k
i,d, ψ

k
i,d, T

k
i,d]

⊤, where ϕ,
θ, ψ and T represent the roll, pitch, yaw angles and thrust, respectively. The Vicon
system provides for each agent the current position rki . (Karavas et al. (2017), c⃝2017
IEEE)

Figure 4.8: System control diagram during the experiment where the user interacts
with the virtual interface.

The planning scheme that transformed the BCI system output vector into desired

positions calculated a desired position vector rd for each quadrotor in Cartesian space

based on the following equation:

rd,i = ri + rjoy + reeg (4.6)

where i = 1 . . . l represents the index of each quadrotor, l is the number of quadrotors

(in this case l = 3), rd,i is the desired position of quadrotor i, ri is its current position,

rjoy represents the change in the desired position due to the joystick input and reeg

the corresponding change due to the EEG input. The above equation can be written

in more detail as:

rd,i = ri +


∆xk

0

∆yk

+ (rc − ri)


1

1

0

 w sign(dm−1 − dm) (4.7)

46



where ∆xk, ∆yk are the controls given by the joystick at iteration k, rc = 1/l
∑

i ri

represents the coordinates of the swarm center in 3D space, w is a weighting factor,

dm represents the distance level of the swarm and sign() is defined as follows:

sign(a) =


1 if a > 0

−1 if a < 0

0 if a = 0

(4.8)

The change of distance level dm−1 to dm was executed in steps. The activation

variable ∆qk was added at each iteration k to an accumulator Sq,k with starting value

Sq,0. Every time the absolute difference |Sq,k − Sq,0| became equal or greater than a

multiple of 0.5, the distance level changed from its previous value dm−1 to its current

one dm = round(Sq,k), where the function round() rounds its input to the nearest

integer. This was done in order to avoid accidental change of the distance level due to

misclassification from the EEG system. At the same time, it allowed the users some

error which in turn relieved some of the performance pressure and helped them use

the system more efficiently.

Next, the desired position rd,i was translated into desired roll, pitch and yaw

angles (ϕ, θ and ψ respectively) and desired thrust (T ) in order to move the vehicles

appropriately. This was accomplished by a Proportional - Integral - Derivative (PID)

controller that drove the position and velocity of a quadrotor to their desired values.

The control laws were based on the translational dynamics of the quadrotors shown

below:

m


ẍ

ÿ

z̈


i

=


0

0

−mg


i

+Ri
b


0

0
4∑

n=1

Tn


b

(4.9)
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where m represents the mass of the quadrotor, Tn denotes the thrust from motor n,

g is the gravitational acceleration, [ẍ, ÿ, z̈]T are the inertial x, y and z accelerations

and RI
B is the rotation matrix between the inertial frame and the body frame which

is placed on the vehicle. The superscripts I and B denote quantities that are related

to the inertial and the body frame, respectively. Assuming that the angles ϕ, θ and ψ

remain small, as has been done in other works (Mellinger et al., 2012), a PD controller

was formulated and it regulated the desired quadrotor attitude based on the position

and the velocity. The controller can be written as follows:

r̈d = KPep +KDev (4.10)

where r̈d is the desired acceleration vector, KP , KD are diagonal gain matrices for

the proportional and derivative terms, respectively, and ep, ev represent the errors in

position and velocity. In this work, the desired velocity was set to zero (hover) and

the desired yaw angle to its initial value. Then, equation 4.9 was solved for the desired

attitude of the vehicle, taking into account that the controller in 4.10 computed the

desired translational acceleration. This led to the desired roll, pitch, yaw and thrust

values as follows:

ϕd =
1

g
[r̈x,dcosψ + r̈y,dsinψ] (4.11)

θd =
1

g
[r̈x,dsinψ − r̈y,dcosψ] (4.12)

ψd = ψ0 (4.13)

Td = m(g + r̈z,d) (4.14)

where ϕd, θd, ψd, Td are the desired roll, pitch, yaw and thrust, respectively, ψ is the

current yaw angle, ψ0 is the initial yaw angle and r̈x,d, r̈y,d, r̈z,d represent the desired
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linear accelerations along the x−, y− and z− axes, respectively. The quantities

calculated in 4.11 - 4.14 were finally sent wirelessly via Bluetooth to the quadrotors,

which regulated their attitude based on their on-board controllers. More details about

the position and attitude control of the quadrotors can be found in Larsson (2016).

4.7 Results

This section presents the results of the experiments described in Section 4.1. As

explained, in order to prove the feasibility of the proposed approach and evaluate

its performance two experiments took place. In the first one, the subjects had to

manipulate the size and position of a two-dimensional disk in a virtual environment

in order to complete a task. Its purpose was to verify the applicability of the algorithm

in a simulated control environment with multiple subjects. The second experiment

involved the control of the position and the relative distance of a team of quadrotors

using the proposed BCI system. Its purpose was to assess the system’s behavior

during the control of an actual robotic swarm. The results of these experiments are

presented below.

4.7.1 Virtual Environment Experiment

In order to measure the performance of the BCI system for the first experiment,

three different metrics were employed. These were the completion rate, the completion

time and the accuracy of the system output. The corresponding results for each of

those metrics are presented in the form of boxplots. Each box corresponds to data

from all subjects within a group of 10 trials. The × represents the mean value of the

shown metric for each box, while the black asterisks indicate statistically significant

differences at the 5% confidence level between each 10-trial group and the one at

the beginning of the experiment. The green asterisks show statistically significant
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Figure 4.9: Completion rates across all subjects. The × shows the mean value
for each group of measurements. The black asterisk above each box shows statistical
significance of each group of trials with respect to the first 10 trials. The green asterisk
refers to the statistical significance between trials from session 1 (trials 1-40) and the
corresponding trials of session 2 (trials 41-80). For example, we compare trials 1-10
to trails 41-50, trials 11-20 to trials 51-60 and so on. (Karavas et al. (2017), c⃝2017
IEEE)

differences at the 5% confidence level between groups of trials from session 1 (trials

1-40) and the corresponding trials of session 2 (trials 41-80). For example, there is a

comparison between trials 1-10 and trials 41-50, correspondingly between trials 11-20

and trials 51-60 and so on.

Referring back to the metrics, the completion rate corresponded to the amount of

trials that the subject completed successfully, and it is presented here as a percentage

of completed trials out of every 10 trials of the experiment. As it is shown in Fig.

4.9, the completion rates for this experiment were increasing, reaching even 100%,

as the subjects became more accustomed to the system. In order to prove that this

increase was statistically significant, a left-tailed paired t-test was performed. The

test concluded that such an increase was indeed statistically significant which means

that the subjects were getting better as they were using the BCI system. The same
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Figure 4.10: Completion times across all subjects. The × shows the mean value
for each group of measurements. The black asterisk above each box shows statistical
significance of each group with respect to the first 10 trials. The green asterisk
refers to the statistical significance between trials from session 1 (trials 1-40) and the
corresponding trials of session 2 (trials 41-80). For example, we compare trials 1-10
to trails 41-50, trials 11-20 to trials 51-60 and so on. (Karavas et al. (2017), c⃝2017
IEEE)

type of test was performed in order to compare groups of trials from the first session

of the experiment to their matching ones from the second. Indeed, the test showed

statistically significant differences on the 5% confidence level between the groups of

trials 21-30 and 61-70 and the groups of trials 31-40 and 71-80 (green asterisks). This

also proved an improvement in the completion rates (from session 1 to session 2 this

time) which further validated that there was an increase in the performance of the

system.

The graph in Fig. 4.10 shows completion times, which refer to the time it took for

the users to complete the task in seconds. Here, only successful trials were taken into

consideration. As seen from the figure, the completion times were getting smaller as

the experiment progressed. A right-tailed paired t-test was performed on these data,

in order to prove a decrease in the completion time metric. The test did indeed show
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that the observed decrease was statistically significant on the 5% confidence level

when comparing the first group of trials with each of the next ones (black asterisks).

Similar conclusions can be drawn when comparing the groups of trials 1-10 with 41-50

and 21-30 with 61-70, as shown in Fig. 4.10 with green asterisks.

The metric of accuracy is defined as the ratio of correct state transitions nc of the

disk over all of its total state transitions nt. A state transition is defined as either

a size increase, a size decrease or movement. During each trial, at each iteration

step, the corresponding accuracy measuring algorithm would check whether a state

transition occurred and, if it did, it would also check its type and the location of the

disk relative to the target circle. Every time a state transition occurred, the value

of nt was increased by 1. Each time this transition was correct, the value of nc was

also increased by 1. A transition was deemed correct if it helped the completion of

the task. For example, if the disk was outside the target, the user had to decrease

its size in order to make it fit. Similarly, if the disk was inside the target, the user

had to increase its size. For the case of disk movement, the transition was deemed

correct if the size of the disk did not change while it was moving. That corresponded

to the system correctly identifying that the user was using the joystick. If the user

did not perform the intended transition according to the disk’s relative location to

the target, the value of nc was not increased.

In this investigation, the focus lay on the accuracy rate of the system rather than

the misclassification rate for two reasons. The first one was to incorporate in one

metric the performances of both the algorithm and that of the subjects. The second

one related to the fact that the subjects were free to complete the task in a self-paced

way, meaning that the series of state transitions for the disk was not given a priori

to them and they were free to choose which ones to apply and in what order. Thus,

it would not be appropriate to consider misclassification rates because there were no

52



Figure 4.11: Accuracy rates across all subjects. The × shows the mean value for
each group of trials. The black asterisk above each box shows statistical significance of
each group with respect to the first 10 trials. The green asterisk refers to the statistical
significance between trials from session 1 (trials 1-40) and the corresponding trials
of session 2 (trials 41-80). For example, we compare trials 1-10 to trails 41-50, trials
11-20 to trials 51-60 and so on. (Karavas et al. (2017), c⃝2017 IEEE)

desired states that the disk had to go through at each specific time, which means that

no comparison could be done.

The overall accuracy of the system against the trials/time is presented in Fig. 4.11.

Also, the corresponding accuracy rates for each brain state separately are presented in

Fig. 4.12 - Fig. 4.14. The overall accuracy over all trials was in general above 60% on

average. At the same time, there was an increase in the accuracy rates as the subjects

interacted more with the system. The difference between trials 1-10 and trials 31-80

is significant on the 5% confidence level. For these data, a left-tailed paired t-test was

performed in order to prove an increase in the accuracy. There is also a statistically

significant increase on the 5% confidence level when comparing the first 30 trials of

session 1 and the first 30 of session 2 (trials 41-70). These observations indicate that

the accuracy levels were indeed increasing with time as the subjects were getting more

familiar with the system and the task.
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Figure 4.12: Accuracy rates across all subjects for the “Right Hand” task. The ×
shows the mean value for each group of measurements. (Karavas et al. (2017), c⃝2017
IEEE)

Finally, for the accuracy rates of the individual brain states, a left-tailed paired

t-test on the 5% confidence level was performed (the same as for the overall accu-

racy rates). Based on that, the following conclusions can be drawn. First, there was

no statistical difference across trials when considering the “Right Hand” task (Fig.

4.12). This was expected since the users were moving the joystick naturally without

modulating explicitly any aspects of their brain signals. Thus, no training was in-

volved and the activations should have remained the same. On the other hand, there

was explicit manipulation of brain activity for both the “Left Hand” and the “Rest”

task, which explains the differences observed in those cases, validated as significant

by using the same test as for the case of the “Right Hand” task.

The previously presented results provide a strong evidence that the system can be

used successfully by multiple users, while achieving high performance and accuracy

rates with minimum training (the entire control phase lasted on average less than

an hour). It is important to note that the accuracy rates for most users at the very

beginning of the experiment (first 10 trials) were still high enough to permit the
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Figure 4.13: Accuracy rates across all subjects for the “Left Hand” task. The ×
shows the mean value for each group of measurements. The black asterisk above each
box shows statistical significance of each group with respect to the first 10 trials.
The green asterisk refers to the statistical significance between trials from session 1
(trials 1-40) and the corresponding trials of session 2 (trials 41-80). For example, we
compare trials 1-10 to trails 41-50, trials 11-20 to trials 51-60 and so on. (Karavas
et al. (2017), c⃝2017 IEEE)

Table 4.1: Model order parameters for all subjects.

S1 S2 S3 S4 S5

# of PCs 4 4 4 4 5

# of states 5 4 7 5 4

# of GMs 8 6 4 5 5

completion of the task several times. It is worth mentioning again that the users were

free to complete the tasks in any way they wanted, which means that they were able

to combine brain signal control and joystick control seamlessly, at their own pace and

without any reported difficulty. Finally, the system allowed the users to improve fast

as they were interacting with the virtual environment.
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Figure 4.14: Accuracy rates across all subjects for the “Rest” task. The × shows
the mean value for each group of measurements. The black asterisk above each box
shows statistical significance of each group with respect to the first 10 trials. (Karavas
et al. (2017), c⃝2017 IEEE)

4.7.2 Common Principal Components

Table 4.1 presents the number of parameters that the training algorithm extracted

for each subject. As it can be seen, the model order for each subject was different,

which was to be expected due to intra-subject variability. In order to demonstrate

the generalization characteristics of the method, the Principal Components (PCs)

that explained the variance of the spectral features across the different brain states

of the subjects were examined. The goal was to find PCs that were similar across

subjects. In order to do so, all the PCs that were chosen for the subjects where

grouped together (see Methods) using the method of k-means clustering (Hartigan,

1975). Since the number of clusters k is not, in general, a-priori defined for a dataset

(Halkidi et al., 2002a,b), its value in this analysis was chosen based on the following

procedure. A k-means clustering method was first applied for different values of k. In

each case, the Sum of Squared Errors (SSE) between all data points and the centers
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Figure 4.15: Sum of Squared Errors (SSE) versus number of clusters k.

of the clusters that they belonged to was calculated as follows:

SSE =
k∑

i=1

∑
x∈ci

dist(x, ci)
2 (4.15)

where x is the cluster member, ci represents the cluster centroid and dist() repre-

sents the Euclidean distance between x and ci (Fig. 4.15). Then, for each k, the

relative difference between SSEk and SSEk+1 with respect to the SSE for k = 1 was

computed as:

∆SSEk =
SSEk+1 − SSEk

SSE1

(4.16)

where SSEk, SSEk+1 represent the value of SSE for k and k+1, respectively, while

SSE1 is the SSE for k = 1. The value of ∆SSEk represents the relative decrease

in error with respect to the error for k = 1 as the number of clusters is increased

by one. The goal was to choose the minimum number of clusters, while also having

minimum clustering error. The minimum value of k for which ∆SSEk < 10% was

finally chosen. According to Fig. 4.16, this value corresponded to k = 5.

As an additional measure to choose the best clusters and to avoid any outliers,

the method of silhouettes (Rousseeuw, 1987) was also applied. The silhouette is a

measure that is used in clustering analysis and it represents how similar a member is
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Figure 4.16: Relative Sum of Squared Errors (SSE) decrease against number of
clusters k. Cut-off value of 10% is selected.

to its own cluster relative to the other clusters. It takes values in the range of [−1, 1]

with 1 representing perfect fit and −1 the opposite. From the clusters produced by

the k-means clustering method, only those clusters that had an average silhouette

value s ≥ 0.3 were chosen as candidates. As a final step, in each cluster, if there were

more principal components for the same subject, the method would select the one

that was closer to the cluster center.

The results of this analysis are presented in Fig. 4.17 as scalp maps of common

PCs and they are organized according to their type and the subject they belong

to. The brain maps shown in this figure are created by interpolating the values of

the PC weights that correspond to the 11 channels which the analysis was focused

on (see Methods) considering all other channels as having a weight of zero. Three

different types of PCs are shown with two (Type 1 and 2) being similar across four

out of five subjects and one (Type 3) being similar across all of the subjects. That

indicates that there was a strong correlation between the underlying brain states used

for the control phase and the particular channels that had the biggest weights in those

components. It also proves that the BCI methodology followed in this work can be

greatly generalized without changes across multiple users.
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Figure 4.17: Common principal components across subjects. Each row refers to a
different type, while each column refers to each of the subjects that participated in
the experiment.

4.7.3 Control of a Swarm of Quadrotors

In the second experiment, the subject was controlling a swarm of 3 quadrotors

using the proposed hybrid BCI system. As mentioned, the quadrotors were initially

placed on a linear formation and at specific distance to each other. The task was

to pass the quadrotors through a rectangular hoop. The subject had to bring the

vehicles closer to the hoop, change the distance between them so that they can fit

through the hoop using his brain signals, move them through the hoop using the

joystick and finally return them to their original distances using brain activations

again.

Fig. 4.18 shows snapshots of the experiment. A video of the experiment is included

in HORC ASU (2016). The 3D position of the quadrotors during the experiment is

shown in Fig. 4.19. In addition, Fig. 4.20 shows how the elements ∆q (second subplot

from the top) and ∆y (bottom subplot) of the command vector u (see Methods)
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Figure 4.18: Snapshots of the three quadrotors passing through the rectangular
hoop during the second experiment. The top row shows a side view of the motion of
the swarm, while the bottom row shows the top view of the quadrotors. A: Initial
formation, B: Change of formation, C: Passing the quadrotors through the hoop, D:
Returning to initial formation. Video at HORC ASU (2016). (Karavas et al. (2017),
c⃝2017 IEEE)

affected the position of the quadrotors in the line formation (y− axis, top subplot)

and their height (z− axis, third subplot from top), respectively, in a cumulative way.

The position and height of the quadrotors are expressed in meters with respect to

the global frame provided by the localization system (Vicon system, see also Section

4.6).

As it can be seen in the figures, the subject was able to change the control input

seamlessly from joystick input to EEG input and back with minimum error and

without the vehicles changing their relative distance while passing through the hoop.

This was a real-time demonstration of controlling a swarm of quadrotors using the

proposed hybrid BCI which employed both EEG activations and joystick inputs.

4.8 Conclusions

This chapter presented a hybrid BCI system that combined brain activity with

input from a game controller in order to control a small team of quadrotors. The

system was extensively tested both in a virtual environment and on an actual robotic

platform. The presented BCI system was simple to use and the users were quickly able

to control it with high accuracy. Moreover, its application for the control of a swarm
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Figure 4.19: Position of the 3 quadrotors in 3D-space during the second experiment.

parameter/behavior (i.e. the distance between the agents) was successful proving its

feasibility for swarm related applications. It should be mentioned here that although

the user was controlling the system in a binary fashion (increase/decrease of size or

distance), the classification algorithm differentiated between three different states.

The purpose of this approach was to explicitly recognize the use of the joystick and

deal with it appropriately. In the opposite case, where the classification would be

done only between the “Left Hand” and “Rest” states, the algorithm could mix the

motion of the right hand due to joystick movement with that of left hand imagination

and could provide false output. Furthermore, the thresholding procedure provided

robustness to misclassification errors which would potentially jeopardize the smooth

control of the robotic platform. In addition, allowing the users to control the activa-
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Figure 4.20: Position of the 3 quadrotors and EEG and joystick input during the
second experiment versus time. (Karavas et al. (2017), c⃝2017 IEEE)

tion variable ∆qk in a continuous manner provides more flexibility to the system as

they can control not only the direction of the desired change but also its rate.

On the other hand, one possible drawback of this approach was that the mental

tasks that the users were applying in order to control the system were not directly

related to the task at hand, since they were trying to change the size of the disk or the

distance between the agents by imagining limb movement. In the author’s opinion,

this may have provided a less intuitive solution with regard to swarm applications.

In addition, the use of motor imagery as a mental task for the BCI put certain

constraints on the resulting system, since the use of the joystick did not allow right

hand movement imagination as an extra input from the subject. Chapter 5 proposes

a different type of mental imagery, namely speech imagery, which has the potential

to provide an elegant solution for the aforementioned problems.
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Chapter 5

SPEECH IMAGERY AS AN ALTERNATIVE MENTAL TASK FOR BCI

As a continuation of the previous chapter, this one proposes a different type of

mental task that can be used to interact with a swarm of robots. This task relies

on speech imagery, i.e. the act of pronouncing a vowel or a word inside someone’s

mind without actual vocalization of the sounds. This results in activations at specific

brain areas that are related to speech and hearing. In this chapter a novel method

of feature extraction is described, while some insights about the proper use of speech

imagery are also presented. An additional analysis about the brain activations during

the execution of the mental task is also given. The chapter concludes by discussing

potential implications of the method.

5.1 Experimental Procedure

In this investigation, 15 healthy subjects (S1-15, 11 males and 4 females, ages 22-

32) performed three different types of imagined speech, namely imagined speech of

short words, long words and vowels. The aim was to compare these types of imagined

speech to each other and evaluate the suitability of each group for BCI applications.

The group of short words included the words “in”, “out” and “up”, while the group

of long words consisted of “cooperate” and “independent”. These words were chosen

in order to evaluate the effect of the meaning and the complexity of the words. In

order to evaluate the effect of the sound, three phonemes were used, namely /a/, /i/

and /u/. Finally, in order to further analyze the effect of the complexity, i.e. the

length and the different sounds, an additional experiment was performed where the

subjects had to imagine either one of the short words (“in”) or one of the long words

(“cooperate”).
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Figure 5.1: Experimental setup. The subject is wearing the cap with EEG electrodes
and looks at a monitor a few inches away. The monitor shows the task that the subject
must execute. In this illustrative figure, the subject was imagining pronouncing the
word “in”.

During the experiments, the subjects were instructed to pronounce these words

internally in their minds and avoid any overt vocalization or muscle movements.

The subjects were receiving instructions about the desired word/phoneme based on

visual cues from a computer monitor. The experimental setup is shown in Fig. 5.1,

while 5.2 shows the experimental procedure which is described in more detail below.

The experimental protocol was approved by the ASU IRB (Protocols: 1309009601,

STUDY00001345) and each participant signed an informed consent form before the

experiment.

Each subject performed one to three sessions of imagined speech. Each session

corresponded to one of the mentioned groups of speech imagery, e.g. 3 short words,

and was conducted approximately in 1 hour. A single experimental session was com-

prised of 100 trials per word or sound, which were shown randomly. During each trial,

the subject would hear a beep sound that was repeated at period T . This helped cre-

ate the rhythm that subjects should imagine pronouncing the words or phonemes.

In more detail, the beep sound appeared when the trial started and was repeated 4
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Figure 5.2: Experimental procedure. The vertical arrows represent the time instants
where the subject was expected to perform speech imagery, and T denotes the rhythm
period.

times. At the beginning of the trial, the subject was also prompted with a visual cue

indicating the desired word to be imagined. The cue lasted for 7 × T s. The subject

was instructed to perform speech imagery at each beep sound and continue at the

same rhythm until the visual cue disappeared. This resulted in the subject perform-

ing speech imagery for an additional 3 periods after the last beep sound. Finally, the

trial ended with a rest period of approximately 2s where no cue and no sounds were

present. For short words and vowels, the period was T = 1s, while for long words

the period was T = 1.4s. In the case of comparing between a short and a long word,

T = 1.4s was also chosen to render the comparison more accurate. The values for T

were chosen empirically based on how long it would take the subjects to pronounce

the words overtly.

This experimental procedure is similar to the ones conducted by D ’Zmura et al.

(2009) and Brigham and Kumar (2010) where a rhythm is used to help the subjects

perform the task more efficiently. The signal that is used for classification of the

task though is extracted from a segment of each trial, where no auditory stimulus is

present. This guarantees that the classification results rely only on the task of speech

imagery and not on any external stimuli.
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CSP 1 CSP 2 CSP 3 CSP 4 CSP 5 CSP 6

Figure 5.3: The first 6 CSP patterns for subject S3 during speech imagery of short
words. The CSP analysis is based on the comparison of speech imagery vs. a rest
condition.

CSP 1 CSP 2 CSP 3 CSP 4 CSP 5 CSP 6

Figure 5.4: The first 6 CSP patterns for subject S3 during speech imagery of short
words. The CSP analysis is based on the comparison of brain activity between speech
imagery of 3 different short words.

5.2 Data Acquisition and Preprocessing

The EEG signals were collected using the BrainProducts ActiCHamp amplifier

system from 64 electrodes placed on the subjects according to the 10/20 International

system (Klem et al., 1999) with the help of a BrainProducts ActiCAP electrode cap.

The data were recorded at 1000Hz and later downsampled at 256Hz for faster process-

ing and ease of storage. During preprocessing, a 5th order Butterworth bandpass filter

between 8-70 Hz was applied to the data in order to remove any low-frequency trends

as well as possible artifacts related to ElectroMyoGraphic (EMG) activity. A notch

filter at 60Hz was also applied in order to remove line noise. Finally, an ElectroOcu-

loGram (EOG) artifact removal algorithm (He et al., 2004b) was applied on the data

to eliminate any eye blinking or eye movement artifacts. After this procedure, the

data were ready for analysis and classification.
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S3 S5 S6

Figure 5.5: Scalp map of the thresholded autocorrelation score of the channels for
subjects S3, S5, S6 performing short words imagery.

5.3 EEG Data Analysis

The aim of this section is to analyze the collected data and assess the level at

which they reflect brain activity corresponding to actual speech imagery and not some

other type of mental task or artifacts. In order to evaluate the data, three different

approaches were used. The first two were based on Common Spatial Patterns (CSP)

(Lotte et al., 2010), which have been used extensively in the literature in cases of

limb movement imagination (motor imagery). The last approach was based on the

examination of the autocorrelation of the signals and its characteristics.

In the first CSP approach (CSP Method 1), a classical binary CSP analysis was

performed. The first class was related to the general speech imagery task, i.e. there

was no distinction between the imagined sounds, while the second class was related

to a resting state. The resting state signals corresponded to the last 1.5s of each

trial (pause period) where the subjects were not performing any mental task. The

first 6 CSP patterns from this analysis for subject S3 for the case of short words

imagination are presented in Fig. 5.3. In this binary analysis, the first few and the

last few patterns correspond to the filters that increase the variance of the speech

imagery task and the resting state, respectively. Since the interest lies exclusively

on the speech imagery task (there is no merit in showing what patterns are elicited
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during rest), only the first patterns of the CSP analysis are shown in Fig. 5.3. The

first 6 of them were deemed enough to examine if the subjects activated the correct

brain regions during the trials.

In the second CSP approach (CSPMethod 2), a multi-class CSP algorithm (Grosse-

Wentrup and Buss, 2008) was applied in order to distinguish explicitly between the

different sounds during the speech imagery task. In this algorithm, an Independent

Component Analysis (ICA) was first performed in order to obtain orthogonal chan-

nels. Then, the channels were ranked based on their Mutual Information with the

corresponding labels from highest to lowest. In Fig. 5.4, the first 6 CSP patterns

for subject S3 during imagination of short words are shown. These patterns were

chosen because, according to the previous description of the applied method, they

contained the most information related to the correct discrimination of the different

speech imagery classes.

Based on the CSP patterns shown in Fig. 5.3 and 5.4, it can be concluded that the

brain activity during the experiments was located mainly on the left frontal, middle

and parietal sides of the brain which correspond to Broca’s area, the motor cortex

and Wernicke’s area. According to the related literature (Kim et al., 2014; Martin

et al., 2014, 2016), these areas are involved in speech production and recognition and,

thus, it can be proven that the detected activity is indeed related to speech imagery

and is not an exclusive product of an irrelevant mental task. This observation though

is more evident when applying the multi-class CSP approach (CSP1 - CSP5 in Fig.

5.4) compared to the binary CSP method (only evident in CSP3 and CSP6 in Fig.

5.3). In particular, the patterns CSP2 and CSP4 in Fig. 5.3 seem to relate more

to the visual cortex rather than any speech related areas. Nevertheless, this is to be

expected, since during the main trial a visual cue was presented to the users while in

the rest period the cue was absent. Thus, the CSP analysis just detected and showed
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that particular difference between the two phases of the experiment. However, this

visual stimulus is present in all trials across all classes. Therefore, its effect on the

actual classification procedure is negligible.

In order to further verify the above conclusions, an additional analysis based on

the autocorrelation of the signals was performed on each channel. In the experiments

the subjects were instructed to perform speech imagery at specific time intervals

defined by auditory cues at a certain rhythm. The basic premise is that this rhythm

should also be visible in the autocorrelation function of the signals. The channels

that exhibited such periodicity repeatedly across trials were detected by analyzing

the Fast Fourier Transform (FFT) of the autocorrelation function of each channel

and scoring those channels whose highest peak in the FFT was close to the frequency

of the auditory cue. The ones that were exhibiting such periodicity in 70 − 80% or

more of the trials (depending on the subject) were finally chosen. The chosen channels

for subjects S3, S5 and S6 are shown in 5.5. As it can be seen, this analysis also points

more towards the same areas of the brain as in the CSP methods discussed previously,

which solidifies the validity of the data and their relation to speech imagery.

It is worth mentioning that, among the three methods presented here, the binary

CSP provided the highest classification accuracy and was quite consistent in most of

the cases. It was also the simplest method as it was unsupervised in the implemen-

tation described in this work, i.e. all mental tasks were considered as one class, e.g.

involving speech imagery, instead of separated classes. The multi-class CSP occa-

sionally yielded better results than the first method, depending on the subjects and

conditions. Finally, selecting channels based on the autocorrelation method yielded

the least classification accuracy in our experiment. Hence, only the two CSP methods

were used in the subsequent analysis for the reduction of the EEG data dimensions.
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Figure 5.6: A diagram that describes the feature extraction and the classification
approach.

5.4 Feature Extraction and Classification Procedure

This section describes the feature extraction and classification method that is

applied on the clean data after the initial preprocessing. The procedure can be

separated into four main steps. In the first one, the data were further processed in

order to extract spatial and/or frequency information related to the speech imagery

task. The second step involved the extraction of low-level features that described

the underlying signals. Next, the high-level features were extracted from the signals

by computing their covariance and mapping them on a lower dimensional space. In

the final step, a classifier was trained and applied on the data through a number of

cross-validations. The method is shown in Fig. 5.6 and its details are given below.
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During the first step, a CSP algorithm was applied in order to reduce the di-

mension of the data and choose the most appropriate channels for classification. As

mentioned in the previous section, there were two CSP methods that were applied.

In the first case, a binary CSP approach was followed (CSP Method 1). The entire

dataset was divided into two classes. The first was related to the speech imagery

task and the second corresponded to a resting state. The regularized CSP method

provided by Lotte et al. (2010) was used to perform this binary CSP analysis. The

first few and the last few CSP filters were chosen for the subsequent processing. In

the second CSP approach, a multi-class CSP algorithm (Grosse-Wentrup and Buss,

2008) was applied (CSP Method 2) in order to distinguish between each individual

imagined sound or word. In this case, for reasons that were explained in Section 5.3,

only the first few CSP filters were chosen. In both cases, the number of CSP filters

varied between 6 to 12 depending on the subject.

Next, the CSP filters were applied to the raw data. Overlapping epochs that

corresponded to the speech imagery task were then extracted from each trial. At this

point, the low-level features were computed. This was performed in two ways in order

to assess which one was the most suitable. In the first case, the features corresponded

solely to the time domain data, i.e. the signal X ∈ ℜm×n, where m is the number

of channels, and n is the number of samples in one epoch. In the second case, a

Wavelet Transform (WT) was applied on each channel and the wavelet coefficients

of the signals were also extracted using the Morlet wavelet. The feature vector was

the concatenation of the channel index iChn, the time domain data, and the wavelet

coefficients of each channel, i.e. X ∈ ℜd×L, where d = nwc + 2, nwc is the number of

wavelet coefficients at one instant time sample, and L = nm. It is worth noticing that

although the variance of the channel index (diagonal element) was equal for all trials,

its correlation to other features (off diagonal elements) would vary among trials. This
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approach allowed the combination of both spatial and spectral information into one

structure.

After the successful extraction of the low-level features, the covariance matrix S

of the signal X for each extracted epoch was computed as follows:

S =
1

n− 1
XXT (5.1)

This step resulted in the mapping of the EEG signals into the Riemannian space.

Then, the resulting signal was remapped into the corresponding tangent space. At

first, the mean value of the covariance matrix C across a testing dataset was com-

puted. The tangent vector T was then computed through a normalization procedure

using C as:

T = logC S = log(C−1/2SC−1/2). (5.2)

The logarithm of the matrix A = C−1/2SC−1/2 was computed as:

log(A) = V log(Λ)VT = Vdiag([log(λ1), . . . , log(λn)])V
T (5.3)

where V contains the eigenvectors of A, λ1, . . . , λn are its eigenvalues and Λ⃗ is a

matrix that has the eigenvalues of A on its diagonal. The vector T represented

the high-level features of the signals that were later used for the final classification

procedure.

Finally, in order to properly assess the performance and validity of the approach, a

cross-validation procedure with 10 cross-validations for each subject and each speech

imagery type was adopted. In each case, the dataset containing the final high-level

features was randomly separated into a training set and a testing set. A Relevance

Vectors Machine (RVM) classifier was trained each time on the training set and later

tested on the testing set. For the CSP Method 2 (multi-class CSP algorithm), the

CSP filters were computed separately for each different training set. The results of

the cross-validation procedure are presented in the next section.
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5.5 Results
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The aim of this section is a) to compare the different types of speech imagery

(i.e. vowels, small words, long words, a short v.s. a long word) with respect to the

classification accuracy they can produce and b) to compare the two different types of

low-level features (i.e. time domain data v.s. the combination of time and frequency

domain information) as applied on the classification of a short v.s. a long word.

In order to evaluate the performance of the proposed method and to assess the

suitability of each different speech imagery type for BCI applications, a 10-fold cross-

validation procedure was performed. The training and testing sets were partitioned
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randomly from the dataset that contained the high-level features presented in the

previous section. In more detail, for short words and vowels, the data were classified

across 3 different classes with 90% (270 trials) of the dataset being used for training

and 10% (30 trials) for testing. For long words and the comparison between a short

and a long word, 80% (160 trials) of data were used for training and 20% (40 trials)

for testing.

For each case of speech imagery, a number of overlapping epochs was extracted

from each trial. More specifically, for short words and vowels, a segment of 4s was

extracted. The first 3s corresponded to the expected speech imagery. A period of

1s after that was further added in order to capture mental activity that the subject

might still be performing after the visual cue disappeared. The total 4s segment was

further divided into 3 epochs of 2s with a 1s overlap. For long words and the short-

vs-long word comparison, the total time segment was 4.5s per trial. This interval was

also divided into 3 epochs of 2s with a 1.25s overlap.

The number of CSP components was chosen empirically and it varied between 6

and 12 depending on the subjects and testing conditions. In most of the cases, the

binary CSP method (CSP Method 1) was used to select the channels. The multi-

class CSP approach (CSP Method 2) seemed to provide occasionally better results

when applied on the comparison between a short and a long word. In all cases,

multiple Gaussian kernels were used for the multi-class RVM classifier. The kernel

parameters were typically set to [0.1, 0.05, 0.025, 0.01, 0.005] with small adjustments

for each subject.

When classifying short words, vowels, and long words, incorporating frequency

information did not seem to provide any improvement, so that only the time domain

information was used to compute the Covariance matrix (Method 1). In contrast,

when classifying short v.s long words, using either one of the low level features pro-
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vided quite similarly high accuracy. Combination of the two features by simply con-

catenating the tangent vectors from two covariance matrices (Method 2) significantly

improved the results. This suggests that the difference in the complexity of the words

could create discriminative features across frequency bands. To extract the second

type of low level features, Morlet wavelet transform using the function cwt provided

by Matlab 2016b was used. The number of octaves and number of voices for Morlet

wavelet transform were set to 8 and 10 respectively, which yielded totally 80 (= 8×10)

scales. Only the scales in the range [8, 40] were used to construct the low level feature

vector, which in turn yielded the low level feature vector in the dimension of 35 (=

33 subands + 1 raw signal + 1 channel index). The highest accuracy in this case was

obtained by using the multi-class CSP algorithm with 6 CSP components.

The classification results of all cases are presented in Fig. 5.7 , which shows the

mean, minimum and maximum values for each subject participating in each group.

The two last groups represent the results of classifying a short v.s. a long word using

the first set of low level features (Method 1), and the combination between the two

kinds of features mentioned previously (Method 2). To compare the classification

accuracy between groups of different number of classes, the Kappa κ value is also

computed and is defined as:

κ = 1− 1− P%

1− C%
,

where P% is the prediction accuracy, and C% is the chance level, i.e. C% = 50% for

2 classes. The mean, minimum and maximum κ values for each subject participating

in each group are presented in Fig. 5.8. The averaged classification accuracies for all

subjects in each group are reported in Table 5.1, which are well above chance level.

75



Table 5.1: The mean ± standard deviation for the accuracy and the corresponding
Kappa Values for all subjects in each group of speech imagery.

Group Participants Accuracy (%) κ

Vowels
S4,S5,S8,S9,

48.6± 1.8 0.23
S11,S12,S13,S15

Short Words S1,S3,S4,S5,S8,S12 51.1± 4.6 0.27

Long Words S2,S3,S6,S7,S9,S11 67.1± 5.4 0.34

Short v.s. Long (Method 1) S1,S5,S8,S9,S10,S14 71.9± 8.8 0.44

Short v.s. Long (Method 2) S1,S5,S8,S9,S10,S14 80.1± 7.6 0.60

5.6 Conclusions

This chapter presented an investigation about the feasibility of speech imagery

in the case of BCI applications. The experimental procedure was comprehensive

and involved many different types of speech imagery, namely imagination of vowels,

short words, long words and the comparison between a short and a long word. A

classification method based on the computation of the covariance of the signals and

the Relevance Vector Machines classifier was proposed and it was proven to be very

successful achieving classification accuracies that in all cases were above the chance

level. In addition, the classified data were proven to represent brain activity that was

related to speech production and understanding (Section 5.3), while the subsequent

analysis and the classification results for each of the examined cases provided useful

insights about the proper use of speech imagery as user input to a BCI system. In

particular, there was a strong indication that the performance of the system would

greatly depend on the complexity of the used words rather than their meaning, which

means that a successful application of speech imagery would include words that have

different number of syllables with each other. As a result from the above, it can be
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concluded that the mental task of imagined speech has great potential as a tool for

BCI applications, while at the same time it can provide a viable alternative to the

motor imagery paradigm used in the previously reported results (Chapter 4) as well

as in other platforms found in the literature.
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Chapter 6

CONCLUSIONS

Robotic swarms can be used in many different applications, while their inherent

redundancy provides increased robustness against environmental disturbances and

system failures. In addition, the incorporation of the human element in the control

of robotic swarms could leverage the human intuition and cognition capabilities in

order to find solutions for extreme cases where an automated algorithm might fail to

respond in a timely manner. The main goals of this thesis were to investigate the

feasibility of BCI as a method of interaction with a robotic swarm and to propose

possible approaches and solutions for such a system.

At first, an investigation about the connection between observation of swarm col-

lective behaviors and brain activity was performed and showed that such a connection

might indeed exist. This result provided motivation for the next steps of this research.

At the same time, it proposed a different type of mental imagery that was related

directly to the control of swarm behaviors and could potentially lead to an intuitive

solution for this problem. Next, as a preliminary step towards the overall goal, a

hybrid BCI system that combined the input from the user’s brain and the input from

a game controller was proposed for the control of a small team of quadrotors. The

system was extensively tested on multiple subjects as well as on an actual quadrotor

platform and it was proved to be successful. The subjects were able to get acquainted

with the system and achieve high levels of accuracy in a small amount of time and

without any issues. This was very important considering that many systems require

lengthy training procedures until the users reach an acceptable level of control. Fi-

nally, speech imagery was proposed as an alternative to the motor imagery paradigm

used in many applications. This type of mental task could also provide a more intu-

itive approach for issuing commands to a swarm of agents using the brain, while, at
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the same time, it could allow the concurrent use of other devices that would require

hand motions.

Future research on this topic may include initially a more detailed investigation

on the correlation between swarm behaviors and brain activity. This would lead to

a better understanding of the mechanisms of human perception in a human-swarm

interaction case and possibly use it to define a new type of paradigm that is related

directly to control of swarms. Another direction could be the incorporation of speech

imagery tasks to the mental task vocabulary that a user can employ for BCI applica-

tion which would greatly increase the amount of DOF that could be controlled with

respect to a robotic swarm. In addition, adaptive methods could be applied in order

to expedite the training procedure and guarantee that the performance of the system

would not deteriorate over time.

Overall, the BCI field has potential of providing intuitive solutions for all types

of applications and the human-swarm interaction could be one of them. The present

work shows that there is great potential in this endeavor as well as a plethora of

solutions and options that someone can draw ideas from. Hopefully, this work will

set the necessary stepping stones towards the realization of Brain-Swarm Interfaces

(BSI) but also towards improvements of the existing HSI platforms.
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