
 

 

A New Atomistic Simulation Framework for Mechanochemical Reaction Analysis 

 

of Mechanophore Embedded Nanocomposites 

 

by 

 

Bonsung Koo 

 

 

 

 

 

A Dissertation Presented in Partial Fulfillment  

of the Requirements for the Degree  

Doctor of Philosophy  

 

 

 

 

 

 

 

 

 

 

Approved February 2017 by the 

Graduate Supervisory Committee:  

 

Aditi Chattopadhyay, Chair 

Lenore Dai 

Hanqing Jiang 

Yang Jiao 

John Rajadas 

 

 

 

 

 

 

 

 

 

 

ARIZONA STATE UNIVERSITY 

  

May 2017 



 

i 

ABSTRACT 

A hybrid molecular dynamics (MD) simulation framework is developed to emulate 

mechanochemical reaction of mechanophores in epoxy-based nanocomposites. Two 

different force fields, a classical force field and a bond order based force field are 

hybridized to mimic the experimental processes from specimen preparation to mechanical 

loading test. Ultra-violet photodimerization for mechanophore synthesis and epoxy curing 

for thermoset polymer generation are successfully simulated by developing a numerical 

covalent bond generation method using the classical force field within the framework. 

Mechanical loading tests to activate mechanophores are also virtually conducted by 

deforming the volume of a simulation unit cell. The unit cell deformation leads to covalent 

bond elongation and subsequent bond breakage, which is captured using the bond order 

based force field. The outcome of the virtual loading test is used for local work analysis, 

which enables a quantitative study of mechanophore activation. Through the local work 

analysis, the onset and evolution of mechanophore activation indicating damage initiation 

and propagation are estimated; ultimately, the mechanophore sensitivity to external stress 

is evaluated. The virtual loading tests also provide accurate estimations of mechanical 

properties such as elastic, shear, bulk modulus, yield strain/strength, and Poisson’s ratio of 

the system. Experimental studies are performed in conjunction with the simulation work to 

validate the hybrid MD simulation framework. Less than 2% error in estimations of glass 

transition temperature (Tg) is observed with experimentally measured Tgs by use of 

differential scanning calorimetry. Virtual loading tests successfully reproduce the stress-

strain curve capturing the effect of mechanophore inclusion on mechanical properties of 

epoxy polymer; comparable changes in Young’s modulus and yield strength are observed 
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in experiments and simulations. Early damage signal detection, which is identified in 

experiments by observing increased intensity before the yield strain, is captured in 

simulations by showing that the critical strain representing the onset of the mechanophore 

activation occurs before the estimated yield strain. It is anticipated that the experimentally 

validated hybrid MD framework presented in this dissertation will provide a low-cost 

alternative to additional experiments that are required for optimizing material design 

parameters to improve damage sensing capability and mechanical properties.  

In addition to the study of mechanochemical reaction analysis, an atomistic model of 

interphase in carbon fiber reinforced composites is developed. Physical entanglement 

between semi-crystalline carbon fiber surface and polymer matrix is captured by 

introducing voids in multiple graphene layers, which allow polymer matrix to intertwine 

with graphene layers. The hybrid MD framework is used with some modifications to 

estimate interphase properties that include the effect of the physical entanglement. The 

results are compared with existing carbon fiber surface models that assume that carbon 

fiber has a crystalline structure and hence are unable to capture the physical entanglement. 

Results indicate that the current model shows larger stress gradients across the material 

interphase. These large stress gradients increase the viscoplasticity and damage effects at 

the interphase. The results are important for improved prediction of the nonlinear response 

and damage evolution in composite materials.  
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CHAPTER 

1. INTRODUCTION 

1.1. Motivation and Background 

Polymer matrix composites (PMCs) are being increasingly used today for primary load 

carrying structures in industrial, civil, and military applications. PMCs have several 

advantages over traditional metallic structures, such as strength, lightweight, tailorable 

mechanical properties, and resistance to environmental effects [1]. However, PMCs 

present challenges in terms of the design, maintenance, and repair due to strong 

heterogeneity. Although the primary constituents in PMCs (such as fiber and matrix 

material) have been successfully characterized, the interphase region between fiber and the 

polymer matrix, on the other hand, is still not well-understood and can lead to complex 

material response [2].  

Damage detection is a particularly challenging problem in PMCs, which due to their 

heterogeneous structure, are susceptible to a wide range of failure mechanisms, such as 

matrix cracking, fiber failure, fiber pullout, and intra/interlaminar failure, thereby limiting 

their optimal potential as load bearing materials. As such, detection and quantification of 

damage in PMCs has become an important and highly fertile area of research. Several 

researchers have investigated the use of surface bonded or embedded transducers to detect 

in situ damage in PMC structures[3-6]. Sohn et al. [3] demonstrated a method to detect 

delamination in multilayer composites by combining two techniques, piezoelectric 

transducer (PZT) and laser Doppler vibrometer. Hiche et al. [4] used fiber Bragg grating 

(FBG) sensors with PZT in another study to locate low energy impact damage on PMC; 

here, PZT generates the waves and FBG sensors are used to capture the waves. The impact 
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damages were then identified by monitoring distortion in the propagated waves. In yet 

another study, a piezoelectric paint sensor was developed to detect damage precursors by 

checking voltage changes [5].  

The primary focus of the above studies, however, has been the development of sensors 

and sensing technologies suitable for macroscopic damage detection. However, detection 

of microscale damage, and, more important, understanding damage initiation and 

precursors remain a critical area of research. Since damage initiation typically occurs at the 

molecular level [7-9], there is a growing need for nanoscale sensing technologies that can 

offer valuable advantages in damage precursor detection. Carbon nanotube (CNT)-based 

membrane (also known as buckypaper) has been reported as a nanoscale strain sensor for 

composite materials [10]. CNTs have been used to detect damage initiation by measuring 

the change in electrical resistance of single-lap composite joint during the mechanical 

loading test [11]. However, the effect of CNTs’ type, distribution, alignment, and volume 

fraction on electrical resistance should be addressed clearly for practical usage. Recently, 

mechanophores or force-sensitive molecular units, have been developed, which can offer 

remarkable nanoscale damage detection capabilities [12-16]. When external mechanical 

loading is applied to mechanophores, the resulting deformation of the molecular structures 

of the mechanophores and subsequent change in the material property is manifested in the 

mechanophores’ change in color. A color change in the mechanophore-embedded 

nanocomposites can potentially indicate the initiation of damage in the system. Different 

types of mechanophores have been implemented experimentally and have demonstrated 

damage detection capability by emitting fluorescence during mechanical loading tests [12, 

13].  
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Despite the experimental implementation of the mechanophore embedded composites, 

there is still a strong need for developing physics-based models of these novel materials 

because existing spectroscopic techniques do not adequately capture the nanoscale 

phenomena. The development of such models to simulate the nanoscale material behavior 

is highly desirable to improve our understanding of both the mechanochemical reaction in 

the composites as well as the interaction between host material and mechanophores. An 

accurate physics-based model will not only help to optimize the design process, but also 

add to our seminal understanding of damage precursors and propagation in PMCs, as well 

as serve as an alternative to existing experimental limitations. 

The focus of this dissertation is to develop a molecular dynamics (MD) simulation 

framework that mimics the entire experimental process, from specimen synthesis to a range 

of experiments for analyzing material properties. This new framework will require accurate 

simulation of the mechanochemical reaction of mechanophores, along with an epoxy 

curing process and nanoscale damage initiation/evolution, in conjunction with covalent 

bond breakage. To develop the framework, two different mechanophores, cyclobutane- and 

anthracene-based mechanophores are used. These mechanophores are synthesized and 

incorporated experimentally into an epoxy-based thermoset polymer matrix, and then are 

modeled and simulated in this work using the MD method. Material properties, such as 

thermal and mechanical response, are analyzed using a range of assessment tools, including 

differential scanning calorimetry (DSC), dynamic mechanical analyzer (DMA), and 

mechanical load frame. The experimental results are also used to validate the modeling and 

simulation methodology. In addition to the mechanophore embedded nanocomposite 

model, a molecular model of fiber/matrix interphase is developed to capture the dynamic 



 

4 

behavior of the interphase region of PMCs by extending the MD simulation framework. 

The physics-based molecular model of fiber/matrix is expected to provide reasonable 

estimations of the material responses of the interphase region, which is critical to 

understanding damage initiation and propagation in the composites. Existing studies 

related to mechanophores, both experimental and computational, are discussed in the 

following sections. 

 

1.1.1. Mechanophores 

Mechanophores are molecular units that respond to an external force by emitting 

fluorescence from deformed molecules resulting from their covalent bond breakage. A 

natural application of these materials, therefore, is in structural health monitoring, with 

emphasis on understanding damage initiation. The covalent bond breakage at the nanoscale 

activates the mechanophores, resulting in a fluorescent emission, which can be used as an 

indication of impending material failure prior to damage propagation to the higher length 

scales. Crenshaw et al. [17] studied a mechanophore which has a unique activation 

mechanism wherein it is not activated by covalent bond breakage, but rather changes color 

due to the electronic distribution between dye molecules. This type of mechanophore 

depends on changes in physical molecular packing modes, and can be used as strain sensors. 

In the same study, Crenshaw and co-workers also demonstrated that tensile loading can 

lead to substantial changes in the molecular packing, resulting in changes in luminescent 

properties in the mixture of linear low-density polyethylene (LLDPE) and two dye 

molecules, (1,4-bis(R-cyano-4-methoxystyryl)-2,5-dimethoxybenzene (BCMDB) and 1,4-

bis(R-cyano-4-meth- oxystyryl)benzene (BCMB): two mixtures, LLDPE/BCMDB and 
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LLDPE/BCMB. Figure 1.1 shows the fluorescent emission from these mechanophores 

under excitation with ultraviolet (UV) light of a wavelength of 365 nm. However, these 

mechanophores cannot be considered good candidates for sensing damage growth in PMCs 

since their activation mechanism does not require covalent bond breakage. 

 

 

 

 

In the literature, there are examples of mechanophores that have been activated by 

covalent bond breakage, and as such, are suitable as crack sensors for composite structures. 

Chen et al. [18] showed luminescence at very low stress level using polymers that 

incorporated the bis(adamantly)-1,2-dioxetanes mechanophore unit as a way to convert 

mechanical energy into optical energy by opening the dioxetane ring. As shown in Figure 

1.2, the molecular structure of the mechanophore is seen to change, followed by a change 

in color as the specimen deforms. Since the luminescence color can be changed by suitable 

acceptors with different wavelengths, this mechanophore can be a potentially effective 

 
 

(a) (b) 

Figure 1.1. (a) Picture of LLDPE with BCMB (top) / BCMDB (Bottom) and (b) 

Chemical Structure of Dye Molecules[17]. 
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stress or strain range indicator. However, in Chen’s study, the luminescence was seen to 

fade away quickly, thus limiting the observation time, and in turn restricting its capabilities 

in damage sensing applications. 

 

 

 

 

Pyran-based mechanophores, such as spiropyrans, spirooxazines, and naphthopyrans 

that change color when light conditions change, have also been studied in several works 

[19-21]. Although the pyran-based mechanophores have exhibited molecular 

transformations by changing from a colorless form to a colored form due to 

 
Figure 1.2. Mechanically Induced Decomposition of a Polymeric 1-2 Bis(Adamantyl) 

Dioxetane and Color Spectrum According to the Deformed Molecular Structure 

During Mechanical Loading Test [18]. 
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photodegradation of a specific functional group, they are considered inadequate for sensing 

and detecting mechanically induced damage. In a recent study, Davis et al. [14] grafted 

spiropyran molecules to thermoplastic polymer chains, which act as force sensors in 

response to the external mechanical loading, thus successfully developing mechanically 

activated spiropyran molecules. Fluorescence emission was observed with the application 

of tensile loading to the spiropyran embedded thermoplastic polymer. During the 

mechanical loading test, the transferred local force was observed to induce oxygen-carbon 

covalent bond dissociation, which transforms colorless spiropyran into colored 

merocyanine, as shown in Figure 1.3. Since fluorescence from merocyanine is visible to 

the naked eye, researchers have used it in various elastomeric or thermoplastic polymer 

systems such as poly(methyl methacrylate) (PMMA) [22], and poly(dimethylsiloxane) 

(PDMS) [23]. However, to observe fluorescence from merocyanine, the spiropyran-based 

mechanophore polymers need large deformations (> 200 % strain), which is well beyond 

yield strain, making the system infeasible for damage precursor detection. 
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Cycloalkane-based mechanophores developed through UV photodimerization have 

also been explored for damage sensing applications. Cyclobutane rings formed from 

cycloaddition of the cinnamoyl groups can act as mechanophore units. The cyclobutane 

ring reverts back to monomeric fluorescent cinnamoyl group after damage occurs in the 

polymeric system (see Figure 1.4 [16, 24, 25]). The strained cyclobutane ring structure is 

used as mechanophores to produce a mendable poly(butylene adipate) network through 

functionalization with cinnamoyl groups [26] and to quantify the effect of acoustic 

stimulations on the mechanophore activation using monocyano and dicyano-substituted 

cyclobutanes [27, 28].  

 
 Figure 1.3. (a) Accumulation of Plastic Strain and Relative Change in Green 

Intensity for Two Samples: One with Spiropyran and the Other One without, 

(b) Optical Images of the Sample with Spiropyran After the Loading Cycles 

Indicated in Inset a, and (c) Schematic of a Hypothesized Conversion 

Between the Colourless Spiropyran and Coloured Merocyanine Forms [14].  
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Anthracene, consisting of three fused benzene rings, has been also a commonly used 

as a fluorescent component to quantify the extent of mechanical damage by emitting 

fluorescence in quartz [29, 30]. Under the UV light, anthracene derivatives can be 

photodimerized into several different structures, for example, some for self-healing [31] 

and others for shape memory applications [32]. In a few recent studies, anthracene 

molecules have been used as damage precursors as they have significantly higher absolute 

fluorescence quantum yield compared to other mechanophores, which brings the 

excitation/emission to longer wavelengths, and thus enables visible light emission [33]. 

Two cyclooctane-based polymers, dimerized from poly(9-anthraldehyde) and poly(9-

anthracenecarboxylic acid), have been successfully utilized as crack sensors in poly(vinyl 

alcohol) coatings, as seen in Figure 1.6 [15].  

 

 

 

Figure 1.4. Schematic Showing Polymerized Cyclobutane Mechanophores Before an 

Applied Force/Crack (Left), Reversion to Fluorescent Cinnamoyl Groups along 

Damaged Area/Crack (Right), and Healing to the Left Image under UV Light [16, 25].  
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It is worth noting that the previously mentioned work on spiropyran, cyclobutane, and 

anthracene as mechanophores involves thin films, elastomeric, or thermoplastic matrices; 

in other words, there has been limited study of mechanophores within thermoset polymer 

systems and engineering composites such as PMCs [34-36]. Additionally, the damage 

precursor or early damage signal detection capability of mechanophores, critical to 

determining the course of maintenance before catastrophic failure occurs, has not been 

addressed successfully in these works. For early damage detection, it is important to detect 

the anomaly in the system (structure) before the yield point. Therefore, mechanophores 

that undergo covalent bond breakage before the yield point are considered more 

appropriate for the damage precursor detection scenario in which the molecular 

deformation due to external mechanical loading can be hypothesized to represent 

impending material damage.  

In this work, cycloalkane-based mechanophores, activated via cycloreversion upon 

damage to yield fluorescent signals are the chosen damage sensors. As part of the first stage 

of this research, experiments were conducted focused on incorporating cyclobutane-based 

 
Figure 1.5. Schematic of Crack Sensor Activation Mechanism using Anthracene-

Based Mechanophore [15]. 
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mechanophore into epoxy-based thermoset polymer. The cyclobutane-based 

mechanophore, a tris(cinnamoyloxymethyl) ethane (TCE) polymer, was formed by UV 

dimerization, transforming cinnamoyl groups into the cyclobutane rings [12]. The 

fluorescent signals achieved in this cyclobutane-based mechanophore occurred after the 

yield point. Thus, another mechanophore, dimeric (9-anthracene carboxylic acid) (Di-AC) 

was developed and synthesized within epoxy composites [13]. The use of Di-AC allowed 

for damage precursor detection, as this mechanophore exhibits over 10 times the absolute 

fluorescence quantum yield compared to the cyclobutane-based mechanophore due to the 

three conjugated benzene rings [15]. The quantum yield can be used to quantify the amount 

of damage in the system. The experimental results are used to validate and further refine 

the model and methodology of the developed simulation framework. 

 

1.1.2. Modeling of Mechanophore Embedded Nanocomposites 

New nanomaterial manufacturing and synthesis techniques are the primary drivers of 

innovation in the nanotechnology field. Currently, nanotechnology advances are being 

further accelerated by use of a broad array of computational techniques (e.g., quantum 

mechanics-based methods, molecular-based simulation methods, and coarse-grained 

modeling), particularly since the design and development of these novel materials require 

a comprehensive understanding of intermolecular/intramolecular interactions, which 

cannot be fully attained through experiments alone [37]. Mechanophores have been 

incorporated into various polymers to impart self-sensing capability to the polymers using 

novel photosynthesis-based manufacturing techniques; however, characterizations of 

individual constituents and interactions between different phases in these nanocomposites 
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have yet to be addressed successfully. This is primarily due to the fact that small-scale 

phenomena are extremely difficult to capture in experiments, and atomistic scale 

simulation methods, such as MD, are required to effectively capture the 

intermolecular/interatomic interactions. Li and co-workers [38] performed MD simulations 

for graphene embedded nanocomposites to investigate the effect of graphene layer 

alignment on mechanical property improvement. Zhu et al. [39] performed MD simulations 

on a unit cell consisting of a single wall carbon nanotube and epoxy-based thermoset to 

estimate the stress-strain relation. Subramanian and Rai [40, 41] investigated the effect of 

polymer-nanotube chemical bonding on critical load transfer from CNT to polymer matrix 

using MD simulations.  

Unlike graphene or CNT embedded nanocomposites, the existing literature on the 

modeling of mechanophore embedded nanocomposites is very sparse. The spiropyran-

embedded thermoplastic polymer model was developed by Silberstein et al. [42] to analyze 

local force distribution and mechanophore activation. A three-prong method that included 

use of quantum theory, a traditional MD simulation, and a finite element approach, was 

used to analyze the kinetics of the spiropyran, the local force distribution on the molecules, 

and the macroscopic stress in the polymer specimen, respectively. Estimation of local 

forces applied to spiropyran in the thermoplastic matrix using a classical force-field was 

conducted by Dreiding [43]. A reference force, required for transforming the spiropyran to 

the merocyanine, was calculated using the quantum theory-based method. The 

mechanophore activation was observed when the estimated local force exceeded the 

reference force during virtual deformation tests.  
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While the method proposed by Silberstein et al. represents a pioneering modeling effort 

for mechanophore-embedded nanocomposites, it has several limitations that need to be 

addressed to improve the reliability of the local force analysis. For example, in Silberstein’s 

study, the traditional MD method using classical force-fields was used. This approach is 

limited to the study of a system around its equilibrium state [44-47]; therefore, it is not 

appropriate for investigating plastic deformation pertaining to covalent bond dissociation, 

which occurs away from the equilibrium state. Figure 1.6 illustrates this issue and shows 

that the force in the backbone steadily increases with strain, which is not physically 

meaningful. Additionally, the force does not become zero even at large values of strain 

(100% strain). Since external forces propagate through a polymer network during the 

deformation test and the network might be disconnected due to covalent bond dissociation, 

local force applied on the mechanophore will vary as the polymer network deforms. Hence, 

capturing covalent bond dissociation during the virtual deformation test is critical for 

accurate estimation of local force. In addition, the molecular nanocomposite model of the 

matrix was a simplified one in the Silberstein et al. study since it did not include spiropyran 

molecules and only considered PMMA as thermoplastic backbone and ethylene glycol 

dimethylacrylate (EGDMA) as a crosslinker.  

It is important to note that the experimental system used in Silberstein et al. consisted 

of PMMA, EGDMA, and spiropyran. The local force information for mechanophore 

activation was not estimated from the spiropyran, but rather from the crosslinker 

(EGDMA). Therefore, it is necessary to develop a simulation framework incorporating a 

special force-field, capable of capturing covalent bond dissociation, and an accurate 

method for constructing realistic molecular model of the experimental process. 
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Figure 1.6. Local Force vs. Shear Strain for the Crosslinks and Backbone 

Including Result of Function Used to Convert Stress to Local Force [42]. 

 

 

1.1.3. Atomistic Virtual Loading Test  

There is a critical need for nanoscale damage models that capture atomistic level 

damage such as covalent bond breakage and molecular sliding under mechanical loading 

[48-50]. Since the mechanophore is activated by the covalent bond breakage, a study of its 

damage model must also involve close observation of the mechanochemical reactions that 

take place. A significant amount of research, both modeling and experiments, has been 

reported addressing damage and damage evolution in composites at the microscale and the 

macroscale.  As classic homogenization method [51] using a single-fiber representative 

volume element (RVE), was extended by Asp et al. [52] to explore damage initiation and 

evolution in composite materials by investigating the location of the maximum dilatational 
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energy density in the matrix. Trias et al. [53] developed a model using a statistical 

representative volume element (SRVE) to describe material behaviors accurately. Trias’s 

model was extended to predict the intralaminar fracture [54-56]. To estimate the 

macroscopic damage response from the micromechanics damage model, Raghavan and 

Ghosh [57] developed a continuum damage mechanics method using the asymptotic 

homogenization method [58]. In addition to modeling work, several experiments have been 

performed with X-ray radiography [59-61] and thermography [62, 63] to detect damage in 

carbon fiber composites. However, the phenomena occurring at the nanoscale, specifically, 

the intra/intermolecular interactions in the nanocomposites under mechanical loading, 

which is necessary to fully investigate the capabilities of nanoscale sensing techniques, 

have not been fully explored. This can be attributed to the complexities in developing a 

realistic molecular model as well as the computational expense. Experimental validation 

of such information also is limited by the resolution/sensitivity of existing experimental 

tools.  

A number of MD studies are available in the literature that focuses on performing 

deformation simulations to estimate mechanical response of epoxy-based nanocomposites 

[64-74]. Li and Strachan [65], for example, estimated mechanical properties, such as 

tensile/shear/bulk moduli of the epoxy polymer (resin DGEBF (Di-Glycidyl Ether of 

Bisphenol F) and hardeners DETDA (Di-Ethyl Toluene Di-Amine)). Figure 1.7 shows the 

estimated stress-strain curves and calculated Young’s moduli therefrom. In another study, 

Strachan and co-workers used the MD method to predict mechanical response to cyclic 

loading using DGEBF and 33DDS (3,3 Diamino Diphenyl Sulfone) [66]. Valavala et al. 
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[67] and Bandyopadhyay et al. [68] studied the effect of epoxy conversion degree on 

mechanical properties of the same epoxy matrix.  

 

 

 

The MD studies mentioned above, however, were all performed with classical force 

fields, and as such, the plastic deformation leading to damage initiation and propagation 

has yet to be captured successfully. To overcome this limitation, several MD simulation 

techniques have been developed. In early studies, for example, researchers sought to 

modify the finitely extensible nonlinear elastic (FENE) force-field [75-78] to yield a 

quartic bond potential that could enable studying covalent bond dissociation. Moller et al. 

[79] recently developed an approach for capturing covalent bond dissociation. Their 

method involved using classical force fields to monitor the covalent bond length during 

 
Figure 1.7. Predicted Stress-Strain Curve under the Tensile Loading [64]. 
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mechanical deformation. If the bond length went beyond a specific threshold, then it was 

eliminated and the information was deleted from the system database during the virtual 

deformation test.  

While the above two approaches (modified FENE and Moller’s approach) capture 

fracture behavior successfully, a large deformation (>100% strain) is required to observe 

this failure, as shown in Figure 1.8. Such a deformation is not realistic since material failure 

of epoxy polymeric systems appears at smaller strains (<10% strain) [48-50]. Therefore, it 

is necessary to develop a method capable of accurately describing plastic deformation in 

an amorphous thermoset polymer system and with the application of mechanical load.  

 

 

Figure 1.8. Stress–Strain Curve Estimation. Symbols Indicate the Type of Bond 

Broken and the Strain at Which They Occurred [79]. 
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1.1.4. Atomistic Modeling of Fiber/Matrix Interphase 

There is a considerable body of research that shows fiber/matrix interphase in PMCs 

as critical to the performance of the composite system. However, the ability to characterize 

this interphase region through testing is significantly limited due to its associated length 

scale; therefore, measuring interphase properties and estimating their impact on the 

composite structural response and damage is challenging [80]. Several modeling efforts 

have been reported based on indirect observation of the composite behavior. Reifsnider 

[81] developed a micromechanical strength model that investigated the effect of the 

interphase region on the strength and life of the composites. Asp et al. [82] assumed 

symmetric and periodic conditions to model a quarter of the fiber in a polymer matrix while 

studying the effects of interphase thickness on the response. The authors also used finite 

element analysis (FEA) to conduct a parametric study of various interphase properties. 

Souza et al. [83] developed a multiscale FEA model incorporating viscoelasticity in the 

micromechanics and a cohesive zone law representing the interphase to determine the 

effect of damage under impact loading. FEA has also been used to model representative 

volume elements (RVEs) consisting of multiple fibers with the interphase represented 

using bilinear cohesive laws [84, 85].  

Although the above-mentioned studies have employed interfacial laws to account for 

the fiber/matrix interaction, these microscale interfacial laws were based on larger scale 

coupon testing, with assumptions/hypotheses that have latent uncertainties. In order to 

improve the interphase modeling study, some experimental efforts have been made with 

single fiber specimen test [86-88]. The Broutman test, for example, was originally designed 

to measure the interphase transverse tensile strength for glass fiber PMCs [87]. This 



 

19 

method, which has now been extended to carbon fiber PMCs (Figure 1.9 [88]), calculates 

the transverse tensile strength using the difference in Poisson’s ratios between the fiber and 

polymer matrix under a compressive loading condition. However, the transverse modulus 

is difficult to obtain due to the challenge in extracting strain information of the interphase 

region. Although these experimental studies have the capability to estimate the interphase 

properties, the indirect method of estimation involves uncertainty propagation, which 

cannot be addressed by current experimental techniques.  

 

 

 
Figure 1.9. Stress Components in the Broutman Specimen [88]. 
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To overcome the nanoscale experimental limitations, several computational methods 

have been introduced for estimating the molecular scale properties of composites. They 

include ab-initio quantum chemistry, density functional theory (DFT), and a range of MD 

methods [69-72, 89-91]. Hadden et al. [89] used a generalized method of cells to integrate 

MD generated properties of graphene nanoplatelets in epoxy within a multiscale model. 

Jiang et al. [90] modeled the macroscopic behavior of CNT-reinforced nanocomposites 

using a form of the rule of mixtures. In their work, the interphase between the polymer 

matrix and a CNT is modeled as a wavy surface and a cohesive stress law is formulated 

based on the Lennard-Jones potential (non-bonded potential). Mousavi et al. [91] studied 

the elastic regime of CNT/polymer composites by using a coarse-grained model, which 

allowed the scaling of crosslinking and molecular interactions to larger length scales. In 

these molecular modeling methods, carbon fiber is often approximated as graphene or CNT 

so that the number of atoms needed to fully represent the fiber is reduced. Zhang et al. [85] 

estimated the mechanical properties of a carbon fiber/polymer interphase by representing 

the fiber as multiple layers of graphene and constructing a cohesive law using the van der 

Waals interactions between the constituents (Figure 1.10). Most of these molecular 

interphase models are formulated using only the Lennard-Jones potential, which does not 

account for mechanical entanglements or covalent bond within the constituents. In addition, 

graphene and CNTs are crystalline structures, whereas carbon fiber is semi-crystalline with 

chains of carbon atoms randomly folded and/or interlocked together [92-95]. Due to the 

complexity of the carbon fiber, CNT and graphene molecular models cannot represent 

carbon fiber correctly. It is critical, therefore, to develop a new carbon fiber surface model 

to accurately capture elastic and plastic behavior in the interphase region. In this 
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dissertation, the representation of the semi-crystalline carbon fiber surface has been 

explored using stacked graphene layers with void. 

 

 
Figure 1.10. Schematic Diagram of Molecular Simulation of the Interface 

Between Carbon Fiber and Epoxy [85]. 

 

 

1.2. Objectives 

The primary objective of this research is to accurately model mechanochemical 

reactions of mechanophores and to develop atomistic simulation methodologies for 

effectively emulating mechanophore activation and estimating material properties of 

mechanophore embedded nanocomposites. A fiber/matrix interphase model is also 

developed by extending the existing molecular modeling technique. The matrix/fiber 

interphase study is fundamental to understanding the effects of the interphase on the PMC 

response and developing rigorous multiscale damage evolution laws that span the relevant 

length scales. Physics-based model developments are steered by a closed-loop design and 
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validation plan that incorporates both experimental and computational modeling 

approaches as shown in Figure 1.11. Following are the specific goals of the current research. 

 

(1) Modeling of Epoxy-based Thermoset 

A molecular model of the thermoset polymer matrix based on epoxy curing process is 

developed first. Since the activation of the mechanophore is governed by the interaction 

among the mechanophores and the host material surrounding it, developing a realistic 

model of the host materials is essential for reliable simulations. In order to allow both 

random distribution of molecules and stochastic covalent bond generation features with 

meaningful assumptions (for example, cutoff distance ≈ van der Waals radii) in the 

simulation of epoxy network generation, a numerical covalent bond generation method 

between epoxy resin and hardener (also known as crosslinker) is developed. A standard 

procedure for running the MD simulation for the epoxy system needs to be established and 

experimentally validated. Next, a molecular model of the mechanophore embedded 

nanocomposites is developed by incorporating mechanophore molecules into the epoxy-

based polymer model. Using this nanocomposite model, the interaction between two 

different constituents (epoxy matrix and mechanophore) and the effect of the constituent 

parameters on mechanochemical responses, including mechanical/thermal properties and 

mechanophore activation sensitivity, is investigated.  

 

(2) Mechanophore Reaction Simulations 

An appropriate atomistic simulation methodology that captures mechanophore reaction 

entailing covalent bond breakage simulations is developed. Traditional MD simulations are 
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suitable for molecular conformational studies, which analyze the system around 

equilibrium state. Bond breakage, however, occurs away from the equilibrium state. 

Quantum mechanics (QM)-based method can account for the chemical reactions including 

covalent bond breakage and covalent bond formation; however, QM-based methods are 

not applicable for a large size system, which is necessary for this study since 

nanocomposites are bulk polymer systems. A combination of both MD-based method and 

QM-based methods, therefore, are employed in this research wherein actual physical 

parameters activating the mechanophore in the nanocomposites are investigated. This 

aspect of the research will aid in understanding mechanophore activation mechanisms as 

well as the ability to optimize the performance of the self-sensing polymer.  

 

(3) Development of Nanoscale Damage Model 

Current MD simulation methods to emulate mechanical loading test for epoxy-based 

thermoset do not capture bond breakage at lower strains in the stress-strain curve as 

mentioned previously in the section 0. Unlike experimental observations, the estimated 

stress-strain curve of epoxy-based thermoset shows ductile behavior and demonstrates 

covalent bond breakage at unrealistically high strain. This limitation in current MD 

simulation methods must be addressed to improve the reliability of the MD approaches. A 

few MD and QM-based methods have been developed to simulate the covalent bond 

dissociation during single molecular deformation; however, a method to capture the bond 

breakage during the nanocomposite (bulk system) deformation has not been established 

correctly. In this dissertation, the limitations of the current methods are identified through 

exhaustive simulations with various parameters such as temperatures, strain rates, 
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boundary conditions, force fields, etc. From the simulations, hypotheses to resolve the 

limitations are proposed.  

 

(4) Development of Fiber/Matrix Interphase Model 

A methodology to model the interphase between the fiber and matrix using MD 

simulation is developed to provide meaningful estimation of interphase properties and 

understanding of the nanoscale damage process. Existing models that adopt the ‘perfect 

bonding’ or ‘non-bonded’ assumption between the fiber and the matrix cannot account for 

the semi-crystalline structure of carbon fiber surface that can be physically entangled with 

the polymer matrix. The models that assume ‘perfect bonding’ overestimate the mechanical 

properties of the interphase relative to experiments and the models based on the ‘non-

bonded’ assumption underestimate the properties [96-99]. In this dissertation a more 

accurate interphase model is developed to estimate damage initiation of PMCs. Although 

the methodology presented is applicable to any interphase system, the focus of this study 

is on the interphase between carbon fiber and thermoset matrix.  
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1.3. Outline of the Dissertation 

This dissertation is organized as follows: 

Chapter 2 introduces a new atomistic scale simulation framework that can capture 

mechanochemical reaction of mechanophores in an epoxy-based thermoset matrix. The 

purpose of this framework development is to create a realistic model that can generate 

physically meaningful output. The framework includes four essential elements to achieve 

this goal: i) modeling of epoxy-based thermoset polymer and UV dimerized 

 

Figure 1.11. Flowchart for Closed Loop Validation by Connecting Experimental Results 

and Simulation. 
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mechanophores; ii) simulation of covalent bond dissociation; iii) emulation of mechanical 

loading tests; iv) analysis of force and energy distribution in the nanocomposites. Detailed 

descriptions of methodology for each element will be provided for users to reproduce the 

outputs. 

Chapter 3 presents experimental validation of the framework. Material properties 

including glass transition temperature (Tg), fluorescence intensity of activated 

mechanophore, elastic modulus, and yield strength are predicted using the framework, and 

are measured experimentally using DSC, fluorescence microscope, and uniaxial load 

frames, respectively. Effectiveness of the framework is evaluated by comparing 

experimental results against simulation results.  

Chapter 4 discusses a new MD model and simulation methodology to simulate damage 

initiation and propagation in epoxy-based thermoset polymer at the nanoscale. Two 

requirements are introduced: i) employing a special force-field capable of capturing 

chemical reaction, especially bond dissociation; ii) reducing molecular thermal vibration 

during the nanoscale deformation test. A quasi-continuum method that meets the two 

requirements is demonstrated. An alternative for improving computational efficiency over 

the quasi-continuum method is also introduced.  

Chapter 5 presents a molecular interphase model capable of capturing physical 

coupling between carbon fiber and thermoset polymer matrix. A computational method 

transforming graphene layers into a molecular model representing semi-crystalline carbon 

fiber surface is introduced. A simulation procedure to make the interphase model by 

entangling the transformed graphene layers with epoxy polymer is demonstrated. Using 

this interphase model, the elastic/plastic material responses of the interphase region is 
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predicted. Various existing interphase models are introduced to compare with the proposed 

interphase model. 

Chapter 6 summarizes the research reported in this dissertation and highlights its main 

contributions and findings. Potential areas and recommendations for future research work 

are also discussed at the end of the chapter. 
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CHAPTER 

2. A HYBRID MOLECULAR DYNAMICS SIMULATION FRAMEWORK 

2.1. Introduction 

In the late 1950s, Alder et al. [100] first used molecular dynamics (MD) to demonstrate 

evidence of phase transition between liquid and solid states (also known as ‘first-order 

phase transition’) in a system of hard spheres. Kirkwood et al. [101] predicted phase 

transition based on an approximated theoretical analysis prior to conducting a 

computational study, even though this was not widely accepted due to a lack of rigorous 

theoretical work. Alder’s simulation work, however, had in essence successfully validated 

Kirkwood’s theoretical hypothesis. After these two historically significant studies, 

atomistic simulation methodologies have attracted considerable attention as a method 

capable of estimating material responses, especially in cases where experimental 

approaches are not feasible. Currently, atomistic simulation techniques are generally used 

in many fields, including physics, chemistry, material science, biophysics, structural 

biology, and pharmaceutics.  

Three atomistic simulation methods, in particular, have gained popularity in materials 

science research: Monte Carlo (MC), molecular mechanics (MM), and molecular dynamics 

(MD). The MC atomistic simulation method was developed by Metropolis et al. [102] in 

the early 1950s. This method was the first atomic simulation performed on the MANIAC 

(Mathematical Analyzer, Numerical Integrator, and Computer) using a computer-

generated random number. Since this random number decides the next trajectory of the 

atoms, it is useful in low density systems with multiple energy minima; however, it has no 

dynamics information of molecules of constituents. This method depends on the randomly 
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generated value for the system evolution; it is not relevant for a system whose dynamics 

has not been well defined. 

MM was developed to analyze stereochemical conformation of a molecular system 

using the potential energy calculated by a set of parameters and functional forms (also 

known as ‘force-field’) obtained by quantum chemistry and experiments. The MM method 

is especially useful for the study of equilibrium geometry of the system as well as potential 

energy surface as a function of the molecular structure/geometry. However, MM is not 

appropriate for a system at the high temperature (> 0 K) inducing thermal vibration and 

molecular mobility. Therefore, MD has been devised to analyze intermolecular interaction 

by calculating the potential energy at every time step using the force-field. The historical 

work mentioned at the beginning of this section was performed by the MD method using 

the Lennard-Jones (LJ, non-bonded) potential, which is a mathematical functional form for 

van der Waals interaction among atoms in the system. Since the MD method evaluates 

system evolution using Newton’s second law of motion, unlike the MC and MM methods 

MD can hold dynamical information accurately, which allows capture of the phase 

transition due to temperature variation.  

In this dissertation, the MD method is employed to establish the atomistic scale 

simulation framework. The traditional MD method that uses the classical force-fields is 

very effective in conformational studies of molecules; however, traditional MD itself has 

limitations in capturing all the mechanochemical reaction phenomena of interest. Although 

the traditional MD method is implemented within the proposed framework for the 

conformational study, appropriate force-fields to capture particular phenomena (non-
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equilibrium state) have to be added, relevant methodologies developed, and effective data 

analysis methods incorporated into the framework.  

In this chapter, the basic theory of MD algorithm is discussed first as a preliminary 

study. Next, the four essential elements of the framework which are mentioned in the 

introduction are elaborated.  

2.2. Traditional Molecular Dynamics 

The MD simulation algorithm is based on Newton’s motion equation (the number of 

atoms: N) and the force is determined by negative spatial gradient of potential energy (V),  

Using Taylor expansion, the position vectors of atoms are reduced to,  

Substituting Equations 2.1 into 2.2, acceleration at t +∆t is obtained,   

After applying Euler’s method to the velocity, acceleration at t is expressed as 

Using the midpoint method, Equation 2.4 can be modified to  

Since the right-hand side of the Equation 2.5 can be considered as the average acceleration,  

𝑚𝑖

𝜕2𝒙𝑖

𝜕𝑡2
= 𝑭𝑖 = −

𝜕𝑉

𝜕𝒙𝑖
, 𝑖 = 1…𝑁. ( 2.1 ) 

𝒙𝑖(𝑡 + ∆𝑡) = 𝒙(𝑡) +
�̇�𝑖(𝑡)∆𝑡

1!
+ 

�̈�𝑖(𝑡)∆𝑡2

2!
+ 𝑂(∆𝑡3). ( 2.2 ) 

�̈�𝑖(𝑡 + ∆𝑡) = −
1

𝑚𝑖

𝜕𝑉(𝒙𝑖(𝑡 + ∆𝑡))

𝜕𝒙𝑖
, 𝑖 = 1…𝑁. ( 2.3 ) 

�̇�𝑖(𝑡 + ∆𝑡) − �̇�(𝑡)

∆𝑡
= �̈�𝑖(𝑡). ( 2.4 ) 

�̇�𝑖(𝑡 + ∆𝑡) − �̇�(𝑡)

∆𝑡
= �̈�𝑖 (𝑡 +

∆𝑡

2
). ( 2.5 ) 

�̈�𝑖 (𝑡 +
∆𝑡

2
) =

�̈�𝑖(𝑡 + ∆𝑡) + �̈�(𝑡)

2
. ( 2.6 ) 
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The left-hand side of Equation 2.5 and the right-hand side of Equation 2.6 reduce to: 

Using the position at t and acceleration at t and t +∆t, velocity at t +∆t will be calculated 

by  

Using this method (also known as the velocity-Verlet algorithm [103]), the states of atoms 

at t +∆t  such as acceleration, velocity, and position can be obtained. Through the 

evaluation of motion of atoms and molecules in the system, dynamic response of the 

molecular system is captured precisely. In order to use discrete MD simulations to estimate 

continuum material responses representing experimental measurements, statistical 

mechanics – a theory of calculating macroscopic thermodynamic properties from 

microscopic simulations, is introduced.  

In statistical mechanics, averages are defined as ‘ensemble’ averages. Ensemble means 

a collection of possible systems that have different microscopic states but have an identical 

macroscopic state; hence, the ensemble averages enable the representation of macroscopic 

properties. In MD, the ensemble average can be calculated in two ways under the 

assumption that the system is in equilibrium state: 1) integrate time and spatial averages 

using a set of short trajectories that are initiated from an equilibrium state of each system 

and run for the same period of simulation time; 2) calculate time average using a single 

very long trajectory that has passed through all possible states. Although the first method 

is in complete accord with the definition of ensemble average, making a set to include all 

possible states is extremely difficult, whereas the second method is more practical and can 

�̇�𝑖(𝑡 + ∆𝑡) − �̇�(𝑡)

∆𝑡
=

�̈�𝑖(𝑡 + ∆𝑡) + �̈�(𝑡)

2
. ( 2.7 ) 

�̇�𝑖(𝑡 + ∆𝑡) = �̇�(𝑡) +
∆𝑡

2
(�̈�𝑖(𝑡 + ∆𝑡) + �̈�(𝑡)). ( 2.8 ) 
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be statistically meaningful by means of one of the fundamental axiom ‘ergodic hypothesis’ 

in statistical mechanics. The ergodic hypothesis was postulated by Willard Gibbs in the 

thermodynamics research field [104]. In this hypothesis, time averages become equivalent 

to ensemble averages when the simulations are conducted for a long enough period of time 

and consistent average values are observed from the simulations. The rigorous 

mathematical expression of this hypothesis allows the use of MD simulations to estimate 

macroscopic thermodynamic properties. There are four ensembles popularly used in MD 

simulation:  

1. NVE ensemble (Microcanonical ensemble): The number of moles (N), volume (V), 

and energy (E) are constant. This ensemble conserves the system total energy; it is 

typically useful in studies on energy exchange between potential and kinetic energy. 

2. NVT ensemble (Canonical ensemble): The number of moles (N), temperature (T) 

and volume (V) are constant. Since this ensemble conserves the temperature of the 

system, it is useful for the system related to exothermic/endothermic processes. 

3. NPT ensemble (Isothermal-Isobaric): The number of moles (N), pressure (P), and 

temperature (T) are constant. The volume is not constant, but pressure and 

temperature are constant; therefore, this is equivalent to laboratory conditions, and 

the system is allowed to change its volume freely as a result of constituent 

conformations, especially for the polymeric system. 

4. NPH ensemble (Isoenthalpic-Isobaric): The number of moles (N), pressure (P) and 

enthalpy (H) are constant. Volume (V) becomes a dynamic variable with kinetic 

energy given by PV. The enthalpy H = E + PV is kept constant, while the internal 

energy E and the kinetic energy PV are allowed to change. 
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Although Newtonian equation itself allows the exploration of the constant energy 

surface of the molecular system, ensemble averages achieved by controlling the 

temperature and pressure condition during the simulation are much more meaningful to 

mimic experimental conditions. Therefore, design constraints can be imposed on the 

simulations to produce ensemble averages that consistently represent the same state of the 

system as in experiments; these design constraints are imposed in the form of statistical 

ensembles for equilibration. Researchers can choose ensembles according to experimental 

conditions that need to be mimicked.  

Additionally, computing the bulk properties of the epoxy-based system is of primary 

interest; as the number of particles increases, more statistically meaningful properties can 

be obtained. However, only systems with a finite and relatively small number of particles 

can be simulated. This small number limitation introduces the problem of surface effects. 

For example, in a simulation of a simple cubic crystal consisting of 1000 particles, 512 will 

be at the surface. A general way to mitigate the problem of surface effects is to impose 

periodic boundary conditions (PBC). In this scheme, it is envisioned that the cubic 

simulation box containing the particles is replicated throughout space to form an infinite 

lattice. This boundary condition is illustrated in the two-dimensional case in Figure 2.1. If 

a particle moves out of the main simulation box, one of its periodic replicas from a 

neighboring box moves in to replace it.  
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Figure 2.1. Illustration of Periodic Boundary Conditions in MD Simulations. 

 

 

2.2.1. Classical Force-field for Traditional MD Simulation 

The force in Newton’s motion equation in the previous section is calculated by the 

potential energy of the system in the molecular model, which is estimated by the ‘force-

field’ that is chosen based on materials. The force-field is generally defined as a set of 

functions and parameters in the atomistic simulation research field and is strongly material 

dependent; hence, the selection of the right force-field for the system of interest is very 

important. Merck Molecular Force Field (MMFF) is a classical force-field that is employed 

to deal with the inter/intramolecular potential energy of neat epoxy and mechanophore 

embedded epoxy nanocomposite (smart polymer) [47, 105-108]. With MMFF, Large-scale 

Atomic Molecular Massively Parallel Simulator (LAMMPS) is used as an MD simulator 
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[109]. MMFF is derived from computational data calculated using ab initio quantum 

mechanics-based methods and has been validated by chemists and crystallographers. 

Through these calculations, MMFF-based MD simulations have enabled to reproduce 

experimental results accurately in the pharmaceutical and chemical engineering research 

field [110-112]. The experimental data, which come from X-ray and neutron diffraction, 

microwave spectroscopy, and electron diffraction, are maintained by the Cambridge 

Crystallography Data Centre (CCDC), a major international resource for chemical and 

pharmaceutical research [113]. Based on MMFF, topologies and force-field parameters of 

all the molecules are provided by a web-based molecular structure generator, which is 

developed by Swiss Institute of Bioinformatics (SIB)- an international research foundation 

providing organic chemistry resources [114]. The MMFF force-field is implemented in 

conjunction with LAMMPS, which has versatile functions such as unit cell deformation, 

and the ability to create/delete atoms. It is worth noting that although LAMMPS does not 

support MMFF itself, this research is able to use MMFF in LAMMPS because SIB converts 

the MMFF functional forms into the Chemistry at HARvard Macromolecular Mechanics 

(CHARMM) force-field functional form which is available in LAMMPS. 

Classical force-fields consist of two potentials: bonded potential and non-bonded 

potential. Bond, angle, dihedral, and improper potential are all included in bonded potential, 

and van der Waals and Coulomb potential are included in non-bonded potential. Table 2.1 

shows the functional forms of each potential where Kbond is the bond force constant, and r0 

is the equilibrium bond distance, Kangle is the angle force constant, θ0 is the equilibrium 

angle between three bonded atoms, Kdihedral is the dihedral force constant, n is the 

𝐸𝐶𝐻𝐴𝑅𝑀𝑀 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 + 𝐸𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟 + 𝐸𝑣𝑑𝑊 + 𝐸𝑐𝑜𝑢𝑙𝑜𝑚𝑏. ( 2.9 ) 
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multiplicity of the function, φ0 is the equilibrium dihedral angle, Kimproper is the improper 

force constant, λ0 is the equilibrium improper angle, ε is the depth of the potential well, σ 

is the finite distance at which the intermolecular potential between the two particles is 

minimum, KCoulomb is Coulomb’s constant, and q1, q2 are the signed magnitudes of the 

charges. In the case of bonded potential, the functional form and parameters are optimized 

around an equilibrium point; therefore, the optimized topology information is invalid if the 

research goal is the material response of the system away from the equilibrium state. In 

this study, the results calculated from the classical force-field, including the optimized 

topology, shows good agreement with experiments when the MD estimates the material 

response (e.g. density, glass transition temperature, etc.) of the system around the 

equilibrium state. All the coefficients in the force-fields are dependent on the atom type 

and molecular geometries. To enumerate the potential energy plot of all the geometry cases, 

Figure 2.2-Figure 2.7 show all the chemical structures involved with covalent bond and 

non-bonded potential, corresponding to their potential energy plots. Since this research is 

about mechanophores, all the chemical topologies in the figures are from a mechanophore, 

namely TCE.  
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In MD simulation, all the topologies such as bond, angle, dihedral, and improper 

strongly interact with each other, and potential energy is calculated using the functional 

forms of those topologies. Since the material response is determined by the accuracy of the 

potential energy calculation, finding very accurate and appropriate force-field of the 

molecular system is significantly important. Although a simpler molecular model of the 

system (for example, only non-bonded potential is considered) will ensure higher 

computational efficiency, it may not be adequate for capturing nanoscale phenomenon that 

significantly affects the macroscopic material responses.  

In order to find an appropriate force-field, a closed loop validation using experimental 

results is necessary. In this work, glass transition temperatures are measured 

experimentally and compared with estimated Tgs calculated by MD simulations. Based on 

Table 2.1. CHARMM Functional Form for Potential Energy Calculation 

 Functional form 

Bond 𝐾𝑏𝑜𝑛𝑑(𝑟 − 𝑟0)
2 ( 2.10 ) 

Angle 𝐾𝑎𝑛𝑔𝑙𝑒(𝜃 − 𝜃0)
2 ( 2.11 ) 

Dihedral 𝐾𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙(1 + 𝑐𝑜𝑠 (𝑛 𝜑 − 𝜑0)) ( 2.12 ) 

Improper 𝐾𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟(𝜆 − 𝜆0)
2 ( 2.13 ) 

van der Waals 4 휀[(
𝜎

𝑟
)
12

− (
𝜎

𝑟
)
6

] ( 2.14 ) 

Coulomb 𝐾𝑐𝑜𝑢𝑙𝑜𝑚𝑏

𝑞1 𝑞2

𝑟2
 ( 2.15 ) 
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these results, MMFF was selected as a classical force-field in this dissertation; detailed 

selection/validation procedure using experiments will be discussed in Chapter 3. 

 

 
Figure 2.2. Chemical Structure of TCE Monomer, 

 

  
(a) (b) 

Figure 2.3. C=C Bond Topology and Potential Energy Plot. 
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(a) (b) 

Figure 2.4. C-C=C Angle Topology and Potential Energy Plot. 

 

  
(a) (b) 

Figure 2.5. C-C=C-C Dihedral Topology and Potential Energy Plot. 

 

  
(a) (b) 

Figure 2.6. C-O-O-C Improper Topology and Potential Energy Plot. 
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2.3. Hybrid MD Simulation Framework for Mechanochemical Reaction 

Traditional MD simulations that implement classical force-fields alone have been 

utilized to conduct conformational studies of a molecular system, such as a mixture of 

epoxy resin and hardener. However, the limitation of these traditional MD simulations is 

that they cannot capture chemical reactions, including covalent bond formation and 

dissociation. Emulating covalent bond formation is critical for accurately modeling the 

epoxy network, which directly affects the material properties of the epoxy-based thermoset. 

In addition, simulating covalent bond dissociation is integral to capturing mechanophore 

activation, which initiates from the covalent bond breakage of a specific bond in the 

mechanophore molecules. In this dissertation, the simulation of covalent bond generation 

is addressed by developing a procedure with in-house codes in conjunction with a bond 

create command within LAMMPS; detailed discussion is presented in Section 2.3.1. In 

 
 

 

(a) (b) 

Figure 2.7. Coulomb Potential (A), and Lennard-Jones (Van Der Waals) Potential (b). 



 

41 

addition to bond generation, the simulation of bond dissociation is addressed by employing 

a special force-field, which is called bond-order based force-field. The bond-order based 

force-field captures not only the difference between chemical bond orders such as single, 

double, and triple bonds, but also the critical length at which the bond breaks. In section 

2.3.3, detailed information about the bond-order based force-field is presented. Since the 

framework is developed by integrating two different force-fields, classical force-field, and 

bond-order based force-field, the term ‘hybrid’ is coined for the framework. Within this 

hybrid framework, a virtual loading test method is developed to simulate the mechanical 

load frame. Concurrently, a local work analysis is devised to explore effective physical 

parameters that lead to mechanophore activation. 

2.3.1. Epoxy Curing Simulation 

Unit Cell Development: For MD simulation, atomistic molecular structures of each 

component in an objective system need to be first defined. This study used commercial 

products of epoxy resin (FS-A23) and hardener (FS-B412), which is used for 

manufacturing carbon fiber reinforced composites [115]. Equivalent chemical names of 

epoxy resin and hardener are DGEBF and DETA (Di-Ethylene Tri-Amine) and their 

molecular structures are used for constructing the neat epoxy unit cell for MD simulation. 

The molecular structure of TCE is incorporated into the neat epoxy unit cell to construct 

the smart polymer unit cell. The numbers of molecules are determined by the weight ratio 

100:27 (DGEBF:DETA), which is used for making experimental samples. The weight of 

TCE is 10% of the total weight of the neat epoxy unit cell. Table 2.2 and Figure 2.8 show 

the calculated number of molecules and the 3-D molecular structures in smart polymer unit 
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cell, respectively. Although two mechanophores (TCE and Di-AC) are discussed in this 

dissertation, only TCE is used to introduce the epoxy curing study.  

 

 

Table 2.2. Components of Smart Polymer (100:27 and 10% TCE). 

 Weight Formula Number of Molecules 

DGEBF 313 g/mol C19H20O4 65 

DETA 103 g/mol C4H13N3 55 

TCE 510 g/mol C32H30O6 5 

 

 

 

Figure 2.8. Schematic of Smart Polymer (Cyclobutane-Based Mechanophore) Unit 

Cell. 
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Simulation of Epoxy Curing Process: In practice, epoxy resin and hardener generate 

covalent bonds stochastically when the distance between the active sites of epoxy resin and 

hardener becomes less than a certain distance; Within this space, two active sites share 

their electrons to make potential energy stable. In polymer science, this is also known as 

the curing process. Since the quality of the curing process affects the mechanical/thermal 

properties of an epoxy-based system, modeling this curing process is necessary to improve 

the reliability of the MD simulation result [116]. Details of the curing process are as follows. 

First, the epoxide group of DGEBF and the amine group of DETA maintain equilibrium 

distances by inter/intramolecular potential energy (stage 1 of Figure 2.9). Second, the 

carbon-oxygen bond in the epoxide group and nitrogen-hydrogen bond in the amine group 

break. Third, from these separations, oxygen and hydrogen atoms react to generate O-H 

covalent bond (stage 2 of Figure 2.9). Finally, the carbon of epoxide group and nitrogen of 

amine group react with each other and generate C-N covalent bond (stage 3 in Figure 2.9). 

Figure 2.10 shows a 3-D visualization of DGEBF/DETA cross-linked systems. In Figure 

2.10(a) the red dotted lines indicate that activated carbon atoms and activated nitrogen 

atoms that react to generate a C-N covalent bond. DETA has three nitrogen atoms and can 

generate five C-N covalent bonds; both end nitrogen atoms have two active sites and 

centered nitrogen atom has one active site (see Figure 2.12(c,d)). In addition to the C-N 

covalent bond between DGEBF and DETA, a photo-induced covalent bond, named 

cyclobutane, between TCE monomers is exploited. Figure 2.11 depicts the cyclobutane 

formation process, known as UV-induced [2 + 2] photocycloaddition, by which TCE 

monomers generate TCE polymers. After absorbing the UV-light energy, equilibrium of 

C=C double bonds (named cinnamoyl groups) is broken, which leads to the generation of 
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cyclobutane. Since the focus is on the epoxy curing process in this chapter, the photo-

induced conversion degree is fixed at 40%, as investigated in Oya et al. [26]; the numerical 

method for cyclobutane generation is discussed in Section 2.3.2 in detail. For the epoxy 

curing simulation, the conversion degree representing the extent of cure is defined as the 

ratio of generated covalent bonds to total active sites of the system in MD simulation.  

 

 

 
Figure 2.9. Covalent Bond Generation Process, where RR is the Remaining Part of the 

Resin, RH is the Remaining Part of the Hardener, and C, N, H, and O are Carbon, 

Nitrogen, Hydrogen, and Oxygen Atom, Respectively. 
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(a) (b) 

Figure 2.10. Schematic of the Molecular Structure Before and After Covalent Bond 

Generation; Gray, Cyan, Blue, Red Sphere Represent Hydrogen, Carbon, Oxygen, and 

Nitrogen Atoms, Respectively. The Figure also Shows that Nitrogen Makes Two 

Covalent Bonds with Two DGEBFs. 

 

 

 

Activated DGEBF and DETA molecules are adapted to emulate covalent bond 

generation between DGEBF and DETA in MD simulation. Activated DGEBF is developed 

by changing the epoxide group to the methylene group, and activated DETA is produced 

 
Figure 2.11. Schematic of Cyclobutane Generation Process in TCE Monomers. 
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by removing five hydrogen atoms from three nitrogen atoms of DETA, as seen in Figure 

2.12. Neat epoxy and smart polymer unit cells are constructed using the activated DGEBF 

and DETA molecules, and 40% cross-linked TCE molecules. PBC are applied to the 

boundaries of the unit cell in all three directions (initial size of the unit cell is approximately 

7 x 7 x 7 nm3).  

Conjugate gradient energy minimization is performed after the initial configuration; 

this is followed by NPT (isobaric-isothermal) ensemble simulation to equilibrate the unit 

cells. A Nose-Hoover thermostat and barostat are used to control the temperature and 

pressure at 300K and 1atm for 150ps. The equilibration of the system is achieved when 

potential energy shows the fluctuation of a constant mean value. The equilibration step 

allows for molecules to maintain a minimum distance. Subsequently, the MD simulator 

generates covalent bonds when the distances between carbon and nitrogen atoms are within 

the cutoff distance of 4Å . Due to the stochastic nature of the phenomena, there is clearly 

no validated cutoff distance for covalent bond generation in MD simulation available in 

the literature. The value of 4Å  used in this study has been widely used on various epoxy-

based systems [117-119], and also is equivalent to the van der Waals radii, i.e., the closest 

distance that two molecules can possibly have.  

In addition to the cut-off distance, a reasonable curing simulation time needs to be 

selected to ensure that the conversion degree does not increase/decrease unrealistically and 

thus arbitrarily determine long/short curing simulation times. Since experimental curing 

time is in one-hour units and even a one-minute MD simulation is exceedingly difficult to 

implement, a rational curing simulation time should be addressed. In this work, total energy 

information is used to determine the rational simulation time (1000 steps with the time step 
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of 0.1 fs for DGEBF/DETA) wherein the total energy meets the first peak (a clear drop 

should be observed after this peak) of the total energy, as shown in Figure 2.13. After 

generating C-N covalent bonds, hydrogen atoms are added to the activated nitrogen atoms 

that fail to generate a covalent bond with carbon atoms. With the new generated covalent 

bonds, energy minimization is performed to reduce undesired repulsive forces between 

atoms.  

 

 

 

 

 

 
Figure 2.12. Chemical Structures of Activated DGEBF and DETA: a) Pre-activated 

DGEBF; b) Activated DGEBF After Removing Two Hydrogen Atoms with Red Circle 

Markings; c) Pre-activated DETA; d) Activated DETA After Removing Five Hydrogen 

Atoms with Red Circle Markings. 
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Figure 2.13. Decision of Curing Simulation Time (0.1 fs Time Step). 

 

 

Estimation of Conversion Degree: As stated earlier, a general method for estimating 

the conversion degree of the epoxy-based system continues to be a challenging issue since 

the conversion mechanism is material dependent and also a strong stochastic phenomenon 

[120-122]. Several numerical studies have been conducted to predict the conversion degree 

for different epoxy resin and hardener, but very few of the MD simulations have been 

validated via experimental results [64, 117]. In this study, a purely stochastic approach to 

predict a most likely conversion degree for epoxy-based system using MD simulation is 

used. Since this method is based on calculating the inter/intramolecular potential energy, it 

is expected to be applicable to a range of epoxy-based thermoset systems.  

The methodology comprises the following three steps: i) construct multiple unit cells 

with stochastic initial location of molecules, ii) generate numerical C-N covalent bonds for 

every unit cell, and iii) find average values of the conversion degree of all the unit cells. In 
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this study 500 unit cells are constructed and C-N covalent bonds generated for all unit cells 

using the numerical curing process. The number 500 was determined based on an 

additional stochastic study using 1000 unit cells to measure the average conversion degree 

as increasing the number of unit cells. Figure 2.15 shows a large fluctuation of the mean 

value at the beginning of the plot; this fluctuation, however, is shown to have diminished 

after using over 500 unit cells.  

 

 

 
 

Figure 2.14. Schematic of Conversion Degree Estimation using a Stochastic Approach. 
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Figure 2.16 and Figure 2.17 show two frequency distributions that have been plotted 

after obtaining conversion degree data from two systems: neat epoxy and smart polymer. 

Two normal (Gaussian)-like distributions are obtained from the histograms for both neat 

epoxy (mean is 56% and standard deviation is 4.1%) and smart polymer (mean is 52.7% 

and standard deviation is 4.2%). Calculated average conversion degrees are considered the 

most likely conversion degrees in this study. Using these values, representative neat epoxy 

and smart polymer unit cells are constructed to validate the MD simulation methodologies 

including epoxy curing and Tg estimation; the validation is discussed in Chapter 3. 

 

 

Figure 2.15. Average Values of Conversion Degree vs. the Number of Unit Cells. 
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Figure 2.16. Most Likely Conversion Degrees of Neat Epoxy; Solid Red Lines are Fitted 

Normal Distribution. 

 

 
Figure 2.17. Most Likely Conversion Degrees of Smart Polymer; Solid Red Lines are 

Fitted Normal Distribution. 
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2.3.2. Numerical Ultraviolet Dimerization 

Dimerization: In experiments, the cyclobutane-based mechanophore is synthesized by 

TCE monomer at room temperature in a thermoset polymer matrix through UV 

dimerization. The cinnamoyl group within the TCE monomers transforms to cyclobutane 

(four carbon atom ring structure) due to UV-light energy. It is noted that epoxy curing 

occurs while the cyclobutanes are synthesized; hence, epoxy curing simulation and 

numerical UV dimerization must be performed simultaneously. Through this curing 

process, physical entanglement between the epoxy network and TCE polymer chain also 

can be simulated. Attaining this physical entanglement in MD simulation is critical because 

the physical entanglement directly affects the system’s mechanical properties as well as its 

local force distribution. The cut-off distance-based covalent bond generation method for 

epoxy curing simulation is extended to perform the numerical UV dimerization.  

In addition to covalent bond generation, the following two issues should also be 

addressed for numerical dimerization: i) structural conversion from cinnamoyl group to 

cyclobutane; ii) transformation of topology information (parametric conversion) between 

two structures. Figure 2.18 shows the difference in structure and bond length between the 

TCE monomer and polymer.  Huge differences in bond potential energies can be seen 

despite small differences in bond length between a carbon single bond (348 kJ/mol) and a 

double bond (614 kJ/mol) based on Ref. [123] (Table 2.3). Assigning the correct topology 

information after generating the cyclobutane structures, therefore, is critical. Furthermore, 

the C=C double bonds of the cinnamoyl group affect the topology of the neighboring atom, 

which changes accordingly when the double bond changes to a single bond.  
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The numerical UV dimerization method includes the following standard steps: i) 

introduce two TCE monomers in a simulation unit cell (approximated size of the unit cell 

is 3 x 3 x 3 nm3); ii) equilibrate the unit cell using NPT (isobaric-isothermal) ensemble 

(300K and 1 atm) with Nose-Hoover thermostat/barostat using MMFF; iii) generate 

covalent bonds when the carbon atoms belonging to the cinnamoyl group are within a pre-

defined cutoff distance of 6Å  (four times the length of a C-C bond); and iv) assign correct 

topology information to the newly generated cyclobutane structure. All the MMFF force-

field information for cinnamoyl group and cyclobutane are based on the data generated by 

the SIB [114]. The force-field information of cyclobutane is used when the cinnamoyl 

groups are transformed to cyclobutane through this dimerization approach. Note that the 

purpose of this simulation is to show that the numerical UV dimerization enables the 

synthesis of two cinnamoyl groups into one cyclobutane structure correctly; therefore, only 

two TCE monomers are involved in this simulation, which results in a small size of unit 

cell.  

In Section 2.3.4, large systems comprising multiple molecules of epoxy resin, hardener, 

and TCE monomers are used to construct the simulation unit cell of the smart polymer and 

to perform the epoxy curing simulation and numerical UV dimerization simultaneously. In 

addition to transforming the structure/topology, the numerical UV dimerization method 

can potentially lead to the construction of two types of cyclobutane structures, namely, 

head-to-head and head-to-tail structures, as shown in Figure 2.19. This transformation 

process is very important because not only does it lead to a variety of numerical 

dimerization products, but it also allows the generation of a consecutive TCE polymer 

chain (smart material chain), which then leads to the physical entanglement with the epoxy 
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network chain (see Figure 2.20). In Chapter 3, this numerical UV dimerization method is 

verified using a bond dissociation energy calculation method.  

 

  
(a) (b) 

Figure 2.18. Topological Difference Between Cinnamoyl Group in TCE Monomer (a) 

and Cyclobutane in TCE Polymer (b). 

 

 

Table 2.3. Relation of Bond Length and Energy [123]. 

Bond Length Energy 

C-C 1.54Å  348kJ/mol 

C=C 1.34Å  614kJ/mol 

C≡C 1.20Å  839kJ/mol 
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Figure 2.19. Two Types of Possible Cyclobutane Structures; (a) Head-to-Head And (b) 

Head-to-Tail. 

 

 

 
Figure 2.20. Schematic of Entanglement Between Smart Material Network and 

Epoxy Network (‘TCE’: TCE Monomers, ‘E’: Epoxy Molecule). 

 

 

2.3.3. Simulation of Covalent Bond Dissociation 

Reactive Force Field: To capture the covalent bond breakage (interatomic 

phenomena), a quantum mechanics-based simulation algorithm employed, which requires 
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significant amounts of computational time, even for a small system. Since the goal of this 

work is to analyze damage initiation in bulk polymeric system (> 10,000 atoms), quantum 

mechanics-based algorithms are not necessary. Instead, a special force-field is introduced 

to capture the covalent bond dissociation. Then, a bond potential functional form of the 

classical force-fields is approximated in a quadratic function to optimize the covalent bond 

around the equilibrium bond length. This approximation is very useful and computationally 

efficient when the system is around the equilibrium state. Although the classical force-field 

method is more effective for the study of molecular conformation, it does not capture the 

material response occurring away from the equilibrium point, such as bond breakage. To 

address this issue, several modified force-fields have been developed [75, 79, 124-126]. 

One of examples is to use a modified version of the Kremer-Grest model [124-126]. In 

the KG model, atoms are bonded together by combining the LJ potential for repulsive 

interaction and the finite extensible nonlinear elastic (FENE) for attractive interaction. In 

the modified version of KG, the FENE term was replaced with a quartic bond potential 

(Equation 2.18) since FENE is optimized for the system around equilibrium state. Equation 

2.16 consists of two terms: quartic bond potential and LJ potential (Equation 2.17) where 

ε is LJ energy coefficient, σ is LJ diameter, r1 is 2.2589σ, r2 is 1.5σ, K is 1434 ε/ σ4, and E0 

is 67.2 ε. In LJ units, ε and σ were taken as unity. This method, however, cannot be applied 

                 𝐸𝑏𝑜𝑛𝑑 = 𝐸𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑣𝑒 + 𝐸𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒 ( 2.10 ) 

                 𝐸𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑣𝑒 = 4 휀[(
𝜎

𝑟
)
12

− (
𝜎

𝑟
)
6

] ( 2.17 ) 

                 𝐸𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒 = 𝐾 (𝑟 − 𝑟1)(𝑟 − 𝑟2)𝑟
2 + 𝐸0 ,     (𝑟 < 𝑟𝑐) 

                                      = 𝐸0 , (𝑟 ≥ 𝑟𝑐) 
( 2.18 ) 



 

57 

to the system with 1-3 atom pairs (angle) or 1-4 atom pairs (dihedral and improper), which 

are big parts of an epoxy-based thermoset system.  

In the literature, there are several bond-order based force-fields available: the 

embedded atom method (EAM) [124] for crystallographic materials such as metal, the 

Stillinger and Weber (SW) [127] method for silicon, the Tersoff [128], and the reactive 

empirical bond-order (REBO) method [129] for carbon nanotubes or graphene. However, 

due to the complexity of the parameterization of bond-order based force-fields, the 

challenge has been in the ability to apply these bond-ordered force-fields to complex 

systems, such as hydrocarbon compounds, epoxy, and protein. Recently, van Duin and 

coworkers [130] developed ReaxFF for hydrocarbon compounds. In ReaxFF, every 

functional form for the potential energy such as bonds, angles, dihedrals, and impropers, 

consists of the bond order (based on the valence bond theory [131, 132]) which is a function 

of bond length; hence, ReaxFF can describe a range of materials by extracting the 

parameter set of the bond order, which is strongly material dependent. Parameter sets are 

available for various multicomponent materials such as organic materials consisting of 

carbon, oxygen, and hydrogen atoms [130], energetic materials under extreme conduction 

[133], decomposition of explosives [134], thermal decomposition of polymers [135], 

heterogeneous catalysts [136], fuel cells [137], crack propagation in silicon crystals [138], 

catalytic formation of carbon nanotubes [139], and hydrocarbon oxidation [135].  

The configuration of ReaxFF potential function is very similar to the classical force-

field, but with slight adjustments wherein ER_torsion represents both dihedral and improper 

potentials (‘R’ in ER_torsion stands for ReaxFF). 
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Each potential energy term in Equation 2.19 is a function of bond-order (BO) term, 

where 𝛽1~𝛽6  are bond-order parameter obtained from the optimization process. These 

parameters are calculated to minimize the error between ReaxFF and DFT. The terms 

𝑟𝑜
𝜎, 𝑟𝑜

𝜋, 𝑎𝑛𝑑 𝑟𝑜
𝜋𝜋 represent the cut-off distance for different bond formations and 𝑟𝑖𝑗 is the 

current bond length. In chemistry, three typical covalent bonds exist: σ bond, π bond, and 

π-π bond (which are also known as single bond (σ bond), double bond (σ + π bond), and 

triple bond (σ + π- π bond)). In the case of the carbon-hydrogen or hydrogen-hydrogen 

bonds, which has a single bond, only the first term in Equation 2.20 can exist. Figure 2.21 

shows the bond order graph as a function of the bond length of the carbon-carbon bond; 

therefore, the covalent bond breakage due to physical separation can be described correctly. 

 However, the bond order equation (Equation 2.20) itself generates an artificial residue, 

which makes the output of this equation violate the valence bond theory [131, 132], in 

some cases when modeling a system around equilibrium. An example of this is shown in 

Figure 2.22. The calculated bond orders of ethane indicate that each carbon has a weak 

bond order (attraction) with its second nearest neighbor hydrogen atoms due to the 

equilibrium distance between two atoms (≈ 2.15 Å). Although the corresponding bond 

order due to this equilibrium distance is 0.1 using Equation 2.20, this causes the carbon to 

have a total bond order of 4.17 (Figure 2.22a), a phenomenon called ‘over-coordination.' 

The total bond order of carbon should not exceed 4 based on the valence bond theory; the 

𝐸𝑅𝑒𝑎𝑥𝐹𝐹 = 𝐸𝑅_𝑏𝑜𝑛𝑑 + 𝐸𝑅_𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑅_𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝐸𝑅_𝑣𝑑𝑊  +  𝐸𝑅_𝑐𝑜𝑢𝑙𝑜𝑚𝑏
 ( 2.19 ) 

𝐵𝑂𝑖𝑗 = 𝑒𝑥𝑝 [𝛽1 (
𝑟𝑖𝑗

𝑟0
𝜎)

𝛽2

] + 𝑒𝑥𝑝 [𝛽3 (
𝑟𝑖𝑗

𝑟0
𝜋)

𝛽4

] + 𝑒𝑥𝑝 [𝛽5  (
𝑟𝑖𝑗

𝑟0
𝜋𝜋)

𝛽6

] , ( 2.20 ) 
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incorrect bond order can yield unrealistic behavior and this excess must be adjusted. Figure 

2.22(b) shows the corrected version (resulting bond order: 3.88) of the bond order of ethane 

based on the following two approaches: i) the small bond orders involving the ethane’s 

carbon atom are significantly reduced to minimize their effect if the carbon atom has a 

bond order of 4 or more; ii) the small bond orders are allowed if the carbon atom has less 

than 4 bond orders. Complex correction functions are developed to remove the artificial 

residues, and their presence is not chemically meaningful. As such, the correction functions 

are not discussed here, and the BOij in Equation 2.20 will be treated as the corrected version 

hereafter.  

 

 

 

Figure 2.21. Interatomic Distance Dependency of the Carbon-Carbon Bond Order [130, 

140]. 
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(a) (b) 

Figure 2.22. Correction of Unrealistic Bond Order Between the Carbon Atom (C) and 

the Hydrogen Atom in Valence Angle (H-C-C) Topology; Green Solid Line Represents 

Covalent Bond and Bond Order is Corrected for Residual 1-3 Bond Orders: BO of 0.1 

(Red Dotted Line Box in (a)) is Reduced to 0.01 (Blue Dotted Line Box in (b)) [130, 

140] 

 

Using the bond order function BOij, realistic chemical bond behavior can be captured 

for bond formation and bond breakage. The traditional harmonic potential functions for 

bond potential energy between two atoms goes to infinity due to the quadratic function, 

particularly when the atoms get separated; therefore, it is not physically meaningful and 

cannot be used for fracture mechanics at the molecular level. This limitation can be 

addressed by the bond potential of ReaxFF,  

where α1 is bond energy coefficient (kcal/mol) and α2, α3 are model parameters, obtained 

by optimization using a training data set from the DFT calculation. The bond order in the 

bond potential vanishes when the two atoms separate. Figure 2.23 illustrates the bond 

potential energies between the classical force-field and ReaxFF by stretching the carbon-

carbon bond in ethane molecule. As mentioned previously, the bond energy calculated by 

−𝛼1 ∙ 𝐵𝑂𝑖𝑗  ∙  𝑒𝑥𝑝 [𝛼2(1 − 𝐵𝑂𝑖𝑗
𝛼3)], ( 2.21 ) 
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the classical force-field goes up as the bond is stretched; however, the bond energy 

calculated by the ReaxFF gets saturated when the bond is extended beyond 2.2~2.3 Å , 

which is used to define the breaking point of the covalent bond.  

 

 

The angle term ER_angle in Equation 2.19 has the following form,  

where α4 and α5 are model parameters, α6 is angle energy coefficient (kcal/mol), α7 is a 

valence angle parameter (1/rad)2, φeq is an equilibrium angle, φijk is current angle. fAngleOver 

minimizes the effect of over-coordination in central atom j (i-j-k 3-atom topology) on the 

 
Figure 2.23. Chemical Structure of Ethane and Bond Potential Energy Graphs Calculated 

using Classical Force-Field (Blue Cross) and Bond-Order Based Force-Field (Red 

Circle). 

[1 − 𝑒𝑥𝑝[𝛼4 𝐵𝑂𝑖𝑗
𝛼5]] ∙ [1 − 𝑒𝑥𝑝[𝛼4 𝐵𝑂𝑗𝑘

𝛼5]] ∙ 𝑓𝐴𝑛𝑔𝑙𝑒𝑂𝑣𝑒𝑟

∙ (𝛼6 − 𝛼6 𝑒𝑥𝑝 (−𝛼7(𝜑𝑒𝑞 − 𝜑𝑖𝑗𝑘)
2
)), 

( 2.22 ) 
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valence angle energy. Similar to bond potential, the angle potential goes to zero as the bond 

order in the angle term goes to zero.  

The torsion term ER_torsion in Equation 2.19 has the following form,  

where α8 is a model parameter, α9 and α11 are torsion energy coefficients (kcal/mol), α10 is 

a torsion parameter, ѱijkl is the current torsional angle, and φijk and φjkl are current valence 

angles. fTorsionOver minimizes the effect of over-coordination in the atoms j and k (i-j-k-l 4-

atom topology). The sine terms imply that the torsion potential vanishes when the valence 

angles φijk and φjkl are 180°. 

Non-bonded interaction terms such as van der Waals and Coulomb potential are also 

included in ReaxFF; they are independent of bond order. The van der Waals interactions 

are obtained using a modified Morse potential function,  

where Dij is van der Waals dissociation energy coefficient (kcal/mol) for the atomic pair, 

α12 is a model parameter, rvdW is the van der Waals radius (Å ), rW is van der Waals shielding 

radius (Å ), rij is current distance between two atoms, and δij is van der Waals parameter.  

The charge interactions are obtained using a shielded Coulomb’s law, 

[1 − 𝑒𝑥𝑝[𝛼8 𝐵𝑂𝑖𝑗]] ∙ [1 − 𝑒𝑥𝑝[𝛼8 𝐵𝑂𝑗𝑘]] ∙ [1 − 𝑒𝑥𝑝[𝛼8 𝐵𝑂𝑘𝑙]] ∙ sin(𝜑𝑖𝑗𝑘)

∙ sin(𝜑𝑗𝑘𝑙) ∙ (
𝛼9

2
 𝑒𝑥𝑝 [𝛼10(𝐵𝑂𝑗𝑘 − 3 + 𝑓𝑇𝑜𝑟𝑠𝑖𝑜𝑛𝑂𝑣𝑒𝑟)

2
] 

∙ (1 − cos 2𝜓𝑖𝑗𝑘𝑙) +
𝛼11

2
(1 + cos 3𝜓𝑖𝑗𝑘𝑙)),  

( 2.23 ) 

𝐷𝑖𝑗[exp[𝛿𝑖𝑗 −
1

𝑟𝑣𝑑𝑊
(𝑟𝑖𝑗

𝛼12 + (
1

𝑟𝑊
)
𝛼12

)

1/𝛼12 

] 

              −2 ∙ exp[
𝛿𝑖𝑗

2
∙ (1 −

1

𝑟𝑣𝑑𝑊
(𝑟𝑖𝑗

𝛼12 + (
1

𝑟𝑊
)
𝛼12

)
1/𝛼12

 )]], 

( 2.24 ) 
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where DCoul is a Coulomb dissociation energy coefficient (kcal/mol), qi and qj are atomic 

charges calculated by the electron equilibration method [141, 142], and εij is a shielding 

parameter to avoid excessive short-range repulsive interaction. This charge calculation 

scheme is the most expensive aspect of ReaxFF in terms of computational intensity; 

however, this scheme also leads to successful electrical property estimation. 

 

Selection of ReaxFF Parameter Set: ReaxFF was originally developed by van Duin 

and co-workers for hydrocarbon compounds [130, 143-146], and many parameter sets have 

been reported to describe the nonlinear response of diverse materials. Therefore, 

identifying the most suitable ReaxFF parameter set for the epoxy-based polymer system 

and mechanophores is an important initial step. First, for the epoxy system, an appropriate 

ReaxFF parameter set is determined using a bond dissociation energy (BDE) method to 

calculate the energy required to break a specific C-C bond in the epoxy resin molecule 

(DGEBF), highlighted by the red box in Figure 2.24. Different ReaxFF parameter sets are 

considered, and the suitability of each parameter set is evaluated by comparing the 

calculated BDEs with experimentally measured BDEs. Then BDE calculation is performed 

using the constrained geometry external force (COGEF) method developed to estimate the 

strength of covalent bonds by Beyer et al. [147].  

The COGEF simulation consists of: i) energy minimization using the conjugate 

gradient method after constructing a single-molecule unit cell (the size of the simulation 

unit cell for this COGEF simulation varies with the size of each single molecule); ii) NVT 

𝐷𝐶𝑜𝑢𝑙 ∙ [
𝑞𝑖 ∙ 𝑞𝑗

(𝑟𝑖𝑗
3 + (1/휀𝑖𝑗 )

3
)
1/3

 

] 
( 2.25 ) 
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(isovolume-isothermal) ensemble at 300K equilibration for 20 ps using MMFF (20 ps was 

sufficient time for the potential energy of the system to reach a certain mean value with 

adequately small variance); and iii) deformation by moving each atom with constant 

velocity (0.0005 Å /fs) in the opposite x-direction until the bond breaks (displacement 

control) using ReaxFF. No constraint is imposed on the y- and z-directions when the 

COGEF method is executed. Note that all the COGEF simulations are performed with non-

periodic boundary conditions since pair potentials caused by molecules in the ‘images’ 

(copy of original unit cell) can affect the BDE calculation indirectly. Using the COGEF 

method, the trajectories of the atoms are stored every 100 fs, and time average values of 

every state are stored every 1 fs (0.1 fs time step). The total energy of the system is 

measured as the geometry deforms, and the results are shown in Figure 2.25. The first total 

energy drop in each plot represents covalent bond dissociations. The BDEs calculated by 

different ReaxFF parameter sets (Table 2.4) are compared with the C-C bond energy 

obtained by pyrolysis experiments [148]; the bond energy was measured to be 389kJ/mol 

at 298K. Based on the values presented in Table 2.4, the force-field parameters reported 

by Singh and co-workers [146] show the best correlation with the pyrolysis experimental 

result; therefore, this parameter set is used for the virtual deformation tests for the epoxy-

based system. 

 

 
Figure 2.24. Molecular Structure of the Resin (DGEBF) and C-C Bond 

Used for BDE Calculation. 
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(a) Chenoweth et al. [143] (b) Weismiller et al. [144] 

 
  

(c) Aryanpour et al. [145] (d) Singh et al. [146] 

Figure 2.25. Results of BDE Estimation of C-C Bond in DGEBF using COGEF with 

Four Different ReaxFF Parameter Sets. 

 

 

Table 2.4. Calculated BDE with Different Parameter Sets. 

ReaxFF Parameter Sets BDE (kJ/mol) Error 

Chenoweth et al. [143] 330.2 15% 

Weismiller et al. [144] 333.9 14% 

Aryanpour et al. [145] 359.4 7.6% 

Singh et al. [146] 409.6 5.2% 

 

  

  



 

66 

Investigation of the ReaxFF parameter set for mechanophores is also conducted for 

mechanophore embedded nanocomposites. Since there is no reported ReaxFF parameter 

set for mechanophores (TCE and Di-AC), dicyano-substituted cyclobutane (DC), which 

has a structure similar to cyclobutane in TCE polymer, is selected (Figure 2.26). Kryger et 

al. [28] have estimated the BDE of DC to be 239 kJ/mol using the DFT. BDE of the DC is 

estimated using the COGEF method through the same procedure used for the C-C bond of 

DGEBF. 

 Figure 2.28 shows total energy transition obtained from the COGEF simulations. Table 

2.5 presents the BDEs and percentage errors calculated using different ReaxFF parameter 

sets. The ReaxFF parameter set reported by Singh et al. [146] yields a BDE value of 245.71 

kJ/mol and shows the best correlation with Kryger’s results (2.8% error). As a result, 

Singh’s parameter set is considered as generating relatively accurate results where the BDE 

of epoxy resin is validated with the pyrolysis experiments and BDE of cyclobutane is 

validated with the DFT calculation. Therefore, this parameter set is implemented in this 

dissertation.  

 

 

 
Figure 2.26. Molecular Structure of the DC used for BDE calculation. 
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(a) Chenoweth et al. [143]  (b) Mattsson et al. [149] 

  
(c) Newsome et al. [150]  (d) Singh et al. [146]  

Figure 2.27. Results of BDE Estimations of DC using COGEF with Four Different 

ReaxFF Parameter Sets. 

 

 

Table 2.5. BDEs of Dicyano-substituted Cyclobutane (DC). 

ReaxFF Parameter Sets BDE (kJ/mol) Error 

Chenoweth et al. [143] 150.83 36% 

Mattsson et al. [149] 519.72 117% 

Newsome et al. [150] 258.88 8.3% 

Singh et al. [146] 245.71 2.8% 
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2.3.4. Virtual Loading Test 

Cyclobutane-based Mechanophore Embedded Thermoset: A representative 

volume element (RVE) of the smart polymer consists of randomly distributed molecules 

of the constituents, as shown in Figure 2.8. The weight percentages of the constituents, 

determined by experiments are as follows: 70 wt% DGEBF, 20 wt% DETA, and 10 wt% 

TCE monomers. A 100-TCE monomer system is developed and the number of 

resin/hardener molecules are determined accordingly as shown in Table 2.6 (84,700 atoms). 

The use of a large number of TCE monomers is ideal since this will improve the likelihood 

of generating more cyclobutane structures; however, the analysis of a large system will 

also require considerable computational time. For the trade-off between computational 

efficiency and likelihood, the 100-TCE monomer system reveals a good number of 

cyclobutane structures to represent smart polymer with reasonable simulation time.  

Epoxy curing/UV dimerization simulations are first performed with MMFF force-field, 

followed by virtual deformation tests using ReaxFF. Periodic boundary conditions are 

applied to the boundaries of the RVE (approximate size:  50×50×50 nm3 at the initial state) 

along all three directions. Conjugate gradient energy minimization is performed. 

Subsequently, NPT (isobaric-isothermal) ensemble equilibration is conducted on the RVE 

at 300K and 1atm (laboratory environment) for 10 ns using the Nose–Hoover thermostat 

and barostat to control the temperature and pressure, respectively. The 10 ns equilibration 

of the system allows the potential energy to converge to a mean value with small variance. 

After equilibration, the simulation of epoxy curing and UV dimerization are performed 

simultaneously. Degrees of epoxy curing and UV dimerization reaches to around 52% 

(based on the ratio of the number of new bonds to the maximum possible number of bonds 
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between carbon atoms of DGEBF and nitrogen atoms of DETA) and around 28% (based 

on the ratio of the number of new cyclobutane structures to the maximum possible number 

of cyclobutane structures), respectively. This process is followed by system stabilization 

using NPT ensemble (300K and 1atm) to reduce the augmented potential energy caused by 

the newly generated bonds. After system stability is confirmed by checking the potential 

energy with a mean value and small variance, the virtual deformation tests are performed.  

For the virtual deformation test, a novel deformation method using a very high 

deformation rate (named ultra-high strain rate method) has been used since the quasi-static 

deformation method [151, 152] implemented by ReaxFF is computationally expensive. 

This high strain rate method not only allows bond dissociation, but also shows improved 

computational efficiency. A detailed discussion of this novel deformation method is 

presented in Chapter 4. During the virtual loading test, the atoms in the volume get 

remapped to new positions at each time step as the simulation volume deforms (strain rate 

2×1013s-1). The cyclobutane ring structures are stretched depending on the magnitude of 

applied force on the carbon atoms of cyclobutane. The atomic forces experienced by the 

mechanophore molecules are also stored for the local force analysis. It is important to 

emphasize that the TCE polymer does not generate any covalent bond with the epoxy 

network. The physical entanglement between the epoxy network and TCE polymer chain 

allows load transfer, which can lead to mechanophore activation (covalent bond 

dissociation). 
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Table 2.6.  Components in the Smart Polymer (DGEBF:DETA:TCE=70%:20%:10%) 

 Weight Formula Number of Molecules 

DGEBF 313 g/mol C19H20O4 1300 

DETA 103 g/mol C4H13N3 1100 

TCE 510 g/mol C32H30O6 100 

 

 

 
(a) (b) (c) 

Figure 2.28. Procedure for Simulation of Mechanophore Activation: a) Prepare 

Dimerized Smart Polymer RVE, b) Start the Deformation Test (Atoms in Red 

Represents Healthy Cyclobutanes, Atoms in Green Represents Damaged 

Cyclobutanes), and c) Observe Atoms in Green as the RVE Deforms. 

 

 

Anthracene-based Mechanophore Embedded Thermoset: The MD simulation unit 

cell of the Di-AC embedded nanocomposites is constructed with randomly distributed 

molecules of the constituents (Figure 2.29). The weight percentages of the constituents in 

the nanocomposite used for the experiments are 74.8 wt% DGEBF, 20.2 wt% DETA, and 

5 wt% Di-AC. The resulting epoxy-based matrix has an extensively crosslinked structure 

which is generated by the epoxy curing process. As mentioned in Section 2.3.1, the curing 

of epoxy resin and hardener is simulated using the cut-off distance-based covalent bond 
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generation method. However, since the Di-AC molecule does not have reactive sites for 

the epoxy resin or hardener, it can be assumed that there is no covalent bond generation 

between Di-AC and the epoxy mixture. Fifty (50) Di-ACs are used to build the MD 

simulation unit cell, and the number of resin/hardener molecules are determined based on 

the experimental weight percentage (see Table 2.7, 69260 atoms). Periodic boundary 

conditions are also applied to the boundaries of the unit cell (approximated size of the unit 

cell is 15×15×15 nm3 at the initial state) along all three directions. Conjugate gradient-

based energy minimization is then performed using MMFF. Subsequently, NPT (isobaric-

isothermal) ensemble is used to equilibrate the unit cell at 300 K and 1 atm (laboratory 

conditions) for 10 ns along with the Nose–Hoover thermostat and barostat to control the 

temperature and pressure, respectively. The 10 ns equilibration of the system allows the 

potential energy to converge to a mean value with small variance. After equilibration, the 

epoxy curing simulation is performed. NPT ensemble (300K and 1atm) is conducted again 

to reduce the augmented potential energy due to the newly generated bonds. After system 

equilibration is verified, the virtual loading tests are performed using ReaxFF. The cured 

Di-AC embedded nanocomposite, e.g., a cyclobutane-based nanocomposite, is deformed 

by the ultra-high strain rate method, and sequentially bond dissociations are captured. 

Unlike the COGEF method in which the atom movements cause deformation, the virtual 

loading test deforms the unit cell volume first, and the atoms’ locations are varied 

according to the volume deformation (also known as affine transformation) [153, 154].  
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Table 2.7.  Components in the Smart Polymer  

(DGEBF:DETA:Di-AC=74.8%:20.2%:5%) 

 Weight Formula # of molecules 

DGEBF 313 g/mol C19H20O4 1120 

DETA 103 g/mol C4H13N3 920 

Di-AC 444 g/mol C30H20O4 50 

 

 

 
Figure 2.29. Schematic of the MD Simulation Unit Cell: a) Epoxy Resin 

(DGEBF), b) Hardener (DETA), c) Di-AC Mechanophore. 
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(a) (b) (c) 

Figure 2.30. Procedure for Simulation of Mechanophore Activation: a) Prepare Bulk Di-

AC Embedded Epoxy Polymer Matrix Unit Cell, b) Start Virtual Loading Test (Atoms 

in Red Color Represents Healthy Di-AC, Atoms in Green Color Represents Damaged 

Di-AC), and c) Observe Green Color Atoms during the Loading Test. 

 

 

2.3.5. Local Force/Work Analysis 

After the virtual deformation test, the mechanophore activation (color change 

phenomenon) is simulated using the atoms’ trajectory data and by monitoring the C-C bond 

lengths of mechanophores, as shown in Figure 2.28 and Figure 2.30. The color change 

from red (healthy mechanophores) to green (damaged mechanophores) is triggered when 

the C-C bonds are stretched beyond a critical bond length around 2.2Å , as seen in Figure 

2.23. However, these simulations are considered only a qualitative visualization approach. 

To more thoroughly investigate the physical parameters activating mechanophore in an 

epoxy polymer matrix, a quantitative analysis is more desirable. As physical parameters, 

two candidates are considered: force and work. In this dissertation, the term ‘local’ is used 

to designate the force and work experienced by atoms. In this section, local force/work 

analysis methods are discussed. Prior to the introduction of the analysis methodologies, the 

properties of mechanophores, including BDE and bond rupture force (BRF), are 
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characterized. They are then used as thresholds in the analysis to determine mechanophore 

activation.  

Characterization of Mechanophores: Two mechanophores (TCE and Di-AC) are 

characterized using the COGEF method with the ReaxFF, since there is no reported 

experimental/numerical study on BDE or BRF mechanophores. For this investigation, 

Singh’s ReaxFF parameter set is used [146]. The characterization of cyclobutane is 

conducted first with a pre-dimerized TCE polymer. The COGEF method follows the 

standard steps: i) energy minimization using the conjugate gradient method with MMFF; 

ii) NVT (isovolume-isothermal) ensemble at 300K equilibration for 50 ps where the 

potential energy of the system reaches a certain value with small variance; and iii) 

deformation by moving each carbon atom with constant velocity (0.0005 Å /fs) in opposite 

x-direction until the bond breaks (displacement control) using ReaxFF. Figure 2.31 

illustrates the boundary condition in terms of the moving directions of atoms (red arrows). 

No constraint is imposed in the y- and z-directions while the COGEF method is performed. 

Note that as mentioned in Section 2.3.3, this simulation is performed in non-periodic 

boundary condition because pair potentials due to the neighbor clone image of the system 

can indirectly disturb the BDE calculation. The total energy of the system is measured as 

the geometry deforms, as shown in Figure 2.32. The first drop in total energy is observed 

around 56 ps, which represents covalent bond dissociation. The simulation results reveal a 

BDE of 315.05 kJ/mol. In addition, the COGEF method provides the critical bond length 

(2.16 Å  in Figure 2.33) and the magnitude of bond rupture force (BRF) (6.8nN in Figure 

2.34) at the bond dissociation moment. These results are used as thresholds for 

mechanophore activation in the following section. 
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Figure 2.31. Schematic of Boundary Condition for the Tensile Test (Cyclobutane 

Structure is Emphasized with Bigger Spheres): Constant Velocity (0.0005 Å /Fs) in 

Opposite X-Direction. 

 

 

 

Figure 2.32. BDEs Obtained from Pre-dimerized Cyclobutane Structure (Elongation 

Starts at 50ps with 0.0005 Å /Fs and Bond Scission Occurs around 56ps). 
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Figure 2.33. C-C Bond Lengths of Cyclobutane and Total Energy Transition 

of the TCE Polymer during the Tensile Test. 

 

 

 

Figure 2.34. BRF of Cyclobutane (≈6.8 nN). 
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In addition to cyclobutane-based mechanophore, Di-AC’s BDE and BRF are 

characterized using the COGEF. The BDE of Di-AC is 58.5 kcal/mol (244.53 kJ/mol), the 

critical distance of Di-AC is 2.16 Å  (Figure 2.35), and BRF is 6.7nN (Figure 2.36).  

 

 
Figure 2.35. Bond Dissociation Energy (58.5 Kcal/Mol) and Critical Length (2.16 Å ) of 

Di-AC; Red Arrows Indicate the Unit Vectors that Represent the Pulling Directions. 
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Figure 2.36. BRF of Di-AC (≈6.7 nN). 

 

 

Cyclobutane-based Mechanophore Embedded Thermoset: For quantitative 

simulation of the mechanophore activation, the atomic force (a physical parameter 

candidate) applied on the cyclobutanes’ carbon atoms is investigated first. The local force 

is defined as the amplitude of an internal force that contributes to deformation of the C-C 

bonds under mechanical loading (Figure 2.37). For example, if bond stretching 

forces, F⃗ 1 and F⃗ 2 , are applied on the cyclobutane in opposite directions as shown in Figure 

2.38, the local force is specified by min{|F⃗ 1|,|F⃗ 2|} , and the bond will move with 

acceleration, due to net force, F⃗ net=F⃗ 1+F⃗ 2. Note that F⃗ 1and F⃗ 2 are pair forces and cancel 

out if they are equal. However, the zero net force only implies zero acceleration of the bond, 

and the internal force (|F⃗ 1|=|F⃗ 2|) contributes to the deformation of the bonds.  
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The local force definition is summarized in Table 2.8. Using this local force analysis 

approach, mechanophore activation is said to occur when one of the local forces of four 

bonds in the cyclobutane becomes greater than RBF (6.8nN). To verify whether local force 

information of cyclobutanes can be used as a criterion in mechanophore activation, local 

force information of two different cyclobutanes in the RVE, whose activation states were 

already obtained from the qualitative visualization analysis, is monitored. The first 

cyclobutane chosen for this analysis had no activation and the second cyclobutane activated 

at 50% strain. Figure 2.39 shows the local force trends of the two cyclobutanes. However, 

the results also indicate that local force analysis is not a reliable approach to identify 

mechanophore activation because the amplitudes of forces of the first cyclobutane (no 

activation) spike higher than the BRF (6.8nN) as the strain increases.  

To overcome the ambiguous data obtained from the local force analysis, a local work 

analysis approach is developed by considering the displacement of the C-C bonds. The 

concept is equivalent to strain energy calculation used in structural analysis. The local work 

is defined as the work (∫ F⃗ ∙ dL⃗  ) done by the applied local force (F⃗ ) on the bond with a 

small deformation, dL⃗ . This local work can be stated as ∫min {|F⃗ 1|, |F⃗ 2|} ∙ dL⃗  using the 

same example as shown in Figure 2.38. The results of local work analysis show that the 

dashed line AC (green) (see Figure 2.41) in the case of the second cyclobutane, starts to 

increase at 50% strain, whereas local work estimations of all the bonds are below the 

threshold in the case of the first cyclobutane (see Figure 2.40). Here, good agreement is 

observed with the qualitative visualization analysis results. Essentially, a certain amount 

of force needs to be maintained over a certain amount of time to elongate a covalent bond 

until it breaks. Therefore, it is reasonable to postulate that the local work is a key factor 
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governing mechanophore activation, instead of local force. Five samples with different 

initial locations of molecules and the same weight fraction of constituents are generated 

and tested to see if this method shows statistically consistent results. The results show that 

the mechanophores in all the samples are consistently activated at a strain of approximately 

20%~25% and the number of activated mechanophores increases as the strain increases 

(see Figure 2.42). 

 

 
Figure 2.37. Schematic of Local Force Distribution under the Uniaxial Loading Condition. 

 

 

Figure 2.38. Schematic of Cyclobutane under the 

Applied Atomic Forces (F⃗ 1 and F⃗ 2); Displacement (dL⃗ ). 
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Table 2.8. Definition of Local Force due to F⃗ 𝟏, F⃗ 𝟐 along X-axis in Opposite Direction 

(Figure 2.38). 

Condition of Atomic Force (F⃗ 1, F⃗ 2) Local Force Motion 

|F⃗ 1| = |F⃗ 2| 
min{|F⃗ 1|,|F⃗ 2|} 

zero acceleration 

|F⃗ 1| ≠ |F⃗ 2| acceleration due to F⃗ 1+F⃗ 2 

 

 

  

(a) (b) 

Figure 2.39. Local Force Plots of Two Cyclobutanes in the Polymer Matrix: a) Cyclobutane 

with No Activation and b) Activated Cyclobutane at 50% Strain (Dotted Black Line 

Represents the Threshold of 6.8nN). 

 

 



 

82 

 
Figure 2.40. Local Work Plots of Non-activated Cyclobutanes in the Polymer Matrix: 

(Dotted Black Line Represents the Threshold of 315kJ/mol (2,615 pN-Å )). 

 

 

Figure 2.41. Local Work Plots of the Activated Cyclobutanes in the Polymer Matrix at 

50% strain (Dotted Black Line Represents the Threshold of 315kJ/mol (2,615 pN-Å )). 

 



 

83 

 

 

Figure 2.42. Mechanophore Activation vs. Strain Obtained from Five Samples. 

 

Anthracene-based Mechanophore Embedded Thermoset: Local force/work 

analysis is also applied to Di-AC embedded nanocomposite. In the previous section, it has 

been shown that local force analysis itself is not relevant in capturing mechanophore 

activation, whereas local work analysis correctly captures the mechanophore activation. To 

verify if the local work analysis is valid for Di-AC mechanophore, the same comparison 

study using two randomly picked Di-AC molecules is conducted. The first Di-AC molecule 

had no activation and the second Di-AC activated at 30% strain from the qualitative 

visualization analysis in Figure 2.30. Figure 2.43 shows the local force trends of the two 

Di-AC molecules. Similar to the results of cyclobutane, local force analysis provides 

ambiguous data, and the amplitudes of forces of both cyclobutanes spike higher than the 
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BRF of Di-AC (6.7nN) as the strain increases. On the contrary, the local work analysis 

approach generates clear data. The output shows that the dashed CD line representing the 

transition of local work between C and D atoms (blue dotted line) of the second Di-AC 

starts to increase at 30% strain (Figure 2.45), and all local work calculations of the second 

Di-AC stay below the threshold (black dotted line), as shown in Figure 2.44. These results 

from both mechanophores (TCE and Di-AC) indicate that the local work analysis can be a 

potential tool for evaluating the sensitivity of mechanophores to external mechanical 

loading. In addition, it proves that mechanophore activation requires not only force, but 

also deformation induced by the force. Five samples with different initial locations of 

molecules and the same weight fraction of constituents are generated and tested to see if 

this method shows statistically consistent results. The results show that the mechanophores 

in all the samples are consistently activated at a strain of approximately 10%~15% and the 

number of activated mechanophores increases as the strain increases (see Figure 2.46). It 

is noteworthy that the Di-AC embedded nanocomposite shows earlier activation than the 

TCE embedded nanocomposite, which correlates with the fact that the BDE of Di-AC is 

less than that of TCE. The simulation results are validated using the experimental results 

in the next chapter. The sensitivity of mechanophore to external stress is also investigated 

by associating with the experimentally measured ring strain in Chapter 3. 
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(a) (b) 

Figure 2.43. Local Force Plots of Two Cyclobutanes in the Polymer Matrix: a) Cyclobutane 

with No Activation and b) Activated Cyclobutane at 50% Strain (Dotted Black Line 

Represents the Threshold of 6.8nN). 

 

 

 
Figure 2.44. Local Work Plots of Non-activated Cyclobutanes in the Polymer Matrix: 

(Dotted Black Line Represents the Threshold of 244.53 kJ/mol (2,030 pN-Å )). 
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Figure 2.45. Local Work Plots of the Activated Cyclobutanes in the Polymer Matrix 

at 50% Strain (Dotted Black Line Represents the Threshold of 244.53 kJ/mol (2,030 

pN-Å )). 

 

 

Figure 2.46. Local Work Analysis to Evaluate Mechanophore Activation Performance. 
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2.4. Chapter Summary 

A hybrid MD simulation framework is developed to capture the mechanochemical 

reaction of mechanophores in an epoxy-based thermoset matrix. An epoxy network 

required to simulate covalent bond generation was modeled to construct the structure of 

the host materials. By introducing ReaxFF as a bond-order based force-field, a basic 

framework for the mechanophore activation simulation was established. The virtual 

loading test in conjunction with ReaxFF was implemented to activate mechanophore in the 

thermoset matrix. Local force and work experienced by the mechanophores in the matrix 

were analyzed to explore the effective physical parameter activating the mechanophore by 

developing local force/work analysis. The local work analysis results show that anthracene-

based mechanophore was activated earlier than cyclobutane mechanophore. These results 

indicate a good correlation with the BDE study of Di-AC and cyclobutane presented in 

Section 2.3.5, where the BDE of Di-AC is less than the BDE of cyclobutane. To validate 

the hybrid MD simulation framework, the output of the framework will be compared with 

experimental results in Chapter 3. 

  



 

88 

CHAPTER 

3. EXPERIMENTAL VALIDATION OF THE HYBRID MD FRAMEWORK 

The principal objective of this research effort is to develop an atomistic model, along 

with simulation methodologies that provide important insights into the mechanochemical 

reaction of a mechanophore in a thermoset matrix. The model and methodology framework 

are then validated through experimental correlations. Specifically, cycloalkane-based 

mechanophores infused into epoxy-based thermoset matrix, including material preparation 

(synthesis) and confirmation of mechanophore formation as well as characterization of 

material properties, including Tg, elastic modulus, loss/storage modulus were 

experimentally elucidated. Additionally, the fluorescence intensity induced by 

mechanophore activation after uniaxial loading test was measured using a UV microscope. 

This experimental study, conducted in collaboration with Dr. Lenore Dai in ASU’s 

chemical engineering department, was then used to validate the atomistic nanocomposite 

model and the hybrid MD simulation framework.  

3.1. Glass Transition Temperature: Estimation and Measurement 

3.1.1. Neat Epoxy and Smart Polymer 

Tg Estimation and Experimental Validation: In Chapter 2, the most possible 

conversion degree for each system, namely, 56% for neat epoxy and 52.7% for smart 

polymer with TCE, was established. In order to validate the curing simulation method and 

the conversion degree estimations, Tgs were predicted using MD simulations. After 

measuring Tgs experimentally, the predicted Tgs are compared with experimental results 

for this validation process. 
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Tgs for each system were estimated by investigating the change in density at 

temperatures ranging from 250K to 450K; a detailed simulation process that takes place 

for Tg estimation is as follows. After generating covalent bonds with the predicted 

conversion degree, the system becomes unstable due to newly generated bonds. In order to 

ensure the stability of the system before starting density calculations at different 

temperatures, additional energy minimization and NPT ensemble simulation (250K and 

1atm for 200ps) are required. Once the system is stabilized, a stepwise heating simulation 

is performed by starting with the equilibrated system (250K and 1atm), and then followed 

by intervals of 10K with the same pressure. For each temperature, NPT ensemble 

simulation is conducted for 100ps [155]. When compared to the experimental heating rate, 

10K/100ps is very high; however, the high heating rate is inevitable due to the inherent 

time scale limitation of MD simulation [156].  

To address the discrepancy between the experimental process and simulation, an 

assumption made in this study is that once the system is equilibrated computationally, it 

will stay in the same state without any significant change. In this instance, 100ps was 

sufficient time to equilibrate the system. Densities at each temperature are calculated using 

the time average of densities around equilibration state due to the fluctuation behavior of 

molecules. Figure 3.1 and Figure 3.2 show trends of densities as a function of temperature 

for neat epoxy and smart polymer. The error bars in each plot represent MD simulation 

data. Since the epoxy-based systems are amorphous polymer, there is a transition in density 

as the temperature varies. The temperature at the transition is defined as Tg, which is 

determined by locating the intersection of two linearly fitted lines in the two regions: glass 
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and liquid state region (Figure 3.1 and Figure 3.2). Through this procedure, Tgs of neat 

epoxy and smart polymer are determined to be 345.2K and 320.8K, respectively.  

Table 3.1 shows the root mean squared error (RMSE) and R2 to evaluate goodness-of-

fit for the fitted linear curves. Since the RMSE and R2 are close to 0 and 1, respectively, 

linear fit to the MD simulation results is appropriate for each region. 

 

 

Figure 3.1. MD Simulation Results for Tg Prediction of Neat Epoxy. 
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Figure 3.2. MD Simulation Results for Tg Prediction of Smart Polymer. 

 

 

Table 3.1. Evaluation of Goodness-of-Fit. 

 

Neat Epoxy Smart Polymer 

Glass State Liquid State Glass State Liquid State 

RMSE 0.0034 0.0015 0.002 0.0023 

R2 0.97 0.99 0.96 0.99 

 

 

Next, the numerically estimated Tgs were compared with experimental results to 

establish experimental validation. Since Tg measurement of smart polymers has yet to be 

explored, DSC was employed after the synthesis of these novel materials. A set of four 

experimental samples were fabricated for each material type: neat epoxy and smart 
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polymer. The averaged values (from the four tests) are presented in Figure 3.3. The 

comparisons between MD simulations and DSC results are shown in  

 

Table 3.2; Tg estimation shows good agreement with experiments (within 2%). These 

results indicate that not only does the numerically cured epoxy network and its simulation 

describe the epoxy-based system accurately, but also a combination of numerically 

implemented conversion process and force field MMFF is promising for epoxy-based 

system studies. Furthermore, the results capture the influence of the mechanophore on the 

neat epoxy which leads to a reduction in the Tg value. Based on these results, it is 

anticipated that the developed framework will be a reliable numerical method to evaluate 

the thermal property of other epoxy-based systems. In order to show that this curing 

simulation and Tg estimation method are applicable to a wide range of epoxy systems, four 

different epoxy systems are discussed more to estimate Tg points and to compare Tg 

estimations with experimental results in Section 3.1.2. 
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Figure 3.3. Tgs Obtained by DSC: 349K for Neat Epoxy and 317K for Smart 

Polymer [12]. 

 

 

Table 3.2. Percent Error of Each System. 

 MD Simulations DSC % Error 

Neat Epoxy 345.21K 349K 1.3% 

Smart Polymer 320.80K 317K 1.2% 

 

 

Tg vs. Conversion Degree: There is some research on modeling of the relationship 

between Tg and the conversion degree. Nielsen et al. [157] introduced the DiBenedetto 

equation,  

u ug gT (1 )T
T

(1 )
g

  

 

 


 
, 

( 3.11 ) 
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where α is conversion degree ranging from 0 (uncured epoxy system) to 1 (fully cured 

epoxy system), ζ is a ratio of lattice energies between uncured epoxy system and cured 

epoxy system, η is a ratio of segmental mobilities between uncured epoxy system and cured 

epoxy system, and Tgu is the glass transition temperature of uncured epoxy system. The 

DiBenedetto equation, however, does not consider Tg of a fully cured epoxy system; 

therefore, it is not appropriate for use in a highly cured system. Pascault et al. [158], on the 

other hand, propose an extended DiBenedetto equation by introducing the Tg of a fully 

cured epoxy system, Tgf, 

A well-known model describing the relationship between Tg and epoxy conversion 

degree is the Venditti-Gillham (V-G) equation (Equation 3.3) [122], which is based on an 

entropy approach introduced by Couchman et al. [159]. It is as follows:  

where β is a ratio of heat capacity change between a fully cured epoxy system and an 

uncured epoxy system. Venditti et al.[122] also presented comparative studies between the 

V-G equation and the DSC measurements of several thermosetting epoxy systems, thereby 

concluding that β ranges from 0.22 to 0.65. Even though most of the β values were obtained 

from DSC measurements, β is not available for all thermosetting epoxy systems due to the 

limitations of making fully cured or uncured epoxy system. Therefore, some β values were 

estimated by fitting the V-G equation to DSC measurements of partially cured epoxy 

systems. 

u fg g(1 )T T
T

(1 )
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In this chapter, the V-G equation is used to perform additional validation of the MD 

simulation framework. This is done by fitting the V-G equation to the MD simulation data. 

This simulation is meaningful because it shows the efficacy of the MD approach for 

analyzing the relationship between Tg and the conversion degree, which is a very important 

factor in modeling the curing mechanism of the thermoset or developing an efficient curing 

process. Figure 3.4 and Figure 3.5 show that the MD simulation data fits well into the V-

G equation in both neat epoxy and smart polymer (R2 are 0.9917 and 0.9958, respectively, 

Table 3.3). The ratio β of neat epoxy, 0.6164, is within the range mentioned in Venditti et 

al. However, the ratio β of smart polymer, 0.7373, is greater than the maximum value of 

the range. Considering that the V-G equation was derived for neat thermoset epoxy system, 

the reason for the change can be related to the addition of smart material in the epoxy.  

 

 

Figure 3.4. Tg Distributions as a Function of Conversion Degree for Neat Epoxy. 
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Table 3.3 Estimated Parameters by Fitting V-G Equation to MD Data. 

Material β 
u

Tg  R2 

Neat Epoxy 0.6164 304.3K 0.9917 

Smart Polymer 0.7373 284.7K 0.9958 

 

 

3.1.2. Different Epoxy Systems from Literature 

The Tg estimation using MD and experimental validation are successfully 

demonstrated for neat epoxy (DGEBF and DETA) and smart polymer systems in Section 

3.2.1. In order to show that the curing simulation methodology and Tg estimation technique 

are applicable to any epoxy system, four different epoxy resin and hardener systems are 

 
Figure 3.5. Tg Distributions as a Function of Conversion Degree for Smart Polymer. 
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used. The Tgs of each system are estimated and compared with experimentally measured 

Tgs from the literature [160-163]. Table 2.2 shows each system’s constituents, chemical 

structures and the molecular weights of the constituents: system1 (DGEBF and Di-Ethyl 

Toluene Di-Amine (DETDA)); system 2 (DGEBF and Tri-Ethylene-Tetr-Amine (TETA)); 

system 3 (Di-Glycidyl Ether of Bisphenol A (DGEBA) and Iso-Phoron Diamine (IPD)); 

system 4 (DGEBA and Di-amino Diphenyl Sulfone (DDS)).  

The simulation steps are as follows: first, the constituent molecules of each system are 

mixed stochastically without overlap in the unit cells. The numbers of molecules are 

determined by the weight ratio used in the literature with experimental results for the 

corresponding material systems (Table 3.5). Next, in order to mimic the experimental 

process accurately, the experimental conditions during curing (temperature and pressure) 

are employed for the curing simulation. Table 3.6 lists the curing temperature used in 

experiments (pressure is 1 atm for all cases) along with curing simulation times which are 

determined by the condition where the total energy meets the first peak followed by a 

distinct drop (please refer to Chapter 2).  

 

 

Table 3.4. Constituents of Each Epoxy System 

System Resin Hardener 

1 DGEBF (C19H20O4, 313g/mol) DETDA (C11H18N2, 178g/mol) 

2 DGEBF (C19H20O4, 313g/mol) TETA (C6H18N4, 146g/mol) 

3 DGEBA (C21H24O4, 340g/mol) IPD (C10H22N2, 170g/mol) 

4 DGEBA (C21H24O4, 340g/mol) DDS (C12H12N2O2S, 248g/mol) 
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Table 3.5. Configuration of Epoxy Polymer (Resin/Hardener). 

System Weight Ratio Molecular Ratio # of Atoms 

1 100/26.4 200/100 11700 

2 100/15.4 200/80 10840 

3 100/20 200/80 12520 

4 100/20 200/60 11540 

 

 

Table 3.6. Curing Temperature and Curing Simulation Time based on 0.1 fs Time Step. 

System Curing temperature Curing time in MD 

1 450K 1400 steps 

2 394K 1640 steps 

3 463K 600 steps 

4 473K 1160 steps 

 

 

Preparation of Epoxy Curing Simulation: To emulate covalent bond generation 

between epoxy resin and hardener in MD simulation, activated resin and hardener 

molecules are required. This is done by removing two hydrogen atoms from epoxide 

groups in DGEBF (system 1, 2) and DGEBA (system 3, 4); methylene groups are prepared 

in resin. DETDA, the hardener for system 1, is activated by removing four hydrogen atoms 

from the amine group (Figure 3.6c, d). TETA of system 2 is very similar to DETA but with 
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an additional nitrogen atom as shown in Figure 3.7 c, d; therefore, six hydrogen atoms are 

removed from the TETA molecule to be activated. Figure 3.8 illustrates the molecules of 

constituents in system 3; IPD has four hydrogen atoms which need to be eliminated to be 

activated (Figure 3.8c, d). Lastly, DDS, hardener for system 4 is activated by removing the 

four hydrogen atoms as shown in Figure 3.9c, d.  

Using the activated resin and hardener molecules for each system, the simulation unit 

cells are constructed by a random distribution of the molecules without overlap with each 

other. Periodic boundary conditions are applied to the boundaries of the unit cells in all 

three directions (initial size of the unit cell is approximately 10 x 10 x 10 nm3). Conjugate 

gradient energy minimization is then performed followed by NPT ensemble simulation of 

10ns to equilibrate the unit cell using the Nose-Hoover thermostat and barostat. The curing 

temperature is set by the values in Table 3.6. Through the equilibration step, the molecules 

maintain equilibrium distances between them. Using the same cutoff distance (van der 

Waal radii of C-N) as used for DGEBF+DETA system, the numerical curing simulation is 

performed for each system. Subsequently, hydrogenation is performed to saturate the 

uncured nitrogen atoms for the hardeners in each system. After bond generation and 

hydrogenation, energy minimization process is performed for each system until they 

become stable. 
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Figure 3.6. System 1: (a) Pre-Activated DGEBF; (b) Activated DGEBF After 

Removing Two Hydrogen Atoms with Red Circle Markings; (c) Pre-

activated DETDA; (d) Activated DETDA after Removing Four Hydrogen 

Atoms with Red Circle Markings. 
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Figure 3.7. System 2: (a) Pre-activated DGEBF; (b) Activated DGEBF after Removing 

Two Hydrogen Atoms with Red Circle Markings; (c) Pre-activated TETA; (D) 

Activated TETA after Removing Six Hydrogen Atoms with Red Circle Markings. 

 

 
Figure 3.8. System 3: (a) Pre-activated DGEBA; (b) Activated DGEBA after Removing 

Two Hydrogen Atoms with Red Circle Markings; (c) Pre-activated IPD; (d) Activated 

IPD After Removing Four Hydrogen Atoms with Red Circle Markings. 
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Estimation of Conversion Degree: The method to estimate the conversion degree of 

the neat epoxy system using multiple unit cells is applied to these four epoxy systems. In 

the previous section, curing simulation conditions including temperature, simulation time, 

and hydrogenation method are determined for each system. This curing simulation 

condition is applied to multiple unit cells. In Chapter 2, 500 unit cells are generated for the 

DGEBF+DETA (neat epoxy) system. Likewise, the four epoxy systems generate 500 unit 

cells and each unit cell goes through corresponding curing simulation procedures. The most 

possible conversion degree for each system is estimated by calculating average values of 

500 unit cells’ conversion degree.  

 

 

Figure 3.9. System 4: (a) Pre-activated DGEBA; (b) Activated DGEBA after 

Removing Two Hydrogen Atoms with Red Circle Markings; (c) Pre-activated DDS; 

(d) Activated DDS After Removing Four Hydrogen Atoms with Red Circle Markings. 
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After obtaining conversion degree values from the multiple unit cell simulations, 

frequency distributions of the conversion degree for each system is provided as shown in 

Figure 3.10-Figure 3.13. The average conversion degrees for each system is listed in Table 

3.7, which are considered the most likely conversion degrees. Based on these values, 

representative epoxy cured systems are constructed. These cured systems are used to 

estimate the Tg points.  

 

 
Figure 3.10. Conversion Degree Estimation for System 1 (DGEBF+DETDA); 

Solid Red Lines are Fitted Normal Distributions. 
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Figure 3.11. Conversion Degree Estimation for System 2 (DGEBF+TETA); Solid Red 

Lines are Fitted Normal Distributions. 

 

 

 
Figure 3.12. Conversion Degree Estimation for System 3 (DGEBA+IPD); Solid 

Red Lines are Fitted Normal Distributions. 
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Figure 3.13. Conversion Degree Estimation for System 4 (DGEBA+DDS); Solid 

Red Lines are Fitted Normal Distributions. 

 

Table 3.7. Average and Standard Deviation of Conversion Degree for Each System. 

System Average Standard Deviation 

1 33.02% 2.43% 

2 53.48% 2.65% 

3 28.15% 2% 

4 26.13% 1.89% 

 

Tgs are investigated by calculating densities at different temperatures, ranging from 

250K to 600K using MD simulations and identifying a phase transition. A stepwise heating 

simulation method is performed starting with an equilibrated system (250K and 1atm) and 
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followed by intervals of 10K. For each temperature, NPT ensemble simulation is conducted 

for 100ps [155]. Densities at each temperature are calculated using time average of 

densities around equilibration state due to molecular vibration. 

Figure 3.14-Figure 3.17 show trends of densities as a function of temperature for four 

epoxy systems. The error bars in each plot correspond to the MD simulation data. In order 

to determine the temperature at the transition of phase from liquid to glass, two linear 

regressions are performed and used to identify the intersection of two lines. The accuracy 

of the linear regression performed here is confirmed by the root mean squared error (RMSE) 

and R2 estimation for each system presented in Table 3.8. Through this procedure, Tgs of 

each system are calculated. Table 3.9 lists the MD-estimated Tgs as well as the Tgs 

measured by DSC or DMA from the literature to evaluate the accuracy of the MD results; 

MD simulations estimate the Tg within 2% error. In addition, the results indicate that Tg 

estimations performed in this dissertation are more accurate than existing MD aided Tg 

estimation studies. Tack and co-worker [164] estimated DGEBF+DETDA epoxy system’s 

Tg to be 412K, which has a 4.1% error, whereas the same system (system 1) was estimated 

to be 422.9K (1.6% error). Li et al. [163] estimated the Tg of DGEBA+DDS epoxy system 

at 7.4% error; however, the Tg of the same system (system 4) is estimated at 0.4% error. 

Fan and co-worker [161] calculated the Tg of DGEBF+TETA to be 378K which has a 4% 

error with experiments. In this work, the same system (DGEBF+TETA)’s Tg is estimated 

to be 401.3K (1.8% error). Through these experimental validations, it is evident that the 

combination of the proposed MD simulation methods (conversion degree and Tg 

estimations), and MMFF force field is very suitable for thermal property estimation of a 

wide range of epoxy-based thermoset systems. 
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Figure 3.14. MD Simulation Results for Tg Prediction of System 1 (DGEBF+DETDA). 

 

 

 
Figure 3.15. MD Simulation Results for Tg Prediction of System 2 (DGEBF+TETA). 
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Figure 3.16. MD Simulation Results for Tg Prediction of System 3 (DGEBA+IPD). 

 

 

 
Figure 3.17. MD Simulation Results for Tg Prediction of System 4 (DGEBA+DDS). 
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Table 3.8. Evaluation of Goodness-of-Fit. 

System 

R2 RMSE 

Glass State Liquid State Glass State Liquid State 

1 0.97 0.99 0.0037 0.0017 

2 0.97 0.98 0.0016 0.0045 

3 0.98 0.99 0.0022 0.0021 

4 0.97 0.99 0.0035 0.0027 

 

 

Table 3.9. Estimated Tgs and Percent Error. 

System MD Simulations DSC % Error 

1 422.9K 430K[165] 1.6% 

2 401.3K 394K[161] 1.8% 

3 433.8K 436K[162] 0.5% 

4 450.4K 448K[163] 0.4% 

 

 

3.2. Fluorescence Signal Detection: Experiments and Simulations 

3.2.1. Synthesis and Testing 

Sample Preparation and Test Methods: The dimeric anthracene-based 

mechanophore, Di-AC, was synthesized by 9-anthracene carboxylic acid (AC) using 

photosynthesis with a 302 nm wavelength UV lamp. After the photosynthesis, white Di-
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AC powder particles were obtained and added to a mixture of epoxy resin and hardener 

with 5 wt% Di-AC (DGEBF and DETA, weight ratio 100:27). Once the mixture was 

homogenized, it was poured into silicone rubber molds and allowed to cure at room 

temperature. Neat epoxy samples were prepared in a similar manner, but without Di-AC. 

The average dimensions of the samples for the compression test were 3×4×8 mm3. A 

compression test system (TestResources 800L) was used to compress the samples to 

different strains and obtain stress-strain plots for the epoxy samples. The tests were run in 

displacement control in the longitudinal direction at a loading rate of 1 mm/min and 

conducted at room temperature. The fluorescence generation from the compressed samples 

was observed under a Nikon Eclipse TE300 inverted video fluorescence microscope by 

excitation under 340-380 nm UV light with a filter cube to capture the emission of light 

between 435-485 nm. An image analysis software package was used to quantify the 

fluorescence intensity of the images taken from this study [166].  

 

Damage Precursor Detection: Compression tests were performed on the 

mechanophore-embedded composite; 10 fluorescence microscopy images at specific 

strains (0%, 2%, 4%, 6%, 10%, and 15%) were obtained. Figure 3.18 shows the stress-

strain curve along with representative fluorescence images at the selected strains. The 

image of the samples at 0% strain was taken prior to any compression and provides a 

baseline to confirm the capability of Di-AC mechanophore as a damage sensor. When it 

comes to the image of the sample at 4% strain, there is little distinguishable difference 

between the 0% and 4% images to the naked eye.  However, the dark green color shown in 

the image of the samples at 6% strain, just after the yield point, is indicative of scattered 
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local damage, which activates the Di-AC mechanophores. The green fluorescence emission 

becomes more apparent as the stress-strain curve progresses into the plastic regime as 

indicated by the images of the samples at 10% and 15% strains. The same testing was 

performed on the neat epoxy to compare with the previous smart polymer test, and no 

change in fluorescence was observed from all the images as expected. Comparing the 

images of smart polymer and neat epoxy verifies that Di-AC can be used as a 

mechanophore in the epoxy system. Along with the image comparison, Figure 3.19 

illustrates the average and the standard deviation of fluorescence intensity from two smart 

polymer samples at the specific strains. As seen in Figure 3.19, 4% strain is still in the 

elastic regime, but the average intensity of fluorescence at this strain increases compared 

to the 0% strain state; this indicates that Di-AC has the capability to be a damage precursor 

detector. It is also true that average intensities of 0% and 2% strain cases are statistically 

different; however, the fluorescence intensity of Sample 1 in Figure 3.19 shows some 

overlap in the error bar between 0% and 2% strains. This overlap is not present in the 

intensity information between 0% and 4% strain images. Since plastic deformation and 

material failure are accelerated drastically after the yield point, it is imperative to be aware 

of the impending material failure before yielding occurs. This allows the material to be 

repaired before catastrophic failure. This is also a significant improvement to the results of 

the cyclobutane-based mechanophore embedded epoxy polymer, for which fluorescence 

emission was only observed after the yield point [12].  
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Figure 3.18. Stress-Strain Curve and Fluorescence Images from the Compression Test. 

 

 

 
Figure 3.19. Intensity of Fluorescence in Two Samples from Compression Test. 
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3.2.2. Damage Precursor Detection Simulation 

In this study, damage precursor is defined as an indication of impending material failure 

prior to the yield strain. The yield strain can be obtained from stress-strain curve 

computationally using MD simulation, and this strain value can be compared with the 

critical strain estimated from the mechanophore activation results to investigate the 

capability of damage precursor detection. MMFF, the classical force-field, is employed to 

estimate the stress-strain response of the smart polymer since this comparative study is 

focused on the elastic regime (from zero strain to yield strain) and classical force-fields 

have shown tremendous success in capturing elastic behavior of polymer systems [65, 163, 

167-171]. It is noteworthy that ReaxFF can also be used for this estimation; however, 

ReaxFF is relatively well optimized to simulate plastic behavior. A few studies in the 

literature have used ReaxFF to estimate the elastic behavior of epoxy polymer system, but 

appropriate experimental validation was not provided [172].  

Using MMFF, the dynamic method (constant-stress deformation) developed by 

Berendsen et al. [173] is applied to the epoxy-cured unit cell. The crosslinked smart 

polymer unit cell is deformed gradually at a constant rate of 1010 s-1 along the x-axis in the 

NPT ensemble (300 K and zero pressure on y and z-axis). The strain rate is significantly 

high compared to that of experiments (≈10-3 s-1) due to the limitation of feasible time step 

in MD simulations. However, this strain rate has been used in the MD research field and 

have estimated experimentally comparable stress-strain curves [169-171]. It is also noted 

that the simulation time is appropriately long (100,000 steps, 1 fs time step) for the system 

size under consideration (69260 atoms) to ensure that the thermodynamic parameters are 

well averaged. Hence, the mechanical properties estimated through virial stress 
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information from the simulation results are comparable to the mechanical properties 

measured by experiments based on the ergodic theory [174, 175]. The results from 

mechanophore activation are added to the stress-strain curve to compare the critical strain 

and yield strain.  

As highlighted with a dotted red box in Figure 3.20, the hybrid MD methodology 

illustrates that the critical strain (14% strain) from mechanophore activation occurs prior 

to the yield strain (15% strain). Good agreement is observed with experimental results 

(Figure 3.18 and Figure 3.19): both simulations and experiments indicate that 

mechanophores are activated before the yield strain. Although there is a difference in 

absolute strain value between experiments and simulations due to the huge length scale 

discrepancy, the significance of this computational result is that the occurrence of the 

critical strain for mechanophore prior to the yield strain (damage precursor detection), 

which is strongly dependent on interatomic and intermolecular interaction in the composite 

system, is captured. In order to verify the effectiveness of this comparative method as a 

means to verify damage precursor detection capability, the comparative method is also 

applied to the cyclobutane-based mechanophore (TCE) study. In the experiments using 

cyclobutane, the fluorescence emission signal (6% strain in Figure 3.22) was only observed 

subsequent to yield strain (5% strain in Figure 3.21) [12], implying that cyclobutane-based 

mechanophore does not possess damage precursor detection capability. The results from 

the comparative method to the cyclobutane mechanophore simulation data also show good 

agreement with the corresponding experimental results; the critical strain for 

mechanophore activation (26% strain) occurs after yield strain (18% strain) as shown in 

Figure 3.32. The comparative method using the hybrid MD simulation results successfully 
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identifies the damage precursor detection capability of two different mechanophores (TCE 

and Di-AC); it is anticipated that this comparative method can be expanded for the study 

of various mechanophores.  

 

 

 
Figure 3.20. Simulation Results: Stress-Strain Curves vs. Mechanophore 

Activation Plot for the Di-AC Embedded Nanocomposite. 
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Figure 3.21. Experimental Results: Stress-Strain Curves vs. Fluorescence Images from 

the Compression Test for the TCE Embedded Nanocomposite [12]. 

 

 

 
Figure 3.22. Experimental Results: Intensity of Fluorescence from the Compression Test 

for the TCE Embedded Nanocomposite [12]. 
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Figure 3.23. Stress-Strain Curves vs. Mechanophore Activation Plot of 

Cyclobutane-Based Mechanophore Embedded Polymer. 

 

 

Comparative Study for Mechanophore Sensitivity: Experimental results have 

demonstrated the improved sensitivity of Di-AC as a damage sensor compared to the 

cyclobutane-based mechanophore. However, a reasonable physics-based justification, 

which might be supported by existing experimental knowledge, has not been provided. 

Although the ‘ring strain’ analysis based on ‘heat of combustion’ measurement has been 

used to evaluate the instability of cycloalkane (Table 3.10), ring strain analysis of Di-AC 

has not been reported due to its complex structure for the ‘heat of combustion’ experiments 

[176]. As an alternative to ‘ring strain’ analysis, the BDE calculation is used to analyze the 

instability of mechanophores. It has been shown that Di-AC’s BDE is less than that of TCE 

in the previous chapter; therefore, addressing the correlation between BDE and ring strain 
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is critical. Furthermore, the reason for the lower BDE of Di-AC can be justified by an 

understanding based on nanoscale physics. 

Cyclobutane and cyclooctane are selected from the ring strain table (see Table 3.10). 

Cyclobutane is selected because of the TCE comprising three cyclobutanes, and 

cyclooctane is selected due to its similarity to the Di-AC chemical structure, which contains 

a derivative of cyclooctane (Figure 2.34). The ring strain of cyclobutane (26.4 kcal/mol) 

was found to be greater than the ring strain of cyclooctane (9.6 kcal/mol), implying that 

cyclobutane is more sensitive to external stimulation than cyclooctane. Note that the BDE 

calculation should show inverse proportionality to ring strain analysis because the BDE 

calculation computes the energy required to break the structure. Low BDE implies that the 

structure is weak (unstable) and sensitive to external loads. The BDE calculation using 

COGEF is performed with Singh’s ReaxFF parameter set (please refer Chapter 2). The 

COGEF simulation is conducted following the same procedure as used in the previous 

chapter. Only the boundary conditions for the deformation is different. Red arrows in 

Figure 3.24 and Figure 3.25 indicate the unit vectors of the pulling directions. The total 

energy of the system is measured as the geometry deforms. The simulation results reveal 

that the BDE of cyclobutane and cyclooctane are 71.7 kcal/mol and 159.95 kcal/mol, 

respectively. The BDE of cyclooctane (159.95 kcal/mol) is greater than BDE of 

cyclobutane (71.7 kcal/mol); it is successfully correlated with the inverse proportionality 

of the ring strain. Therefore, it becomes possible to use the BDE calculation as an 

alternative to the ring strain analysis. 

The sensitivity of Di-AC to external loads is characterized hereby using the BDE results. 

From the previous BDE calculation of Di-AC, it is found that the BDE of Di-AC is 58.5 
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kcal/mol (Figure 2.35), which is lower than the BDE of cyclobutane (71.7 kcal/mol). This 

implies both that the Di-AC will have higher ring strain than cyclobutane and it requires 

less energy for bond breakage than cyclobutane. Additionally, the cyclooctane, which was 

chosen due to its structural similarity to Di-AC as a comparative study, requires higher 

energy to break the bond than Di-AC. In order to understand the relatively low BDE of Di-

AC compared to cyclobutane and cyclooctane, it is noteworthy that Di-AC has a unique 

structure: two cyclooctane ring shapes share two covalent bonds, which is called [4+4] 

cyclodimer (Figure 2.34). Although there is no experimental evidence to support the 

following conclusion, it might be reasonable to hypothesize that the improved sensitivity 

of Di-AC is due to the unique structure: [4+4] cyclodimer through the BDE analysis. 

 

Table 3.10. Ring Strain of Cycloalkane [176]. 

Cycloalkane (CH2)n CH2 Units (n) Ring Strain (kcal/mol) 

Cyclopropane n = 3 27.6 

Cyclobutane n = 4 26.4 

Cyclopentane n = 5 6.5 

Cyclohexane n = 6 0 

Cycloheptane n = 7 6.3 

Cyclooctane n = 8 9.6 
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Figure 3.24. Bond Dissociation Energies of Cyclobutane (71.7 Kcal/mol); Red Arrows 

Indicate the Unit Vectors Representing the Pulling Directions. 

 

 

Figure 3.25. Bond Dissociation Energies of Cyclooctane (159.95 Kcal/mol); Red Arrows 

Indicate the Unit Vectors Representing the Pulling Directions. 
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3.3. Mechanical Properties 

3.3.1. Cyclobutane-based Mechanophore Embedded Thermoset 

The mechanical properties are measured via uniaxial/triaxial deformation tests 

conducted using the MD simulator. For the deformation test, 52.7% crosslinked smart 

polymer and 56% crosslinked neat epoxy are used; specifically, the same unit cell used in 

Section 2.3.1 is utilized in this virtual deformation test. In addition, the classical force-field, 

is employed to estimate the stress-strain response of the two systems due to the same reason 

mentioned in the previous section (Section 3.2.2). After generating covalent bonds in each 

unit cell under the same experimental curing condition (300K and 1 atm), these unit cells 

were equilibrated under zero-atmospheric pressure to remove predefined pressure on all 

the axes. Subsequently, the unit cell was deformed along the x-axis with constant strain 

rate (1010s-1) under NPT ensemble (300K and zero pressure on y and z-axis); MD simulator 

measures the stress and strain about the x-axis. The raw stress data obtained after 30% 

deformation shows huge fluctuation due to the intrinsic atomic vibration and is shown in 

Figure 3.26-Figure 3.29. 
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Figure 3.26. Uniaxial Tensile Tests in MD Simulation with the Conversion Degree of 

56% for Neat Epoxy. 

 

 

Figure 3.27. Uniaxial Compression Tests in MD Simulation with the Conversion Degree 

of 56% for Neat Epoxy. 

 



 

123 

 
Figure 3.28. Uniaxial Tensile Tests in MD Simulation with the Conversion Degree of 

52.7% for Smart Polymer. 

 

 

Figure 3.29. Uniaxial Compression Tests in MD Simulation with the Conversion Degree 

of 52.7% for Smart Polymer. 

 

 



 

124 

A local regression of linear polynomial model has been used to reduce the fluctuation. 

Each plot has raw stress data (blue dotted line) and locally regressed data (red solid line). 

Based on the locally regressed stress-strain curve, Young’s modulus is computed by 

finding maximum local slope through the stress-strain curve from zero strain until 15% 

strain, at which the curve usually starts to show the strain-hardening behavior. In addition, 

it is worth noting that since an epoxy based system has an amorphous structure, the 

dynamic response corresponding to the tensile test and the compressive test might be 

different. The stress-strain curve in tension and compression for both neat epoxy and smart 

polymer are shown in Figure 3.30 and Figure 3.31. Since each unit cell is not homogeneous, 

a uniaxial deformation test was also conducted for y and z-axes independently. For bulk 

modulus estimation, a triaxial deformation test was conducted, which is relatively simple 

compared to the uniaxial deformation test. After increasing the hydrostatic pressure on 

each unit cell from 0 atm to 5000 atm at room temperature, the MD simulator measures the 

volume change of each unit cell to calculate the bulk modulus using Equation 3.4.  
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Figure 3.30. Locally Regressed Stress-Strain Curves of Neat Epoxy. 

 

 
Figure 3.31. Locally Regressed Stress-Strain Curves of Neat Epoxy. 
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Based on Young’s modulus (E) and bulk modulus (K) achieved from MD simulation, 

shear modulus and Poisson’s ratio are calculated using two basic equations in mechanics 

of material under isotropic material assumption,  

where G is shear modulus and   is Poisson’s ratio. Table 3.11 shows the prediction of 

mechanical properties of both neat epoxy and smart polymer. 

 

 

Table 3.11. Prediction of Mechanical Properties. 

 

 

The relationship between the conversion degree and the mechanical properties is 

investigated next. The same uniaxial/triaxial deformation tests have been conducted at 

conversion degrees ranging from 10% to 100%. Figure 3.32-Figure 3.35 show the MD 
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Neat Epoxy (56%) Smart Polymer (52.7%) 

Tension Compression Tension Compression 

Young’s Modulus 1.64GPa 1.80GPa 1.53GPa 1.73GPa 

Bulk Modulus 6.47GPa 6.47GPa 5.90GPa 5.90GPa 

Shear Modulus 0.56GPa 0.62GPa 0.53GPa 0.59 GPa 

Poisson’s Ratio 0.4578 0.4536 0.4567 0.4511 
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simulation results of Young’s modulus and linearly regressed Young’s modulus as a 

function of conversion degree. Because the number of atoms in each unit cell (≈4000 atoms) 

is not enough to represent continuum model, the MD simulation results do not show a 

linear trend as the conversion degree increases. For this reason, finding a relationship 

describing Young’s modulus as a function of conversion degree is more meaningful. 

Linearly fitted lines show a proportional relationship between Young’s modulus and the 

conversion degree, which is physically intuitive (high conversion degree means high 

stiffness). The solid blue lines are defined as a linear equation, such as Equation 3.6. 

Substituting a specific conversion degree into Equation 3.6, elastic modulus of the epoxy 

system cured with a specific degree can be predicted.  

where E is Young’s modulus (GPa), x is conversion degree (0~1), δ  and ε  are fitted 

parameters listed in Table 3.12. These predicted results would be extended to compute 

mechanical properties in a future study. 

 

 

Table 3.12. Parameters for Fitted Linear Lines for Young's Modulus of Both Neat Epoxy 

and Smart Polymer. 

 

Neat Epoxy  Smart Polymer  

Tension Compression Tension Compression 

δ 1.258 1.913 0.994 1.243 

ε 0.851 0.810 1.029 1.178 

 

 

E = δ x+ε, ( 3.16 ) 



 

128 

 

Figure 3.32. Tensile Young’s Modulus vs. Conversion Degree for Neat Epoxy 

 

 

Figure 3.33. Compressive Young’s Modulus vs. Conversion Degree of Neat Epoxy 
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Figure 3.34. Tensile Young’s Modulus vs. Conversion Degree of Smart Polymer 

 

 

Figure 3.35. Compressive Young’s Modulus vs. Conversion Degree of Smart Polymer 
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3.3.2. Anthracene-based Mechanophore Embedded Thermoset 

In addition to damage precursor detection described in Section 3.2, changes in 

mechanical properties due to Di-AC inclusion observed from experiments (see Figure 3.36) 

is also captured by the MD simulations. MD simulations estimate a difference of 12.5 MPa 

in the yield strength between neat epoxy and smart (Di-AC embedded) polymer (see Figure 

3.37). The experiments showed 11.55 MPa degradation in the yield strength. The Young’s 

modulus in both cases (neat epoxy and the smart polymer) is also estimated. A small 

difference in modulus (3.9%) is observed between the two cases, which correlates well 

with experimentally measured modulus difference of 4.2%. It should be noted that due to 

the length scale discrepancy between experiments and atomistic simulation, the absolute 

strain and stress values (magnitude of yield strain and stress) do not correlate with the 

experimental results. However, the MD simulation results demonstrate that the modeling 

framework estimates the mechanical property variation induced by Di-AC inclusion 

successfully. These close correlations in important physical phenomena indicate that the 

computational framework can be used to guide the experiments by estimating the effects 

of variability in the design parameters on material properties with some level of accuracy. 
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Figure 3.36. Experimental Results: Stress-Strain Curves of Neat Epoxy and Smart 

Polymer (5 wt% Di-AC Epoxy). 

 

 

 

Figure 3.37. Simulation Results: Stress-Strain Curves of Neat Epoxy and Smart 

Polymer (5 wt% Di-AC Epoxy). 
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3.4. Verification of Numerical Dimerization Algorithm 

The accuracy of the developed numerical UV dimerization method (refer to Chapter 2) 

needs to be established, since incorrect topology information leads to inaccurate dynamic 

behavior. Unlike previous experimental validation, this section is about verification of the 

algorithm developed for topology transformation. For this verification, the BDE of two 

molecules (pre-dimerized and numerically dimerized TCE polymers) are compared. BDEs 

are calculated using COGEF with ReaxFF (refer to Chapter 2). 

After performing the numerical UV dimerization to create the numerically dimerized 

TCE polymer, its BDE is calculated. The pre-dimerized TCE polymer, which has the same 

structure as the numerically dimerized TCE polymer, is also prepared for the BDE 

calculation for the comparative study. As the pre-dimerized TCE has been characterized in  

Section 2.3.5 for the local work analysis, the numerically dimerized TCE is also analyzed 

using the same method. The total energy of the numerically dimerized TCE system is 

measured here as the geometry deforms (see Figure 3.38). The first drop in total energy is 

observed around 56 ps from both systems (the results for the pre-dimerized TCE is 

presented in Chapter 2); the drop represents covalent bond dissociation. The simulation 

results reveal a BDE of 315.05 kJ/mol from the pre-dimerized TCE polymer and 315.4 

kJ/mol from the numerically dimerized TCE polymer. The percentage error between the 

two systems is less than 0.001%; this indicates that the numerical UV dimerization method 

transforms the cinnamoyl groups to cyclobutane correctly.  
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Figure 3.38. BDEs Obtained from Numerically Dimerized Cyclobutane Structure 

(Elongation Starts at 50ps with 0.0005 Å /fs and Bond Scission Occurs around 56ps). 

 

 

3.5. Chapter Summary 

In this chapter, experiments and MD simulations results are presented to validate the 

molecular model of mechanophore embedded nanocomposites and the hybrid MD 

simulation framework. The influence of mechanophores (stress-sensitive material) on the 

conversion degree and Tgs of neat epoxy was investigated numerically and experimentally. 

Tgs estimated by the hybrid MD simulation framework were compared with experimental 

results from DSC. In order to show the suitability of the hybrid MD framework to predict 

thermal property for general epoxy system, four different epoxy systems were introduced 

and their Tgs were estimated within 2% error. In addition, early damage signal detection 

capability of the mechanophore was demonstrated by obtaining UV excited images from 

the damaged specimens (TCE and Di-AC embedded nanocomposites) subjected to 
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mechanical loading. Along with the experimental results, the simulation results from the 

hybrid framework captured the capability of early damage signal detection. In this chapter, 

the reliability of the hybrid MD simulation framework has been validated experimentally; 

therefore, it is expected that this framework can provide a guideline for the design of 

mechanophoric material systems with a limited number of experiments. 
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CHAPTER 

4. ATOMISTIC SIMULATION METHOD FOR DAMAGE EVOLUTION IN 

THERMOSET POLYMER 

In this chapter, a novel atomistic simulation methodology is developed to accurately 

capture the brittle behavior of epoxy based thermoset polymer. An appropriate bond-order 

based force-field is necessary to capture bond dissociation during the deformation test. A 

bond-order based force-field was used by Odegard et al. [172] previously to capture 

material degradation of an epoxy polymer system during deformation test; however, their 

results were inconclusive as to whether the material degradation was due to conformational 

change (molecular sliding) or due to covalent bond dissociation.  

It is noteworthy that using a bond-order based force-field as in the deformation test by 

Odegard et al. [1] is only a necessary condition to capture bond dissociation. In order to 

capture bond dissociation properly during the deformation simulation in MD, a method to 

decouple molecular thermal vibration from the deformation simulation along with using an 

appropriate bond-order based force-field is explored. Two deformation methods are 

hypothesized to suppress the effect of thermal vibration: zero-temperature deformation 

(also called quasi-continuum method) and ultra-high strain rate (UHSR ≈ 1013 s-1). In the 

zero-temperature method, the energy minimization process maintains the system at ground 

state, free of thermal effects, whereas the UHSR method allows molecular vibration, but 

deforms the simulation volume with a higher strain rate than the bond vibration frequency 

of the covalent bonds.  

The zero-temperature and UHSR methods both implicitly produce time-independent 

behavior resembling quasi-static systems because the thermal activation of molecular 
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motion is decoupled from the virtual mechanical deformation [152]. The virtual 

mechanical deformation results show that the two deformation methods with the 

appropriate bond-order based force-field capture brittle fracture in an epoxy-based polymer 

system at a small strain (~10%), which correlates well with experimental results [48-50]. 

 

4.1. Molecular Model and Simulation Method 

To construct a simulation volume, molecular structures of DGEBF (epoxy resin) and 

DETA (hardener) were used based on the weight fraction (MDGEBF:MDETA=100:27). Table 

4.1 contains the number of molecules in the simulation volume (66,560 atoms), and Figure 

4.1 shows a schematic of the 3D molecular structure of the volume. The classical force-

field MMFA was implemented to equilibrate the epoxy system and perform the curing 

simulation (crosslink formation) [47, 114]. A stochastic crosslink formation approach, 

based on a cutoff distance for covalent bond generation between active sites, was adopted 

to simulate the epoxy curing process [177]. Note that while MD simulations with a classical 

force-field are very effective for studying processes in a system around its equilibrium state 

(e.g., curing), they are not appropriate for investigating covalent bond dissociation 

occurring away from the equilibrium state (e.g., deformation tests). In order to capture the 

bond dissociation phenomenon, a popular bond-order based force-field method called 

ReaxFF was used. The ReaxFF parameter set developed by Singh et al. [146] was identified 

as an appropriate force-field for the epoxy system. BDE of C-C bond in epoxy resin 

(DGEBF) was calculated and validated with experiments (pyrolysis experiments [148]) for 

the ReaxFF parameter set investigation, which is elaborated in Chapter 2. The 
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experimentally validated parameter set was then used for the virtual deformation tests in 

this chapter. 

 

 

 
 

Figure 4.1. Schematic of the MD Simulation Volume Containing DGEBF (Epoxy 

Resin) and DETA (Hardener). 

 

 

Table 4.1. Components in the Simulation Volume (MDGEBF:MDETA=100:27). 

 Weight Formula Number of Molecules 

DGEBF 313 g/mol C19H20O4 1120 

DETA 103 g/mol C4H13N3 920 

 

 

4.2. Effect of Thermal Vibration on Potential Energy under Deformation Test 

Temperature is related to the kinetic energy of the molecular system directly; however, 

in MD simulations, temperature can also cause potential energy variation. Temperature 

changes affect not only the frequency, but also the amplitude of molecular vibration leading 
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to changes in the potential energy. This phenomenon is verified in the following 

simulations: The potential energy of 100 ps NPT ensemble of the epoxy-based thermoset 

polymer at different temperatures (0K, 100K, and 500K) is measured with MMFF force-

field after the epoxy curing process. The epoxy curing process, introduced in Chapter 2, is 

performed using the cutoff distance based covalent bond generation method [177], after 

performing energy minimization (conjugate gradient method) and subsequent equilibration 

for 10 ns with the NPT ensemble (300K and 1atm, Nose-Hoover thermostat/barostat) on 

the initial system (size of the volume is 15 x 15 x 15 nm3) with periodic boundary 

conditions. The timescale discrepancy between experiments and simulation is addressed 

with an assumption that once the system reaches a steady state of potential energy through 

equilibration, it will stay at the same state. The NPT simulation time of 100 ps was 

sufficient to equilibrate the potential energy of the molecular systems to their steady states. 

Figure 4.2 shows that the temperature affects the variations in potential energy. It is noted 

that the ensemble simulations with absolute 0K setting cause instability in LAMMPS; 

therefore, near-zero temperature (≈1K) is used for equilibration. As shown in Figure 4.2, 

the system equilibrated at 500K has higher potential energy than others. In the subsequent 

simulations, the effect of the simulation volume deformation on potential energy is 

addressed. The initial hypothesis is that potential energy increases as simulation volume 

deforms because the covalent bonds, angles, dihedrals, and impropers also deform during 

this deformation test.  

The epoxy-cured simulation volume deforms gradually at a constant rate. During this 

process, the atoms in the volume are remapped to new positions at each time step. This 

deformation of the simulation volume and subsequent remapping of atoms causes the bond 
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length between atoms to vary based on the local force experienced by the atoms. The 

simulation volume is deformed along the x axis with a strain rate of 1010
 s

-1 in the NPT 

ensemble (three different temperatures and zero pressure on y and z axes). Interestingly, 

Figure 4.3 shows that the deformation of the simulation volume does not vary the potential 

energy for all three cases, indicating that the initial hypothesis is incomplete. This 

observation also implies that the deformation test fails to capture plastic behavior of the 

material system. Two possible interpretations can account for this: i) the bond length is 

being re-equilibrated between time steps due to thermal vibration of molecules during the 

deformation test, and ii) the re-equilibration occurs because the frequency of bond vibration 

is significantly higher than the deformation strain rate. Using these two interpretations, the 

initial hypothesis is updated as follows: The potential energy increases as the simulation 

volume deforms when the inherent molecular thermal vibration is decoupled.  

 

The renewed hypothesis is evaluated by studying the frequency of bond vibration at 

different temperatures, especially for the molecular vibration at near-zero temperatures. 

Table 4.2 shows the frequencies of bond vibration estimated from MD simulations by 

performing NPT equilibration at room temperature (300K) and near-zero temperatures 

(≈1K) at 1 atm. The bond vibration frequency analysis is conducted on three typical bonds 

of the constituent molecules in the epoxy system (DGEBF and DETA): carbon-carbon (C-

C), carbon-nitrogen (C-N), and carbon-oxygen (C-O) bonds. The frequency is calculated 

using fast Fourier transform (FFT) by plotting the fluctuation in bond length around its 

equilibrium value. The peak value of frequency determines the primary vibration 

frequencies of the corresponding bonds. Since the molecular system is at a near-
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equilibrium state throughout the equilibration, MMFF force-field is used to extract the 

bond vibration frequency. 

 

Table 4.2. Comparison of Bond Vibration Frequencies at Different Temperatures 

(1THz=1012s-1). 

Bond Type 

Bond Vibration Frequency (THz) 

300K ≈1K 

C-C  33.4 0.65 

C-N 37.3 0.68 

C-O 38 0.71 

 

 

 

Figure 4.2. Potential Energies of Epoxy-Cured System at Different Temperatures During 

Equilibration. 
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Figure 4.3. Potential Energies of Epoxy-Cured System at Different Temperatures During 

Uniaxial Deformation. 

 

 

4.3. Deformation Test at Zero Temperature 

Deformation tests at zero-temperature are performed to decouple thermal vibration 

from mechanical deformation. As mentioned in Section 4.2, NPT ensemble simulations 

with absolute 0K setting makes the system unstable in LAMMPS. Introducing an energy 

minimization step into the virtual deformation test maintains the system temperature at 

zero. This idea is borrowed from the quasi-continuum method, which was originally 

developed as a multiscale modeling method to bridge molecular scale to continuum scale 

by decoupling temperature effect [178]. The simulation volume is deformed by gradually 

varying the strain using ReaxFF; the atom coordinates in the volume are then remapped 

from a previously stored box shape to a new deformed one based on an affine 
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transformation followed by energy minimization [153, 154]. By using this simulation 

method, the absolute zero temperature condition successfully allows the decoupling of the 

thermal vibration from the MD simulations, and plastic deformation induced by covalent 

bond breakage can be observed. However, the energy minimization conducted at every 

small strain deformation makes the method computationally expensive. This zero-

temperature deformation method is applied to the epoxy-cured system (66,560 atoms) for 

1000 tensile strain steps resulting in 50% final strain. This simulation is performed on a 

computing node with Intel(R) Xeon(R) CPU E5-2640 v2 @ 2.00GHz processors using 8 

CPU cores. The total CPU hours for a single simulation was well over 1000 hours. This 

prohibitively large computational time associated with energy minimization warrants the 

development of a numerical framework that can reliably and efficiently simulate fracture 

in epoxy-based thermoset polymer. 

 

4.4. Deformation Test with Ultra-High Strain Rate 

The feasibility of performing deformation tests at USHRs (>> 1010 s-1) is explored as 

an alternative to the computationally intensive zero-temperature method. The average bond 

vibration frequency (0.68THz=0.68×1012 s-1) is calculated to be higher than deformation 

strain rates, 108-1010 s-1, which are normally used in the literature pertaining to MD 

simulations [65-68]. Hence, it is expected that these UHSRs, higher than the average 

vibration frequency of the bonds present in the molecular system of interest, deform the 

simulation volume faster than bond vibrations. Therefore, elongated bond lengths 

overcome thermally-induced re-equilibration during the deformation test. Here, the term 
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UHSR is used to differentiate from the ‘high strain rate’ used in the current MD research 

field [65-68]. 

 

Tensile deformation simulations are performed at different temperatures with different 

strain rates to analyze the effect of strain rate and temperature on potential energy. After 

the equilibrations of the system for 100 ps at two different temperatures (≈1K and 100K), 

tensile deformations are performed until 100% strain at these two temperatures with 

multiple strain rates ranging from 1×1010 s-1 to 2×1013 s-1. Figure 4.4-Figure 4.7 show the 

variation of potential energy along the strain. As mentioned in Section 4.2 the systems that 

were equilibrated at two different temperatures have different potential energies (see Figure 

4.4). The trends observed from Figure 4.4-Figure 4.7 indicate the interplay of two 

important phenomena causing variation in potential energy: 1) increase in temperature 

causes geometric distortions in the molecular system and indirectly leads to an increase in 

potential energy; 2) application of strain to the simulation volume leads to bond elongation 

and a corresponding increase in potential energy. Depending on the values of temperature 

and the applied strain rate, one of these phenomena dominates over the other. In Figure 4.4, 

the applied strain rate is less than the value of bond vibration frequencies at ≈1K and 100K; 

therefore, case (1) dominates in this range of strain rate. In Figure 4.5, the applied strain 

rate is higher than bond vibration frequencies at ≈1K but lower than the bond vibration 

frequencies at 100K, which makes two energy trends intersect around 65% strain (inset in 

Figure 4.5).  This indicates that case (2) is dominant in the ≈1K simulations whereas case 

(1) plays a more important role in the 100K simulation.  
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At higher strain rates (≈1013 s-1), as shown in Figure 4.6 and Figure 4.7, the influence 

of temperature is reduced significantly because the applied strain rate is higher than the 

bond vibrational frequencies in both the ≈1K and the 100K simulations. If the strain rate 

of the deformation is faster than the bond stretching vibration, the effect of re-equilibration 

of the stretched bond due to thermal vibration is reduced. Therefore, the applied strain is 

transferred completely to the atomic bonds and case (2) dominates over case (1). Figure 

4.7 shows that the potential energy values almost converge in spite of the difference in 

temperature, indicating that the potential energy is invariant to temperature at UHSRs. 

Thus, the effects of temperature on the deformation test are reduced at UHSRs, and the 

variation in potential energy can be fully attributed to the increase in strain in the system 

causing bond elongation and bond dissociation.  

 

 
Figure 4.4. Effect of Temperature on Potential Energy at Different Strain Rates of 1×1010 s-1. 
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Figure 4.5. Effect of Temperature on Potential Energy at Different Strain Rates of 1×1012 s-1. 

 

 

 
Figure 4.6. Effect of Temperature on Potential Energy at Different Strain Rates of 1×1013 s-1. 
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Figure 4.7. Effect of Temperature on Potential Energy at Different Strain Rates of 2×1013 s-1. 

 

 

4.4.1. Compatibility Between Zero-Temperature and UHSR Methods 

The equivalence of the UHSR approach with zero-temperature method is verified by 

comparing the deformation test results using a small system comprising 3 DGEBF and 1 

DETA molecules (149 atoms). The resin and hardener are connected by carbon-nitrogen 

(C-N) covalent bonds. Subsequent to energy minimization and NPT equilibration with 

periodic boundary conditions, the tensile deformation tests are performed using the two 

methods. Figure 4.8 and Figure 4.9 show the variation in bond energy calculated by zero-

temperature and UHSR methods using ReaxFF, respectively; in both cases, the bond 

energies increase until bond dissociation occurs. The strain value at which bond 

dissociation occurs is called ‘critical strain.’ The critical strains are different for the zero-
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temperature (≈80%) and the UHSR (≈60%) cases since the energy minimization at every 

small deformation step in the zero-temperature method brings the geometry of the system 

to its ground state abruptly, and thus the weakest points where the stresses are concentrated 

in the system are periodically relaxed. Therefore, the critical strain in the zero-temperature 

case is slightly higher than that in the UHSR case.  

Morphological transformation along the strain in the two cases is also studied using 

snapshots taken at specific strains (see Figure 4.10). Two systems are stretched in a similar 

way at the beginning of the strain; they show different locations of weakest points as strain 

increases. Consequently, the UHSR method exhibits the potential to capture plastic 

deformation of covalent bond similar to the zero-temperature method, particularly in the 

tendency towards variation in bond energy that is demonstrated in both methods. Through 

this small system test, the UHSR method also confirms higher computational efficiency 

over the zero-temperature method.   
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Figure 4.8. Bond Energies Calculated by Zero-Temperature during the Deformation Test. 

 

 

 
Figure 4.9. Bond Energies Calculated by UHSR Methods during the Deformation Test; 

Strain Rate for the UHSR Method is 1013 s-1. 
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Figure 4.10. Snapshots of Deformation Tests from Zero-Temperature and UHSR 

Methods; the Strain Information Corresponds to the Plots in Figure 4.8 and Figure 4.9. 

 

 

4.4.2. Results from the UHSR Method 

 

The UHSR method is applied to the same epoxy system used in the application of the 

zero-temperature approach (described in Section 4.1). The simulation volume containing 

cured epoxy is deformed along the x axis in the NPT ensemble (≈1K and zero pressure on 

y and z axes) at a strain rate of 1013 s-1 with ReaxFF. During the deformation, the atoms in 

the volume get remapped to new positions based on the local atomic forces at each time 

step. In order to investigate the effect of spatial randomness, five simulation unit cells with 

stochastic initial configuration of molecules are constructed, and the virtual deformation 

test for each unit cell is performed. The engineering stress-strain response, presented in 

Figure 4.11, clearly exhibits an average yield strain below 10%. The yield stress is over-

estimated due to the strain rate discrepancy between experiments and MD simulations 
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[179]; however, the yield strains show good correlation with experimental results found in 

the literature [48-50].  

 

 

 
Figure 4.11. Stress-Strain Response from Simulations with Different Initial 

Location of Molecules.   

 

 

The BDE of the epoxy system (bulk thermoset polymer matrix) is calculated through 

additional deformation tests in order to investigate material failure due to covalent bond 

breakage. The BDE is normalized by the system volume to obtain BDE density. Figure 

4.12 illustrates the variation in BDE density for the bulk thermoset polymer matrix as 

simulation volume deforms at two different strain rates (1012 s-1 and 1013 s-1). The increase 

in BDE density verifies that covalent bond breakage causes material failure. The curve 

pertaining to 1012
 s

-1 deformation test in Figure 4.12 exhibits only slight increase in BDE 
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density owing to most of the elongated bonds affected by thermal equilibration. However, 

the deformation test conducted at strain rate 1013 s-1 successfully overcomes thermal 

vibration and substantial increase in BDE density is observed at low strains.  

The snapshots shown in the Figure 4.12 were taken at specific strain values (20%, 40%, 

60%, and 80%), and the highlighted dots represent atoms of damaged bonds. The plot 

shows significant increase in BDE density from the initiation of deformation to 50% strain, 

which correlates with ‘burst of bond breakage events’ also observed in experiments [180].  

The results also reveal that bond breakage events initiate around yield strain and accelerate 

subsequently until complete material failure. Furthermore, the comparisons show that 

strain rate 1013 s-1 is appropriate for observing brittle fracture in the epoxy-based thermoset 

polymer matrix. The BDE density and yield strain information estimated by the physics-

based molecular simulations are expected to provide valuable insight and input into 

continuum level fracture analyses. 
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Figure 4.12. Variation of BDE Density with Strain at Near-Zero Temperature with 

Different Strain Rates. 

 

 

4.5. Chapter Summary  

A novel atomistic simulation methodology was developed to capture brittle failure in 

epoxy-based thermoset polymers using ReaxFF. This study primarily addressed the effects 

of temperature on potential energy during the virtual deformation tests, since it was 

observed that thermal vibrations led to relaxation of bonds, and subsequent bond elongation 

was impeded. In order to decouple the thermal effects, a computationally prohibitive zero-

temperature method was first explored. An alternative approach to the zero-temperature 

method was then devised to improve computational efficiency while maintaining accuracy. 

An alternative approach, i.e., the UHSR method, enabled the study of bond dissociation 

(brittle behavior) of a bulk polymer system (large system size) using ultra-high strain rates 
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(≈ 1013 s-1), which are higher than the average vibration frequency of the bonds in the 

molecular system of interest. The UHSR method produced very similar results as the zero-

temperature method, but with significant computational benefits using a combination of 

low temperature (≈1K) and ultra-high strain rate. The UHSR method also provides a 

platform to quantify both the BDE and BDE density in a bulk polymer system; these 

parameters are capable of describing the extent of damage in continuum level fracture 

analysis of thermoset polymer systems. 
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CHAPTER 

5. MOLECULAR FIBER/MATRIX INTERPHASE MODEL 

In this chapter, a physics-based molecular interphase model is developed and integrated 

within a micromechanics modeling method to establish a multiscale modeling framework. 

The resultant novel molecular interphase model accounts for structural variation and 

physical entanglement between the carbon fiber surface and the polymer matrix by 

introducing voids in the graphene layers. The numerical epoxy curing process mentioned 

in Chapter 2, is applied to the thermoset polymer constituent. The curing process, combined 

with the semi-crystalline carbon fiber surface, allows the generation and entanglement of 

polymer chains through the voids of the graphene layers. Several configurations of the 

interphase model are discussed, including variations in the boundary conditions and 

structure of the interphase. Virtual transverse tensile tests are performed using the 

interphase models, and the mechanical properties estimated from the results are integrated 

into the high fidelity generalized method of cells (HFGMC) theory [181, 182] for larger 

length scale analyses. Multiscale failure and microdamage theories that have been applied 

to a sectional micromechanical model [183] are used for the current modeling framework. 

The interphase properties predicted by the atomistically informed multiscale framework in 

this work are compared to those obtained from several available studies [82, 84, 85]. 

5.1. Nanoscale Constituent Models 

5.1.1. Polymer Matrix Model 

In this study, an epoxy-based thermoset polymer consisting of DGEBF resin and Di- 

DETA hardener is simulated in the interphase model using a cutoff distance based covalent 

bond generation method, described in Chapter 2. MD simulations are performed using 
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LAMMPS [109] with a classical all-atom force-field, MMFF [47, 114]. A resin to hardener 

weight ratio of 100:27 (DGEBF: DETA) is specified by the manufacturer and used to 

determine the number of molecules for the polymer unit cell, as seen in Table 2.6. 

Molecular structures of neat epoxy are the same as the structures in Figure 4.1 since the 

same epoxy system (DGEBF+DETA) is used in this interphase study.  

 

5.1.2. Carbon Fiber Surface Model  

The molecular interphase model replicates the semi-crystalline structure of the carbon 

fiber surface by intentionally creating voids in several protruded graphene layers. Similar 

processes for defect creation have been applied to CNT models in multiscale FEA analyses 

[184]. The carbon fiber surface model is constructed by stacking a number of pristine 

graphene (PG) layers (Npg) and the graphene with void (GV) layers (Ngv). A Npg:Ngv:Npg 

(5:5:5) stacking sequence is used as shown in the schematic in Figure 5.1. For graphene 

layers, an all-atom (AA) force-field is implemented using the optimized potential for liquid 

simulation (OPLS) potential to characterize the atomic and molecular interactions. The 

OPLS-AA parameter set [46] was chosen based on the potential energy calculations for a 

single CNT molecule whose structure is compatible with graphene. However, the OPLS-

AA only contains functional forms for bond, angle, and dihedral deformations among 

bonded interactions. In graphene, the out-of-plane distortions (improper distortions) play a 

non-negligible role in the potential calculations. Therefore, the functional form of the 

improper distortion was included from the consistent valence force-field (CVFF) parameter 

set [185]. Thus, the bond and angle distortions are described by a harmonic functional form, 

which are identical to MMFF potential functions; the dihedral and improper distortions, on 
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the other hand, are described between quadruplets of atoms (Table 5.2). Since the 

functional forms for the non-bonded van der Waals and Coulomb interactions are the same 

as those of MMFF, they are not included in Table 5.2. For the interphase model, a 

combination of the MMFF, OPLS, and CVFF force-fields are used. 

 

 

Table 5.1. Neat Epoxy Components. 

 Weight Formula Number of Molecules 

DGEBF 313 g/mol C19H20O4 260 

DETA 103 g/mol C4H13N3 220 

 

 

Table 5.2. Functional Form for Potential Energy Calculations. 

 

 

 
Functional Form 

Bond 
Ebond = 𝐾𝑏𝑜𝑛𝑑(𝑟 − 𝑟0)

2 

Angle 
Eangle = 𝐾𝑎𝑛𝑔𝑙𝑒(𝜃 − 𝜃0)

2 

Dihedral 

Edihedral =
1

2
𝐾1(1 + 𝑐𝑜𝑠𝜙) +

1

2
𝐾2(1 − 𝑐𝑜𝑠2𝜙) +

1

2
𝐾3(1 + 𝑐𝑜𝑠3𝜙)

+
1

2
𝐾4(1 − 𝑐𝑜𝑠4𝜙) 

Improper 
Eimproper = Kimproper[1 + 𝑑𝑖 cos(𝑛𝑖𝜙)] 
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In addition to the force-field information, preparation of appropriate graphene structure 

is significantly crucial. Graphene layer can be generated by the tool ‘Nanotube Builder’ in 

the visualization molecular dynamics (VMD) program [186]. Although VMD is generally 

used to visualize molecular trajectories calculated by MD simulation, a diverse set of tools 

to build molecular system, such as graphene, CNT, and simple crystalline structures are 

included in VMD. However, the nanotube builder generates only a pristine graphene layer, 

which does not have voids. Thus, the ‘atomselect’ function in VMD is used to build a 

graphene layer with voids, which is accomplished by a unique method of deselecting a 

cluster of carbon atoms in a specific area. Figure 5.2 shows the process of void generation 

in the pristine graphene layer; the carbon atoms in the red box are deselected.  

After generating a graphene layer with a void, a hydrogenation process is required. 

Although the nanotube builder generates the graphene layer, the carbon atoms at the edge 

of the graphene layer are not hydrogenated, which causes open valence on the edge carbon 

atoms. As a result, these carbon atoms try to generate covalent bonds with the neighboring 

polymer atoms when ReaxFF is implemented. Since the graphene carbon atoms at the edge 

of the graphene are hydrogenated, in reality, this implies that bond generation between the 

edge atoms and neighboring atoms due to open valence are not physically correct. 

Moreover, these bond generations lead to unrealistically high stress when the deformation 

test is performed in MD simulations; hence, the graphene layer must be hydrogenated. In 

VMD a tool called ‘Molefacture’ can add atoms to a molecular system. Thus, hydrogen 

atoms are added to the carbon atoms in open valence state. Figure 5.3 shows the graphene 

layer before and after the hydrogenation.  
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Figure 5.1. Molecular Representation of the Carbon Fiber Surface using a Number of 

PG Layers (Npg) and a Number of GV Layers (Ngv). 

 

 

 
Figure 5.2. Schematic of Void Generation in the Pristine Graphene Layer. 

 

 

 
Figure 5.3. Hydrogenation for Graphenes: Carbon Atoms (Black) and Hydrogen Atoms 

(White). 
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5.2.  Interphase Models 

The individual constituent models are combined to create a molecular interphase model 

with graphene layers and a polymer matrix (left and right sides, respectively, in Figure 5.4). 

The numerical curing of the resin and hardener allows the polymer network to form through 

the void, while capturing the entanglement between the carbon fiber surface and the 

polymer matrix. Due to the entanglement of polymer chains with the GV layers, a large 

amount of energy is required to break these bonds compared to the non-bonded interactions 

simulated by the van der Waals potential energy. To illustrate the effect of the physical 

entanglement on the mechanical properties, a variation of the interphase model was 

developed by replacing the center layers with PG layers, referred to as the PG interphase 

model. The initial dimensions of the interphase model are 100×65×50 Å 3, containing 

15,000 atoms in the polymer matrix and 15,840 atoms in the carbon fiber surface. As shown 

in Figure 5.5, periodic boundary conditions are applied along the y and z axes. Periodic 

boundary condition is not applicable to the x axis since there is phase discontinuity 

representing interphase along the x axis. Energy minimization of the interphase model is 

performed using the conjugate gradient method. Subsequently, NPT (isobaric-isothermal) 

ensemble equilibration is performed at 300K and 1 atm for 10 ns (1fs time step) using the 

Nose-Hoover thermostat and barostat. During the 10 ns NPT simulation, the potential 

energy of the interphase model converges to a mean value with minimal variance, which 

is considered to be the initial, equilibrated state. The cutoff distance based covalent bond 

generation method demonstrated in Chapter 2, is applied to the equilibrated model to 

generate covalent bonds between the carbon atoms in the resin and the nitrogen atoms in 

the hardener (C-N bond).  
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To ensure stability in the numerically cured interphase model, additional NPT 

ensemble simulations (300K and 1 atm) are performed until the total energy converges to 

a stable value. Since the classical force-fields used for the numerical curing process cannot 

capture inelastic behavior (bond breakage) of the molecular model, a bond-order based 

force-field is introduced in the equilibrated model to capture covalent bond breakage 

during the virtual tensile test. ReaxFF as the bond-order based force-field is used in this 

work [146]. Virtual testing of the interphase model is performed using MD simulations 

incorporating the ReaxFF force-field. It is important to note that the reason for not using 

the bond-order based force-field for the numerical curing and equilibration is because of 

the computational intensity of this approach. Figure 5.6 and Figure 5.7 illustrate the loading 

conditions for the virtual transverse tensile test where the graphene layers are constrained 

by a roller joint condition, as shown by the black dotted box, which depicts movement only 

in the y and z axes. The red dotted box indicates the displacement condition applied to the 

polymer matrix along the x axis by displacing either all (Figure 5.6) or half of the polymer 

atoms (Figure 5.7). Figure 5.8 shows the boundary and loading conditions for the PG 

interphase model. Virtual tests are conducted using these models to obtain MD generated 

elastic and failure properties of the interphase, which are then used in the high-fidelity 

micromechanics theory presented in the following section. 
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Figure 5.4. Molecular Structure of the Interphase Model. 
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Figure 5.5. Periodic Boundary Conditions of the Interphase Model. 

 

 

 
Figure 5.6. Boundary Conditions for the Virtual Tensile Tests of The Interphase Model 

with GV Layers where the Displacement Condition is Applied to All the Polymer Atoms.  
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Figure 5.7. Boundary Conditions for the Virtual Tensile Tests of the Interphase Model with 

GV Layers where the Displacement Condition is Applied to Half of the Polymer Atoms. 

 

 

 

Figure 5.8. Schematic of Loading Conditions for the Virtual Tensile Test of 

the Interphase Model with Only PG Layers. 

 

5.3.  Micromechanical Modeling 

The HFGMC micromechanics theory is employed in the multiscale modeling 

framework. This micromechanical theory assumes that the composite microstructure is 

ordered and can be represented by a repeating unit cell consisting of a single fiber in 
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polymer matrix. The unit cell is assumed to be periodically distributed in a space defined 

by a global coordinate system as illustrated in Figure 5.9. A discretization method is used 

to divide the unit cell into an arbitrary number of rectangular sub-volumes called subcells 

where each subcell can contain a distinct set of material properties.  

 

 

Figure 5.9. Schematic Showing the Discretization Process of a Fiber PMC 

Microstructure. 

 

Since the composite unit cell is defined by a continuous carbon fiber, the computational 

costs of the microscale simulations are reduced by setting the unit cell thickness in the y1 

axis to be one subcell thick. The interphase subcells are created by replacing the polymer 

subcells that are immediately adjacent to the fiber subcells, as illustrated in Figure 5.10. A 

unit cell discretized into 256 subcells shown in Figure 5.10 is one of examples. Through a 

convergence study, the appropriate number of subcells needed to represent the unit cell is 

determined in the results in Section 5.4. The HFGMC theory enables shear coupling 

between the subcells through the application of a higher order displacement field, which 

accurately captures the effect of the interphase on the composite response and failure. The 
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displacement field for each subcell is solved by assigning equilibrium, boundary conditions, 

and interfacial continuity conditions. The derivations and the solution procedure used here 

are those detailed in [181, 182]. The properties determined from the nanoscale MD 

simulations of the interphase are incorporated into the HFGMC micromechanics approach 

to obtain the unit cell response of the composite.  

 

  
(a) (b) 

Figure 5.10. Discretization of a Microscale Unit Cell (a) without an Interphase and (b) 

with an Interphase into Polymer (Yellow), Fiber (Gray), and Interphase (Red) Subcells. 

 

The constitutive equations for the fiber subcells are defined with a transversely 

isotropic, linear elastic constitutive law (Equation 5.1). The polymer subcells are 

represented by a modified Bodner-Partom viscoplastic state variable model [187, 188] 

described by Equations 5.2 and 5.3, and incorporated within the constitutive law in 

Equation 5.4.  

 , 1 6f f f
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In Equation 5.1, the variables dεf and dσf represent the strain and stress increments of 

the fiber subcells, respectively, and Sf contains the components of the compliance matrix 

for the fiber subcells. In Equations 5.2 and 5.3, Z and α are variables related to resistance 

of molecular flow and the hydrostatic stress effects, respectively, D0 is the maximum 

inelastic strain rate, and the variable n controls the material rate dependency. The σdev tensor 

contains the deviatoric stress components, J2 is the second invariant of the deviatoric stress 

tensor, and σkk is the summation of normal stress components. The variables dεm and dσm 

represent the strain and stress increments of the polymer matrix subcells, respectively, and 

Sm contains the components of the compliance matrix for the polymer matrix subcells. deI 

is the inelastic strain increment of the polymer matrix subcells, which is obtained through 

explicit solutions. A linear elastic model is used in the interphase subcells and the 

constitutive equations are similar to that of the fiber subcells described in Equation 5.1. For 

the interphase properties obtained from previous studies, the material symmetry of the 

interphase is defined as either isotropic or transversely isotropic based on the assumptions 

outlined in the respective studies.  

In the current model, damage and failure criteria are applied to the subcells and the unit 

cell. Progressive damage is modeled using a work potential theory [189], which captures 

microscale damage by discretizing the strain energy into elastic and damage components. 

In earlier studies, the work potential theory has been integrated into the GMC theory 
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through a progressive damage model with plane stress conditions [190]. A 3D form of this 

progressive damage theory was incorporated into a sectional micromechanical model [191]. 

This microscale damage theory is applied to the 3D constitutive law of the polymer subcells 

where the damage parameters, calculated at each time step, degrade the elastic modulus of 

the polymer. The microscale failure modes of the polymer and interphase subcells are 

determined through a maximum strain and maximum stress criterion, respectively. The 

maximum strain criterion is used for the polymer subcells due to the highly nonlinear 

response caused by the viscoplastic behavior of the polymer. The macroscale failure 

criteria of the unit cell are based on a modified Hashin failure theory that incorporates shear 

stress terms in the compressive fiber failure mode [192, 193].  

 

5.4. Results and Discussion 

5.4.1. Molecular Interphase Results 

The nanoscale properties of the interphase are estimated through the virtual tensile 

testing of the atomistic interphase model. Deformation is applied to the polymer matrix at 

a constant rate of 0.001 Å /fs (displacement condition) with the previously described 

boundary conditions. High displacement rates are needed in MD simulations to account for 

molecular interactions. However, the total time of the simulations with these high 

displacement rates is constrained to a few nanoseconds due to computational limitations. 

Figure 5.11 and Figure 5.12 show how the different displacement configurations affect the 

straining of the GV layers and polymer matrix, and that the GV interphase model 

configuration displacing half the polymer atoms depicts a more accurate representation of 

the physical loading mechanisms in the material. The simulation results (Figure 5.13) of 
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the PG interphase demonstrate straining of only the polymer matrix. Additionally, the 

polymer atoms near the protruded graphene layers in the PG interphase results show less 

deformation compared to the polymer atoms away from the graphene layers; this shows 

the effect of structural variation on the material response. 

Figure 5.14 shows the stress-stain plots of the MD simulations based on the spatially 

and temporally averaged virial stress calculation [174]. The results show that displacing all 

the polymer atoms in the GV interphase model yields minimal straining of the polymer 

matrix molecules resulting in a high stress concentration at the carbon chains around the 

void and lower failure strain of 5%. By displacing half of the polymer atoms in the GV 

interphase, the polymer matrix molecules in the void and adjacent to the carbon fiber 

surface are strained, which relieves the stress concentration and causes a decrease in 

stiffness. The stress-strain results for the PG interphase model produce low stiffness and 

failure values indicating a dependence on the Lennard-Jones potential due to the void-free 

structure of the model, which prevents entanglement between the carbon fiber surface and 

the polymer matrix. The dotted red box in Figure 5.14 shows irregularities at the initial 

stage of the stress-strain plots caused by a temporary lack of contact between the carbon 

fiber surface and the polymer matrix. Additionally, due to the potential energy caused by 

the formation of bonded and non-bonded interactions during the equilibration simulation, 

the stress-strain plots have an initial stress value. Therefore, the portion of the stress-strain 

curve ranging from 1% to 3% strain is used to calculate the transverse moduli.  
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Figure 5.11. Virtual Test Results of the Equilibrated Molecular Interphase Models 

Showing the Position of the Atoms Before (Left) and After (Right) Testing: Graphene 

with Void (GV) Interphase Model Displacing Half the Polymer. 
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Figure 5.12. Virtual Test Results of the Equilibrated Molecular Interphase Models 

Showing the Position of the Atoms Before (Left) and After (Right) Testing: Graphene 

with Void (GV) Interphase Model Displacing All the Polymer. 
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Figure 5.13. Virtual Test Results of the Equilibrated Molecular Interphase Models 

Showing the Position of the Atoms Before (Left) and After (Right) Testing: Pristine 

Graphene (PG) Interphase Model. 
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Figure 5.14. Stress-Strain Plots from the Virtual Loading Test Results of the 

Interphase Models. 

 

 

5.4.2. High Fidelity Micromechanics Results 

Various interphase properties from the literature are investigated using the 

micromechanics technique to compare with those obtained using the MD simulated 

properties. Table 5.3 displays the transverse properties for each interphase type including 

the current MD simulated properties. The first interphase type refers to the properties 

obtained by Wang et al. [84] using dynamic modulus imaging methods. The interphase 

properties from Zhang et al. [85] are calculated using a cohesive law derived from the non-
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bonded potential only and they applied factors to capture microscopic defects. The third 

interphase model uses an intermediate modulus from a parametric study performed by Asp 

et al. [82]. The transverse tensile modeling results are obtained by applying a strain rate of 

1.05 s-1 to the PMC microscale unit cell.  

 

 

Table 5.3. Interphase Material Properties. 

 

Transverse 

Modulus 

(GPa) 

Transverse 

Tensile Strength 

(MPa) 

Wang et al. [84] 12.7 50 

Zhang et al. [85] 3.37 53 

Asp et al. [82] 34 50* 

Current Model – GV Displacing All the 

Polymer 
19.53 783.5 

Current Model – GV Displacing Half the 

Polymer 
8.28 1024 

Current Model – PG 4.9 377.5 

* Value assumed; not available in reference 

 

 

A convergence study is performed to determine an appropriate time increment and the 

number of subcells required for the micromechanics simulations. The GV interphase model 

with half the polymer atoms being displaced was used in this convergence study. The 

stress-strain responses of the unit cell for various time increments are shown in Figure 

5.15(a) and convergence of the response, including failure, is achieved with a time 
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increment of 5×10-6. The convergence study for the number of subcells is presented in 

Figure 5.15(b) and shows that the unit cell stress-strain response converges with a 

simulation containing 256 subcells. The converged parameters are used in the subsequent 

simulations to compare the different interphase models and properties.  

 

 

  
(a) (b) 

Figure 5.15. Micromechanics Convergence Study of (a) the Time Increment and 

(b) the Number of Subcells. 

 

 

Transverse tensile stress-strain plots of unit cell simulations with different interphase 

types are depicted in Figure 5.16. For comparison, these results are plotted with simulation 

results obtained from a unit cell without interphase subcells. The stress-strain response for 

the simulations with interphase properties from the literature (Table 5.3) shows smaller 

failure strains compared to the simulation without interphase subcells. In contrast, the 

simulations with the current interphase models result in a 5% lower transverse tensile 

strength and increased nonlinearity causing 25% larger failure strains. To plot the 
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transverse tensile stress as a function of normalized unit cell width, subcell stress values 

are extracted as shown by the arrow bisecting the unit cell in the y2 axis in Figure 5.10. The 

subcell stress-width data for the simulations with the interphase types from literature, 

presented in Figure 5.17(a), shows local failure of the interphase subcells. In contrast, 

Figure 5.17(b) demonstrates that local failure in the unit cell simulation results, obtained 

using the current interphase models, occurs in the polymer subcells. Additionally, the 

simulations with the current interphase models show a larger stress gradient across the 

interphase due to the properties and material symmetry applied to these models (Figure 

5.18(a) and (b)). The large stress gradients and local failure modes increase the viscoplastic 

straining of the polymer subcells, which causes the large nonlinearity in the unit cell 

simulations with the current interphase models. It is important to note that the large 

variations in transverse elastic moduli of different interphase types do not affect the mode 

of local failure, whereas the interphase strength and structure do affect the mode of local 

failure. 

Similar results were obtained in Maligno et al. [194] where a finite element model of a 

composite RVE was simulated and parametric studies were performed using interphase 

strength as a variable. For interphase strengths less than about 60 MPa, Maligno’s results 

showed that local failure initiated in the interphase elements and, for higher values of 

interphase strengths, local failure occurred in the polymer elements. These results were 

obtained using varying interphase transverse elastic moduli and the modulus variations did 

not have an effect on the mode of local failure, which agrees with the results from the 

simulations in this study. 
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Figure 5.16. Transverse Tensile Stress-Strain Plots for Unit Cells with Different 

Interphase Properties. 

 

 

  

(a) Literature interphases (b) Current interphases 

Figure 5.17. Subcell Stress-Width Plots for Unit Cell Simulations with 0.74% Strain. 
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(a) Literature interphases (b) Current interphases 

Figure 5.18. Subcell Stress-Width Plots for Unit Cell Simulations with 0.64% Strain. 

 

 

5.5. Chapter Summary 

In this chapter, a nanoscale interphase model composed of multiple GV layers and a 

thermoset polymer matrix to represent the physical molecular structure of the interphase is 

presented. The GV layers were created by removing carbon atoms, which caused voids in 

the layers. The results from the MD simulations show that strong carbon fiber/polymer 

matrix interactions exist in the GV interphase models yielding larger stiffness and strength 

compared to the PG interphase model. A multiscale framework was developed to integrate 

the interphase models with a high-fidelity micromechanics theory. The complex 

interactions shown in the MD results, due to voids and structural variation, cause large 

stress gradients across the interphase and increased viscoplastic behavior in the microscale 

simulations. A comparison of the microscale results showed that the unit cell response 

obtained using the current interphase model predicts a slightly lower composite tensile 
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strength (about 5%) and a maximum difference of 25% in failure strain compared to the 

results obtained using interphase properties from the literature.  
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CHAPTER 

6. CONTRIBUTIONS AND FUTURE WORK 

6.1. Contributions 

An atomistic model and simulation methodology that captures mechanochemical 

reaction of mechanophores in thermoset polymer matrix is developed in this dissertation. 

The developed atomistic model and simulation methodology, herein named hybrid MD 

simulation framework, are validated by comparing the estimated simulation results with 

the experimental work. The hybrid MD framework was validated by comparing 

experimental results obtained through active collaboration with the chemical engineering 

research group at ASU, as well as experiments conducted in the literature to measure 

material properties of a range of thermoset polymers. The development of the hybrid MD 

framework offers four major contributions to the area of computational materials design, 

specifically for mechanochemical materials in epoxy polymer. They include: i) an 

experimentally validated thermoset polymer matrix generation method that uses van der 

Waals radii as a cutoff distance, thus  allowing for estimation of conversion degrees of 

epoxy-based thermosets; ii) the ability to capture mechanophore activation induced by 

covalent bond breakage via  introduction of ReaxFF, which is a bond order based force-

field; iii) an experimentally validated mechanical loading test simulation method which 

matches the performance of the QC method with improved computational efficiency; iv) 

development of a local work analysis method that enables a quantitative analysis of the 

sensitivity of mechanophore activation. Ultimately, this dissertation shows that the 

experimentally validated hybrid MD framework has excellent potential to provide 

physically/chemically meaningful material design guidelines of experimental design 
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parameters that can lead to optimized material performance while significantly reducing 

labor and cost involved in experiments required for the novel mechanochemical material 

development.  

As a part of this research, a fiber/matrix interphase model was also developed to capture 

the nanoscale phenomena at the interphase region. The primary goal of this 

mechanochemical reaction study was to extend the atomistic framework to model 

mechanophore embedded PMCs and to achieve comprehensive understanding of the 

damage initiation and progression that often initiate in this region. The interphase modeling 

methodology will be combined with mechanophore embedded thermoset polymer 

modeling method in future work.  

 

6.2. Future Work 

The research presented here provides a new method to capture mechanochemical 

reaction of mechanophores in nanocomposites while offering a preliminary insight on how 

to estimate fiber/matrix interphase properties. The novel methodology can be extended to 

model the mechano-chemical interactions in a wide range of polymeric material systems.  

Following are some future research topics based on the challenges that emerged in the 

course of this work: 

1. A mechanophore embedded PMC model would need to be developed; 

mechanophore activation mechanism in the interphase region and dynamic/static 

response in this region also needs to be investigated in depth. A critical challenge 

in this area is the boundary condition mismatch between the nanocomposite model 

and the interphase model during the virtual loading test, which also needs to be 
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addressed. A novel boundary condition for the combined system (mechanophore 

embedded nanocomposites + interphase model) needs to be explored since the 

UHSR method, which enables covalent bond breakage during the loading test, is 

only applicable under the three directional periodic boundary conditions.  

2. The simulation results show good agreement with experiments (early damage 

signal detection and yield strength variation due to mechanophore inclusion); 

however, there are still some limits to using MD simulation results as values that 

can be directly compared with experimental output. For example, yield strengths 

and strain showed overestimated values when compared to the experimental results. 

This may have been caused by unit cell constructed using defect-free assumption 

and by the length scale discrepancy, which is an inherent limitation of MD 

simulations. The first limitation can be addressed by stochastically introducing 

manufacturing damage, such as void and clustering constituents, in the unit cells. 

The second scale-related limitation could be investigated by developing a coarse-

grained model that can increase the range of the length scale from nanometers to 

micrometers. However, it is important to note that current coarse-grained methods 

cannot capture the chemical reaction such as covalent bond breakage and bond 

formation which are essential for the mechanophore activation simulation. 

Therefore, there is a need to develop advanced coarse-grained methods to capture 

the mechanochemical reaction of mechanophores. 

3. The effect of physical and chemical aging on the performance of mechanophore 

embedded nanocomposites, i.e., more realistic estimations of time-dependent 

material properties such as residual life expectancy and degraded performance due 



 

182 

to extreme (high temperature and moisture) environmental condition, is another 

area that could benefit from additional study.  

4. Using this simulation framework, a parametric study could be performed to 

investigate the effect of variability of input parameters on mechanophore 

performance and mechanical response, and further to provide experimental design 

guidelines that could reduce the number of cost and labor intensive experiments. 

This study could be extended to include other parameters such as different weight 

fractions of mechanophores, different types of epoxy resins and hardeners, as well 

as a varying range of curing conditions (temperature and pressure).  

5. The developed framework is applicable to an experimentally synthesized material, 

primarily because this framework is not based on QM. However, new material 

design requires more computational capabilities; this can possibly be addressed by 

implementing QM method within the current hybrid MD framework. 
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