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Abstract - There are many scenarios in which it is necessary to 

collect data from multiple sources in order to evaluate a system, 

including the collection of both quantitative data - from sensors 

and smart devices - and qualitative data - such as observations and 

interview results. However, there are currently very few systems 

that enable both of these data types to be combined in such a way 

that they can be analysed side-by-side.  

This paper describes an end-to-end system for the collection, 

analysis, storage and visualisation of qualitative and quantitative 

data, developed using the e-Science Central cloud analytics 

platform. We describe the experience of developing the system, 

based on a case study that involved collecting data about the built 

environment and its users. In this case study, data is collected from 

older adults living in residential care. Sensors were placed 

throughout the care home and smart devices were issued to the 

residents. This sensor data is uploaded to the analytics platform 

and the processed results are stored in a data warehouse, where it 

is integrated with qualitative data collected by healthcare and 

architecture researchers. Visualisations are also presented which 

were intended to allow the data to be explored and for potential 

correlations between the quantitative and qualitative data to be 

investigated. 

Keywords - built environment, data analytics, cloud computing, 

data visualisation, qualitative data, quantitative data 

I. INTRODUCTION 

Data collection is an important part of many projects, 
whether it be in research or in the management and evaluation 
of systems in a range of industries and disciplines. These 
projects often involve the collection of quantitative sensor data 
as well as the collection of qualitative data (such as observations 
about the system made by specialists). Currently, there are very 
few systems that are capable of simultaneously processing these 
disparate types of data, or which are capable of 
visualising/reporting on these data types alongside one another. 
 

Doing so would allow for correlations to be investigated and 
would provide greater insight into any observed patterns or 
behaviours in the data than would be possible using either data 
type in isolation. 

One such problem area is the evaluation of the built 
environment - and how the design and management of the built 
environment affect the performance of the building and/or the 
well-being of its users. There are many reasons to study the built 
environment. For example, building managers may be interested 
in how staff respond during a fire drill, healthcare professionals 
may wish to monitor the welfare of patients in hospitals, and 
managers may be interested in studying the behaviour of users 
in schools, shopping centres, airports etc., in order to optimise 
the well-being of the users and/or the efficiency of the building.  

In order to evaluate a built environment and its users, it is 
necessary to overcome two problems: data heterogeneity and 
data volume. The data required is necessarily heterogeneous as 
it includes both quantitative and qualitative data. Quantitative 
data includes data about the user’s location within the 
environment, as well as data such as their activity levels. It may 
also include environmental factors (such as temperature, light 
levels, ambient noise etc.). Qualitative data may take the form 
of observations made by experts, such as built environment or 
healthcare professionals, and is less likely to be structured or 
machine-readable, but may provide additional context or 
understanding to the quantitative data. 

In order to differentiate actual trends from ‘noise’ in the data, 
a significant amount of data needs to be collected.  
It is necessary to collect data from many users over  
many days (or potentially years, in order to adjust for seasonal 
averages etc.). Some resources, such as the UK Biobank [1],  
are based on the collection of data from thousands, or even 
hundreds of thousands, of users over several years. Additionally, 
many algorithms, particularly those used in physical  
activity analysis, require high-frequency data (100Hz+) [2].  
 



It is often impractical to perform the storage and processing of 
data from studies that include this kind of physical activity 
analysis of multiple participants over long periods of time on a 
single machine, but a cloud-based platform may provide a 
solution to this problem. 

 

Fig. 1. BESiDE Data Flow Overview 

This paper presents a system for the storage, processing and 
analysis of qualitative and quantitative data. This system solves 
the first of the problems described above through the automated 
collection and processing of sensor data, and the ability to 
discretise qualitative data and add it to the same database.  

The second problem is addressed by using cloud-based data 
analytics and by unifying blob stores for large volumes of sensor 
data with non-relational databases to hold derived and processed 
data for further analysis and visualisation. As the platform 
utilises cloud computing, it is able to scale as required in order 
to meet demand. The system uses e-Science Central (e-SC) [3], 
a scalable, open-source, cloud-based platform for data analytics, 
which has been shown to work well for chemical modelling, 
stroke rehabilitation and health informatics (as discussed in 
Section II). The work presented in this paper has extended e-SC 
with connectors for accessing the data warehouse and with 
dashboard applications to visualise and derive value from the 
study data. 

As a case study, we demonstrate how the system was used 
in the processing of data collected as part of the BESiDE [4] 
project. In this study, beacons and smart devices were used to 
monitor the movements and well-being of older adults living in 
residential care. Quantitative data was recorded using an 
Android application, which uploads the data to the analytics 
platform, where it triggers a series of analysis workflows. 
Additionally, qualitative data - in the form of interviews and 
observations made in the care home by architecture and 
healthcare researchers - was discretised and uploaded to the data 
warehouse. A series of visualisation tools are then able to query 
the database and produce a range of different views on the data. 
These tools allow researchers to explore the data and to 
investigate potential correlations between data the sensor data 
and the qualitative observations. 

The focus of this paper is on the development of 
technologies that allow researchers in fields such as architecture 
to answer questions using a combination of qualitative and 
quantitative data. The findings of the BESiDE project from a 
built environment perspective are being prepared for submission 
to the relevant built environment publications.  

The main contributions of this paper are: 

• An extensible cloud-based platform for the automated 
collection, analysis and storage of quantitative sensor 
data, which enables the integration of qualitative data.  

• Multiple visualisations tools designed to explore the 
data, including visualising the qualitative and 
quantitative data side-by-side. 

• A discussion of the experience of developing the tool and 
recommendations for future research and development. 

II. RELATED WORK 

A range of commercial products exist for fitness tracking and 
indoor location tracking, including GENEActiv [5], but the data 
from these products in isolation is insufficient for this kind of 
project as, for example, they do not allow us to investigate the 
relationship between physical activity levels and particular 
locations or features of the building. Commercial interfaces are 
also often designed with a narrow focus and many APIs are 
either closed or restricted, which hinders the automated 
collection and analysis of data from multiple devices 
simultaneously. An Android Wear smartphone app was 
therefore developed, as discussed in Section IV. 

Tweet My Street [6] was a multi-disciplinary research 
project in which we used qualitative and quantitative data 
analysis to understand how people use social media. [7] 
Combining qualitative and quantitative data can be challenging, 
but several projects have collected both data types as part of a 
‘mixed methodology’ study. Processing the qualitative data 
requires a process of discretisation (or ‘quantising’) of the data 
in order for it to be processed and stored by a machine. Many 
qualitative researchers will state that this process results in a loss 
of depth and flexibility, but it can make the process of analysing 
the data, particularly from a statistical standpoint, much easier 
[8]. Although different groups of BESiDE researchers were 
collecting both qualitative and quantitative data, as computer 
scientists designing the data analytics platform we decided to 
use a Priority-Sequence model, selecting the quantitative 
approach as our principal method, with the qualitative approach 
as a complementary method [9]. We did not initially ‘interfere’ 
with the collection of the qualitative data, but collaborated with 
the researchers after it had been collected,  
as discussed in Sections IV.C.5) and VI. 

The e-Science Central platform has been successfully used 
in a number of projects ( [10], [11], [12] ), including Limbs 
Alive [13], which was a video game designed by clinicians  
to help with patient rehabilitation following a stroke.  
The game gathers therapeutic data from patients playing the 
game and uses e-SC to analyse the data. These results are then 
presented to patients and clinicians via web applications.  
 



In other fields, projects such as DAME [14] gather data from 
aircraft engines via remote links and present this data to 
technicians via a Signal Data Explorer [15], enabling pattern 
recognition tools to be used to diagnose unusual engine 
operation. Both of these are examples of projects that involve 
automated remote data collection and cloud-based data 
processing, coupled with centralised expert analysis. This 
suggests that the e-SC platform is ideal for the automated 
collection of the quantitative sensor data that was collected 
during the BESiDE Project. The e-SC platform was also chosen 
because it is easily extensible, supports rapid setup and 
reconfiguration of the analysis pipeline through a graphical user 
interface, as well as for its scalability and ease of use for non-
technical domain experts - such as care home stakeholders and 
researchers in fields other than computing. The use of e-SC 
minimises the amount of custom code necessary to implement 
the pipeline, while allowing custom code written in a variety of 
programming languages to be integrated into the workflows 
where necessary. e-SC is capable of being installed on a number 
of cloud services, including Azure and Amazon, and multiple 
machines can process the data in parallel in order to speed up the 
process. Although e-SC has not previously been used to process 
qualitative data, a number of extensions have been made to the 
system that allow qualitative data to be processed and stored in 
the same database as the quantitative data. 

III. SYSTEM REQUIREMENTS 

The design of the system presented in this paper was based 
on analysing three key requirements: the structure and semantics 
of the data to be stored; the processing requirements, including 
timeliness, granularity and scale; and the requirements of the 
visualisations - interactivity, context and accessibility to non-
domain experts. Whilst the system was required to be able to 
process both quantitative and qualitative data, these data types 
share some characteristics when concerned with the built 
environment; the data is often concerned with the intersection of 
the contexts People, Time and Place, as illustrated in Fig. 2. That 
is, when the disparate streams of quantitative data are combined, 
they are able to locate a person at a point in time (or for a period 
of time) in a specific location. 

 

Fig. 2. Visualisation of the built environment data contexts; 

People, Place and Time. 

For example, Paul went from the corridor to the common 
room at 10:32 am. Not all items of data will be at the intersection 
of the three contexts, some will only intersect two or three. This 
is especially true of the qualitative data where observations are 
made which only intersect two contexts, for example; there is a 
bingo competition in the common room at 10:30 am. Paul’s 
presence in the common room at a similar time does not itself 
indicate participation in the bingo competition (but another 
qualitative observation might). One of the goals for the 

qualitative data analytics pipeline is to allow the data point to 
intersect with as many of these contexts as possible, usually 
through the integration of the location data with the metric being 
measured. Essentially, the environment should be monitored, 
the people taking part should be monitored and insights can be 
derived from analysing the intersection of those observations.  

Quantitative data can be collected from sensors placed 
throughout the environment and from smart devices issued to 
the users. The system should be capable of collecting this data 
automatically and processing it in a timely manner. There is not 
a requirement to be able to do this in real time - but it should be 
as automated as possible and resilient to network partitions (i.e. 
the data may need to be stored locally on a gateway that is not 
connected to the Internet for security, ethical or performance 
reasons). In order to deal with large studies, the processing 
requirements are that the computational capacity can scale, in 
order to process the data within a reasonable amount of time. An 
equal requirement is flexibility - different researchers have 
experience in a variety of technologies from MatLab/R to 
Excel/Tableau. The flexibility is not limited to the analytics 
technology of choice - in order to maximise the value from 
studies which use such a platform, it should be possible to 
integrate new analytics and automatically apply them to 
historical data. This allows new ideas to be developed, tested 
and evaluated throughout a project rather than simply prior to 
the data being collected. 

Qualitative data may be used to add missing context to the 
data, i.e. an observer may note that Paul is taking part in the 
bingo competition. However, qualitative data is typically 
considered to be more difficult to store and process in an 
automated fashion than quantitative data. Qualitative data is less 
likely to be structured and, in some cases, may not be machine-
readable. Images and drawings may illustrate observations, 
particularly around the ‘Place’ context, that text cannot. Further, 
the qualitative data is less likely to be limited to a precise point 
in time, whereas much of the quantitative data is. For example, 
an observation may well be valid even if it has an approximate 
timestamp; it may explicitly note recurring events; it may 
observe the lack of an event. 

Outputs from the processing components will include 
derived data, typically numerical values and aggregation reports. 
However, the final output and consumer of these derived values 
will be visualisations. Such visualisations are used to illustrate 
variations in the data, which may be hard to see numerically. 
Many of these will be straightforward charts that are common to 
any discipline, but a number will be required to be bespoke and 
interactive. Such ‘active’ visualisations allow the end user to 
explore the data in ways that are harder with ‘static’ reports. That 
is not to say that the latter does not have a part to play - 
particularly in studies with a medical context, reports are 
necessary in order to maintain archives of patient/participant 
data. However, active charts enable researchers to explore 
multidimensional data in an interactive manner - for example, 
by turning a data series on/off, exploring different chart types, 
removing outlying data or limiting the time frame displayed. For 
users with a high level of knowledge of the domain, this can be 
extremely powerful, and can enable research questions to be 
answered in a ‘self-serve’ manner without the platform 
developers supplying every feasible chart. 

People

PlaceTime



IV. CASE STUDY - BESIDE 

The goal of the BESiDE [4] project is the understanding of 
how the built environment can facilitate physical and emotional 
well-being in residential care homes. Currently, there is a lack 
of objective evidence about how existing care homes are utilised 
and how building design impacts well-being. Stakeholders, 
including architects and care home managers, are interested 
ways to evaluate care home facilities. It is hoped that the data 
collected by BESiDE will provide architects and stakeholders 
with information that can be used to improve the design and 
management of existing and future care homes [16]. 

The previous section outlined the requirements for a general-
purpose system that could store, process and visualise 
qualitative and quantitative data about the built environment. 
Within the BESiDE project, some pragmatic decisions were 
made based on past experience, specific project requirements 
and time/budget constraints. 

The granularity of location within a residential care home 
was defined to be a ‘Zone’ and identifiers were assigned for each 
Zone. In some cases, there is a 1:1 mapping between room and 
Zone, whereas in other cases there is a 1:N mapping with a larger 
room being broken up into multiple Zones. In some cases, this 
is because different areas of the room have different purposes 
and in others, this is because of a physical change in the 
environment, such as a change in flooring type. All data was 
associated with at least one Zone ID. For quantitative data, this 
was based on the algorithm described in subsection D, whereas 
for qualitative data this was assigned by the person making the 
observation. The unification of the qualitative and quantitative 
data in this manner allows comparisons to be made and enables 
the visualisations described in subsection E. 

Not only are consistent zone identifiers necessary for 
aligning disparate data streams in this context, but so is a 
consistent representation of time. Owing to the fact that some of 
the observations (qualitative data) are being made manually, it 
was decided to standardise on the local time of observation 
rather than UTC. This minimises the likelihood of recording 
mistakes and removes the need to correct for daylight savings 
time during the data analysis. Given that the subjects of the study 
are people, time that the residents perceive it to be it is likely to 
be of more interest than an absolute value. Speaking of which, it 
is also necessary to identify the participating residents in a 
consistent way, in order to enable the union of all contexts. 

In order to store both the quantitative and qualitative data, 
and to limit the amount of management and configuration 
needed to use the database, a combination of Amazon S3 [17] 
and MongoDB [18] was chosen. These technologies were 
already supported by the e-SC platform, which allowed us to 
develop the pipeline without requiring any additional 
implementation. The raw sensor values are stored in Amazon S3 
and then processed into derived values which are stored in 
MongoDB. MongoDB is a document-oriented, non-relational 
database, which stores the transactional, non-blob data. This 
architecture makes it straightforward to reprocess the raw sensor 
data into new MongoDB collections if new analytical techniques 
are developed. 

A number of devices were evaluated in order to collect the 
necessary quantitative data. Commercial activity trackers were 
considered unsuitable due to their closed-source algorithms, 

potential inaccuracy and closed ecosystems (as described in 
Section II). Because of their ‘programmability’ and form factor, 
Android smartwatches were selected for these studies, which 
enabled all of the quantitative data streams to be collected using 
a single device and then uploaded to e-Science Central for 
automated processing. Subsection D describes the e-Science 
Central workflows, which were developed to process the 
quantitative data - these can be automatically triggered by the 
arrival of new data via the e-Science Central REST API. 

Both active web-based visualisations and static reports were 
developed for the BESiDE project, the former of which allow 
domain specialists to explore the data, and to view the 
qualitative and quantitative data side-by-side where possible 
(these are discussed in Subsection E).  

A. Configuring the Sensors/Smart Devices 

This Section describes how the sensors and smart devices 
were configured in order to instrument the care home, to detect 
interactions with staff and visitors, and to track resident activity 
levels. 

1) Care Home Infrastructure 

In order to track a resident’s position, it was necessary to 
place a number of Bluetooth Low Energy (BLE) transmitter 
beacons in the public areas of the care home. These devices also 
include temperature sensors, which allows us to monitor the 
temperature within the instrumented areas. 

As mentioned in Section I, it is not possible to include the 
floor plans of any of the care homes that participated in the study 
due to ethical and commercial concerns. However, Fig. 3 shows 
an approximation of an area within one of the care homes.  

 

Fig. 3. Floor Plan showing beacon (blue dots) placement  

in the public areas (pink) of the care home 

The instrumented (public) areas are shown in pink and the 
blue dots represent the approximate placement of the BLE 
beacons. Private rooms and off limits areas (white), such as the 
office, were excluded from the study. 

The BLE beacons periodically broadcast data packets 
containing information about each beacon’s identity, along with 
some auxiliary data. The power present in the signal at the 
receiver, called the Receiver Signal Strength Indication (RSSI), 
indicates the distance between the receiver and a particular 
beacon, and can be used to estimate the location of the receiver 
within an instrumented zone, provided that the receiver can 
detect signals from at least three beacons. 



For this project, Estimote [19] Beacons were chosen due to 
their low cost, physical robustness and extensive configurability. 
The beacons were placed along the walls in public areas at a 
height of approximately 2.2m and spaced between 2-3m apart. 
The localisation algorithm requires a calibration (or 
“fingerprinting”) phase to generate a map of the environment. 
Calibration data is collected at locations approximately 1m apart 
on in a regular grid in all instrumented spaces. At each location, 
BLE packets were recorded using a smartwatch worn by a 
researcher, who faced four perpendicular directions at each 
location for a period of 30 seconds. Modelling these variations 
requires additional work but provides a more accurate starting 
point for measurement than “on the fly” calibration methods and 
increases the precision of the localisation algorithm 
considerably. 

2) Zone Definitions 

The zones within the care home space are defined in JSON 
files, which stored in e-Science Central. As discussed earlier in 
this section, Zones could represent an entire room within the 
home, or a larger number of smaller spaces, including spaces 
that were identified as being ‘of interest’ by the researchers. For 
example, a large common room (such as Zone 1 in Fig. 3) could 
be broken down into multiple zones (i.e. ‘TV area’, ‘socialising 
space’ etc.). 

3) Staff and Visitors 

In order to track social interactions between the residents and 
care home staff/visitors, it is necessary to be able to identify 
these individuals and to detect when they come into proximity 
with the residents. A system was devised that used Estimote 
‘Nearables’ (BLE beacons with a very small and flat form 
factor), which were made available to care home staff and 
visitors. The RSSI of packets from the Nearables are used to 
detect proximity between the person carrying the device and the 
participating residents, and extended periods of close proximity 
are considered to be a proxy of social interaction.  

In order to protect the anonymity of staff and visitors, they 
select Nearables from a basket, rather than a specific Nearable 
device being assigned to a specific individual, and the unique 
identifiers of the Nearable devices are simply mapped to the 
roles ‘Staff’ or ‘Visitor’ when they are stored in the database. 

4) Residents 

In order to track residents’ movements and activity levels, it 
was necessary to issue them with a smart device. These devices 
have Bluetooth receivers to detect the signals from the BLE 
beacons, accelerometers for activity tracking and microphones 
to measure the ambient noise levels (in decibels). 

LG G smartwatches were used to capture the quantitative 
data streams for the BESiDE project, as this model had (at the 
time of procurement) the largest battery capacity, comparatively 
low weight, and sufficient disk capacity to store the study data 
until it could be uploaded to e-Science Central. The watches 
were modified such that they could be clipped onto the 
residents’ clothing on the upper body, in order to improve the 
accuracy of the indoor location tracking. Residents were then 
asked to wear a smartwatch during waking hours for the duration 
of the study.  

5) Obtaining Consent 

In consultation with care home managers, a subset of 
residents was identified that were likely to be willing and able to 
take part in the study. These residents were initially approached 
by a researcher to informally establish a trust relationship and to 
assess their ability to give informed consent. Subsequently, the 
residents were invited to take part in the study, or their legal 
guardian was contacted to discuss giving consent on their behalf. 
This work received Ethical Approval from Dundee University. 

B. Sensor Data Recording and Transmission 

A mobile application based on Android Wear was developed 
for the project. The app supports recording of BLE packets, data 
from accelerometers, gyroscopes, magnetometers and the 
onboard microphone. It also supports manual event 
timestamping, which is useful for recording fingerprinting data 
(as discussed in Section A.1)). The application’s user interface 
was also designed to allow the researcher to set study metadata 
(start time, end time, home ID, resident ID) before the device is 
issued to the resident. 

Developing software for devices with limited processing and 
power resources requires careful consideration of threading and 
disk access. In order to ensure that the user interface remains 
responsive while sensor data is being recorded, all parts of the 
software that process sensor data are executed in background 
threads; one background thread for each sensor to avoid 
deadlocks. The data received from each sensor is buffered in 
memory and only sporadically written to disk, which also helps 
to avoid deadlocks and is more power efficient. 

The following sensor data is captured: 

• Accelerometer Data - (timestamp, ax, ay, az, sensor 
accuracy) 

• Ambient Noise  -  (timestamp, loudness) 

• Battery Data - (timestamp, battery level, temperature, 
battery health) 

• BLE Data - (timestamp,  MAC address,  RSSI, 
device_name, TX_power, device_id) 

• Event Logger Data  -  (timestamp,  event ID) 

• Magnetometer Data - (timestamp, mx, my, mz, sensor 
accuracy) 

• Study Metadata - (timestamp, logging_data (true/false),  
resident_ID,  home_ID) 

• Temperature Data (from beacons) - (timestamp, MAC 
address, temperature, battery_voltage) 

The data is stored as CSV files, which enables easy 
processing by e-Science Central workflow blocks and other 
tools. Files are stored in one folder per day for easy retrieval. 
When the researcher requests to transmit data, all data folders 
are compressed into ZIP archives, which are subsequently 
compressed and stored in a single ‘master’ ZIP archive, in order 
to minimise the amount of data that is transmitted and to 
minimise the risk of transmitting partial data. 

An entire day’s worth of data for a single user consists of: 

• >100mb of Compressed (Zip) Data 

• >600mb of Uncompressed CSV data 



While the app was designed to be power efficient, only ~4 
hours of data could be recorded on a single charge, requiring the 
devices to be swapped and recharged twice daily.  

C. Qualitative Data 

BESiDE researchers from other fields (such as architecture 
and healthcare) collected data in the care homes. The data was 
collected based on the AEIOU Framework [20], which focusses 
on Activities, Environment, Interactions, Objects and Users. 
This framework uses ethnographic methods (notes, photos, 
videos, interviews, etc.) as a ‘lens to observe the environment.’ 
In the case of BESiDE, this mainly included interviews with the 
staff/residents and observations about each home’s layout and 
the behaviour of the residents. This data mostly took the form of 
handwritten notes, though some of the interview answers and 
observations were collected digitally. 

After the initial studies were complete, we collaborated with 
the researchers to discuss the data that had been collected, and 
how it might be discretised in order to allow it to be stored in the 
database and be evaluated alongside the quantitative sensor data. 
Below are three examples of different types of qualitative data 
that were identified and added to the system. 

1) Zone Observation Data 

The researchers made a number of observations during their 
visits to the care homes, including observations about the 
residents, such as “residents were observed to complain about 
the temperature in <Zone 2>”, as well as notes about the 
building architecture, such as “the window in the south of 
<hallway> has a view of the nearby countryside and residents 
were observed stopping there to admire the view”. Many of 
these observations were associated with a specific zone within 
the care home and/or with a specific time (or time period), and 
it is these observations that were selected as being the best suited 
for discretisation (as they have data fields that correlate with the 
quantitative data in some way). Samples of these observations 
were discretised and stored in the database to enrich the 
behaviours observed in the quantitative data. 

Zone observation data is stored in the following format:  

• Time, Home ID, Zone ID, Observation.  

2) Event Data 

Events refer to organised activities that take place in the care 
home. For example, the home might host a bingo competition in 
a particular room at a particular time, which may be a one-off or 
recurring event. An ‘Event’ can also be used to refer to activities 
such as building/renovation work, visiting hours and open days. 
Including this data provides possible explanations for 
behaviours observed in the sensor data, such as why a particular 
room might be being highly utilised at a particular time. 

A sentence describing the event was stored, along with the 
associated zone ID, the date and time of the event, and whether 
it was a recurring or one-off event. ‘Event’ data is stored in with 
the following fields:  

• Date, Start Time, End Time, Home ID, Zone ID, 
Description, Recurring Event (true/false). 

3) Interview Feedback 

Another example of the qualitative data is feedback from 
interviews with the staff and residents.  

We included mainly questions with discrete answers and 
these were broken into individual questions and their responses. 
These included questions such as “how would you rate the 
temperature/air quality/lighting in <this zone> (out of five)”. 
Questions were chosen that related to specific zones or 
times/time periods, in order to allow the data to be unified with 
the sensor data. 

In this case, the average score is stored (after the results had 
been manually processed to calculate the average scores), along 
with the question and the zone ID (and timestamp, where 
applicable).  

The following fields are stored in the database:  

• Home ID, Zone ID, Interview Question, Result. 

4) Storing the Qualitative Data 

For the initial implementation of the system (and initial 
development of the visualisation tools), samples of the data were 
processed manually and discretised so that they could be added 
to the database. The data was input by selecting samples of the 
researcher's’ notes that could be easily discretised and storing 
them in CSV files. A script was then written to inserted the data 
from the CSV files into the same database as the quantitative 
data. 

5) Improving the Collection of Qualitative Data 

Once the data types had been identified, an attempt was 
made to improve the collection of such data in the future. A 
series of web pages, along with a mobile app designed to run on 
a tablet PC, were also designed to enable faster and more 
automated collection and processing of the data, as well as 
ensuring that the necessary ancillary data (i.e. Zone IDs) is 
collected (see ‘Future Work’). 

 

Fig. 4. The Location Data workflow and the  e-Science Central interface 

D. Data Analysis and Storage 

The data is processed and analysed using the e-Science 
Central platform. The data from the smart devices is uploaded 
via an API, which allows the automatic triggering of the data 
processing workflows. Users can design Workflows to analyse 
the data by adding and connecting Workflow Blocks via a 
graphical user interface (as shown in Fig. 4). The tools included 



with e-SC include workflow blocks for data import/export from 
CSV, data manipulation and transformation, machine learning 
and database management.  

1) Pipeline Overview 

 In order to enable e-Science Central to achieve parallelism, 
the processing is subdivided into separate workflows. Although 
these subdivisions can take arbitrary structures, the most 
common form is that of a top-level workflow for coordination 
and sub-workflows to process independent data streams. It is 
this structure that was used during the BESiDE project to 
process the data from the devices and insert the results into the 
MongoDB database. The uploaded ZIP archives are extracted 
and then processed by a series of sub-workflows, each designed 
to process a separate data file within the ZIP archive, as shown 
in Fig. 5. 

Some workflows perform relatively simple tasks, and mostly 
use the existing workflow blocks provided by e-SC: the Study 
Metadata workflow manages the metadata of each study (start 
time, end time, number and IDs of participants etc.); the 
Temperature workflow uses the data from the beacons to 
calculate the average temperature for a series of fixed time 
intervals for each zone; and the Ambient Noise workflow 
calculates the average noise level for fixed time intervals for 
each zone, based on aggregated data from the smart devices.  

 

Fig. 5. BESiDE Pipeline Overview showing the various sub-workflows for 

processing the sensor data. 

Other workflows include custom blocks that process the 
sensor data to infer resident location, social interactions, 
physical activity levels, etc. These workflows are discussed in 
more detail below. 

2) Location Workflow 

A key element of the pipeline is the Location Data 
Workflow. Initially, the system estimates the indoor location of 
each resident in consecutive, one-second intervals.  
Each estimate is represented as a 2D coordinate (x, y) 
corresponding to a position on the calibrated floor plan. The 
estimate is calculated using the fingerprint calibration data,  
 
which is stored in e-Science Central, and the recorded RSSI data 
from the beacons. 

As described in Section A.1), a fingerprinting technique was 
implemented that models the distribution of RSSI values from 
the BLE beacons at locations on a regular grid throughout the 
public spaces of each home. This model represents the 

fingerprint of each grid location as an isotropic Gaussian 
distribution over vectors r : (r1, r2, ..., rn), where ri represents 
the RSSI of packets from the ith beacon, with n beacons in total.  
The mean and covariance of this distribution are estimated once 
from the recorded fingerprinting data. During inference, vectors 
r are constructed from one-second intervals of participant data 
and the (x, y) location is determined using maximum-likelihood 
estimation. 

In preliminary experiments, this method was compared to 
trilateration, where each RSSI is directly mapped to a distance 
Ďi between beacon i and the receiver. Locations ( x, y ) are 
estimated by minimising the mean squared error between the 
distances from ( x, y ) to beacon locations ( xi, yi ) and the 
estimated distances Ďi. This method requires only all beacon 
locations to be known, avoiding the need to record calibration 
data. However, the researchers observed a considerably higher 
localisation precision of, on average, 1.05m with our 
fingerprinting technique compared to 2.2m with trilateration, 
and it was decided that this level of accuracy justified the 
additional time required to record calibration data in each home. 

Because of the large volume of data that was collected, it was 
decided the full sequences of estimated resident locations (i.e. 
one x,y location per second, per resident) would not be stored in 
the database. There are two reasons for this: firstly, the activity 
patterns of the participating residents are relatively sedentary; 
and secondly, the average error of 1.05m in each reading may 
imply movement when none occurred. The latter is particularly 
relevant given the likelihood of interference on the BLE RSSI 
caused by movement around the participant rather than the 
participant themselves. 

Instead, the estimated location data is used to estimate when 
each resident moved from one zone to another (“transition 
data”), along with the amount of time that the resident spent in 
each zone between transitions (“duration data”). This approach 
significantly reduces the volume of data stored in the database, 
while still providing useful insights into zone utilisation and 
resident movements over the course of the study. To improve 
the quality of the data and account for the noise present in the 
BLE signal, participants are required to have multiple 
consecutive readings before they are considered to have 
transitioned from one zone to another. This results in higher 
quality but lower resolution data - the researchers can have a 
high level of confidence that a participant is in one zone as 
opposed to another, but they cannot identify where the 
participant is within that zone. 

The durations and transitions data is used by the subsequent 
sub-workflows to allow social interactions, ambient noise and 
physical activity levels to be associated with a Zone ID; allowing 
the data to be associated with the resident’s location at the time 
the measurements were made. 

3) Proximity Workflow 

The Proximity workflow estimates periods of social 
interactions from recorded Nearable broadcast packets.  
For each Nearable, intervals of continuous proximity are 
estimated by comparing a moving average of inter-packet 
durations to a predefined threshold. This threshold is chosen 
such that 50% of uniformly random packets are allowed to get 



lost during continuous periods of close proximity. The 
colocation of a large number of Nearables was used to filter 
spurious detections of social interactions with unused Nearables 
in the baskets. 

4) Activity Workflow 

Measuring physical activity levels can be achieved using the 
simple summary statistic of Activity Counts [21] and this 
technique is used in this study. Sequences of accelerometer data 
are transformed into activity counts for epochs of one minute in 
length. Activity counts are estimated from sequences of 
acceleration samples a : (ax, ay, az )  using Eq. 1, where g = 9.81, 
the magnitude of standard gravity. 

ActivityCount  =  ∑ | (ax
2; ay

2; az
2 ) - g |         (1) 

Each activity count estimate is associated with the 
corresponding zone ID, resident ID and timestamp, and is then 
stored in the database. 

E. Visualisations and Reports 

In this section, we discuss examples of the visualisations that 
were created to explore the data. 

Recognising that there is no ‘one-size-fits-all’ visualisation 
solution that is capable of allowing stakeholders to properly 
explore the collected data, multiple visualisations have been 
produced to show different aspects and granularities of the data. 
This includes attempts to visualise the data from multiple 
sources in such a way as to enable correlations between the 
quantitative data from different sources to be studied (i.e. 
between physical activity and zones within the care home), as 
well as correlations between quantitative and qualitative data. 
All of the visualisations are customisable, with a range of 
options and filters that allow the user to explore the data. 

In order to allow the visualisations to be accessed from 
anywhere, without requiring the user to install any additional 
software, the visualisation tools were developed as web 
applications, which run in a web browser and access the data via 
an API. In order to keep data about the residents secure, users 
are required to log into e-Science Central in order to access the 
visualisations.  

1) Report Generator 

The configurable Report Generator accesses the database 
and produces PDF reports from the study data. Reports display 
summary data about the study, including the participants and 
zones, displaying the data mainly in the form of tables and 
graphs. These include reports for each resident, showing details 
about their location, activity and interactions over the course of 
the study, as well as reports for each zone, showing details about 
the utilisation, resident activity counts, temperature and ambient 
noise levels. Reports also include summaries of qualitative data, 
as well as specific qualitative data relating to each zone, where 
applicable. 

2) Data Explorer 

The Data Explorer displays summary data from the study 
using interactive charts and graphs, For example, Fig. 6 shows 

the room utilisation charts (generated using synthetic data). Pie 
charts show data such as the total time spent per room, while 
Gantt-style charts show room occupancy and transitions for each 
resident over time. These visualisations allow the user to study 
resident movements and zone utilisation at a fairly high level.  
 
The Gantt-style chart is a good indicator of whether residents 
move around the home frequently for short bouts or move less 
frequently for longer bouts. This insight is difficult to obtain 
from numerical data alone but very easy to see on the correct 
visualisation. 

 

Fig. 6. BESiDE Data Explorer (synthetic data) 

All of the charts are interactive, powered by the Dimensional 
Charting Javascript Library [22]. As the user makes selections 
on any of the charts, it triggers a filter over the data that updates 
all of the other charts accordingly.  This provides an intuitive 
way to explore summary data from the study, treating the whole 
page as a single dashboard. 

3) Floorplan Visualisations 

The floor plan visualisation represents an attempt to 
visualise the collected data in the context of the built 
environment. The visualisation shows an abstracted floor plan 
of the instrumented rooms/zones of the care home. Residents’ 
rooms and other private areas of the care home are excluded. 
Fig. 7 shows a section of the floor plan, showing the location of 
each of the participating residents at the specified time, using 
colour-coded markers and participant IDs. 

 

Fig. 7. The BESiDE Floorplan Visualisation 

showing resident locations. 



The visualisations have been developed using WebGL [23], 
a Graphics API based on OpenGL. It executes using the HTML5 
Canvas element, and so the visualisation can be used in most 
modern web browsers without requiring the user to install any 
additional software. 

The data can also be replayed as an animation so that the user 
can observe the residents moving from zone-to-zone and look 
for any behavioural patterns that may occur. Filters can be 
applied to show data for individual residents, or for all residents, 
at a specific time or over a specific time range. 

Alternatively, heat maps of the data show the time spent in 
different zones between a specified start and end time within the 
study, such as in the example shown in Fig. 8. This allows room 
utilisation over time to be visualised intuitively by showing the 
data on the map of the building. Other types of data can be 
visualised using heat maps analogously. 

 

Fig. 8. The BESiDE floor plan visualisation  

showing room utilisation over time 

Other data is visualised in a similar way. Heat maps show 
activity counts in shades of green to indicate in which zone the 
most activity took place. Zone temperature is visualised slightly 
differently; rooms are colour-coded blue if the temperature is 
below 18°C (and therefore considered to be cold) or red if the 
temperature exceeds 24°C (and is considered hot).   

4) Visualising Qualitative Data 

When viewing the quantitative data, a feed displaying the 
relative qualitative data can be enabled, as illustrated in Fig. 9. 
Any observations that are relevant to the Zone, participants 
currently in that Zone, or the currently selected time period are 
displayed in the panel. Users can also manually select a Zone, 
time period or participant to see any relevant observations that 
have been made. 

1) Privacy Concerns 

Because the collected data represents potentially vulnerable 
service users, we have to consider issues of privacy and security. 
Data has been anonymised - userIDs are stored, but no 
identifiable data about the user (name, age etc.) is stored - and 
abstracted floor plans are used in the visualisations so that no 
personally identifiable data about the care home or the 
participating residents, visitors or staff is stored or visualised. 
Additionally, stakeholders are required to log in to the BESiDE 
Web Visualisation application to view the data. 

 

Fig. 9. The BESiDE floor plan visualisation  

showing the zone notes panel, which displays qualitative data 

V. CONCLUSIONS 

Our research has shown that it is possible to collect 
qualitative and quantitative data about a built environment 
system, and to process and visualise these disparate data types 
side-by-side, in order to enable correlations between the results 
to be explored, and enabling greater insight into the results that 
would be possible using either data type in isolation.  

As a case study, we discussed the successful collection of 
data from a study of building utilisation by older adults living in 
residential care, and have highlighted the potential of the tool for 
use by architects, interior designers and care providers to 
improve the design and management of current and future care 
homes.  

Using the quantitative data, the platform visualises physical 
activity and social interaction alongside location data and 
environmental measurements, and that by doing so it is possible 
to provide researchers and stakeholders with a way to gain 
insight into resident well-being, in addition to studying room 
utilisation within the care home. The system would also be 
suitable for medical research experts to study factors influencing 
physical activity. The addition of qualitative data to the system 
adds additional context for behaviours/patterns observed in the 
quantitative data. The suite of reports and visualisations 
described in Section VI demonstrates that a set of tools for 
domain-experts such as architects, designers and care staff can 
be developed. This allows them to intuitively access, explore 
and learn from data about the environment and human behaviour 
that has previously not been available. 

Through our work on the BESiDE project, we have been 
able to develop and test a data processing system for evaluating 
the built environment. There was some difficulty in recruiting 
sufficient numbers of participants for the study, and so the 
amount of available data was limited, but the system, developed 
using e-Science Central, has been successfully used to perform 
automated analysis of quantitative data from sensors and smart 
devices. Qualitative data has also been added to the system and 
has been successfully used to produce a range of reports and 
visualisations, adding potentially valuable missing context to the 
quantitative data. We also now have a better idea of the sort of 
qualitative data that it is useful to collect about the built 
environment and, although we were unable to fully implement 
and test these new features within the available timescale, 
extensions to the platform have also been designed that will 



enable easier processing of qualitative data in the future. We also 
have several ideas about how the system could be generified and 
extended so that it could be used in the analysis of other built 
environment scenarios.  

VI. FUTURE WORK 

Due to the timescales involved in the BESiDE project, the 
qualitative data collection was carried out by hand, largely using 
pen and paper. This was later transcribed and inserted into the 
data warehouse. In the future, we plan to develop an application 
that can be used by researchers to collect the qualitative data and 
automatically upload it to the platform. This will reduce 
transcription errors and force certain fields to be recorded 
consistently. Further, were not able to deal with image based 
observations, but a dedicated application could be developed 
that could upload these to Amazon S3 in a similar manner to the 
raw sensor data, which would allow them to be displayed 
alongside the text-based observations. 
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