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Solar cells are three-dimensional objects frequently modeled as being one-dimensional for con-
venience. However, for more complex designs of solar cell or if the cell is only illuminated at one
point, one-dimensional modeling is insufficient. Here, some conditions for reducing the complexity of
multidimensional drift-diffusion simulations are investigated in realistic situations for a back-contact
perovskite solar cell. The analysis investigates under what situations we may neglect vertical carrier
density variation and approximate extraction currents to be linearly dependent on the vertically
averaged carrier concentration. Analytic expressions for the linear relationship in both the low and
high extraction velocity regimes are demonstrated, and the conditions where these approximations
break down are investigated. It is shown that recombination is usually accurately modeled using
only vertically averaged carrier concentrations when the distance between electrodes is many times
the height and when less than half the charges that are generated recombine, although edge effects
around the onset of electrodes are noted. These findings are then applied to a problem that often
emerges in scanning photocurrent microscopy, a point-excited film with a laterally offset electrode.
It is demonstrated that we expect the current recorded in this case to decay exponentially with
the distance between excitation and electrode, with a decay constant that can be related to device
parameters. The characteristic equilibration time for the system to reach this current, which can
be extracted from the phase delay in a lock-in amplifier measurement, is demonstrated to increase
linearly with distance. It is shown that information about the diffusion and recombination rates can
be extracted from a wide variety of planar systems.

I. INTRODUCTION

In thin-film solar cells, one type of carrier
is typically extracted from the front surface
through a transparent conducting electrode and
the other through the back layer, via a reflective
metal electrode. However, as transparent mate-
rials are always limited in conductivity, other cell
designs are also used. One group of designs fea-
tures both types of electrodes on the back side
of the device: back contact solar cells [1]. The
front of the solar cell can then be freely designed
for optimum optical properties and the rear for
electrical properties [2], [3]. Alternatively, the
front transparent conductive layer can be re-
placed with a grid of opaque metal – provided the
diffusion length of charges in the material is large
and hence the grid can be coarse, the area over-
shadowed by the electrodes need not be large,
and conduction to the high-conductivity grid can
happen through the bulk [4], [5]. However these
designs significantly complicate the modeling of
carrier motion in cell operation; for unpatterned
cells, a simple one-dimensional model of behav-
ior perpendicular to the plane of the cell is suf-
ficient, but with electrodes placed in patterns,
lateral carrier motion must also be investigated.

Typically the problems are appropriate for drift-
diffusion modeling, a semi-classical macroscopic
transport model based on the continuity equa-
tions and Poisson’s equation [6]. Drift-diffusion
models in two and sometimes three dimensions
[7–11] are well-known in papers devoted to mod-
eling, but for computational ease or to give an-
alytical solutions, it is generally preferred that
the simulation be set up to require as few di-
mensions as possible. In this report, we will in-
vestigate conditions for reducing the dimension-
ality of the models. We will use device param-
eters in keeping with dopant-free methylammo-
nium halide perovskite performance for example
purposes. Perovskites were chosen as an exam-
ple system of great interest due to achieving high
power conversion efficiencies in a short space of
time [12], however we do not attempt to model
the specifics of these devices here.

We will first investigate uniform illumination,
in which case the model is approximately two-
dimensional, and find the conditions under which
we may model this in one, lateral dimension.
Having established this, we will then investi-
gate how this applies to a scanning photocur-
rent microscope setup (also known as optical
beam-induced current, or OBIC). In this sys-
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Figure 1. Reducing back-contact solar cells to two dimensional objects. The lower images are different ge-
ometries for two-dimensional cross-sections of three-dimensional structures like (a), with (b) simply projected,
leaving a step-shaped active layer, and (c) an alternative design with the anode/electron-blocking layer level
with the cathode/hole-blocking layer. The symmetry lines represent the midpoints of the electrodes, about
which there is reflective symmetry. Simulations conducted using the default parameters explained in the
supplementary materials, designed to be realistic for perovskite systems.

tem, a small laser spot excites a region of semi-
conductor and the current that reaches elec-
trodes is monitored [13]. Here we see lateral
transport of carriers under point illumination,
but the symmetry-breaking effect of the local-
ized illumination means the full solution is three-
dimensional. We will show that in many ex-
perimental cases, this will give rise to a cur-
rent that decays exponentially with distance from
the patterned electrodes, and that this current is
reached with a characteristic time-delay linear in
distance.

Point illumination experiments on planar sys-
tems are used to investigate carrier dynamics
in the active layer of solar cells or transistors,

for instance carrier diffusion and recombination,
in a wide variety of materials and systems [14–
20]. There are also experimentally different se-
tups that give rise to mathematically similar
problems, such as electron beam-induced current
measurements of solar cells [21]. These tech-
niques are often used to study nanowires, where
the analysis needs only one dimension [13]. In
the planar systems considered here, the problem
to be solved is more complex, yet in experimen-
tal papers on three-dimensional materials such
as these, only one-dimensional, simplified ver-
sions of the drift-diffusion equations are solved.
As shown numerically for a two-dimensional sys-
tem by [13], we may extract the diffusion length
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from this measurement as being the character-
istic length of an exponential decay. This is in
keeping with the monoexponential decays often
encountered experimentally [14, 19, 20], however
the conditions under which the approximation
holds have not been investigated. Here, we will
demonstrate the similarity of numerical and an-
alytic solutions and therefore the applicability of
the analytic solutions to a range of problems.
We will also investigate what physical parame-
ters can be extracted from these analytic solu-
tions in different cases. We will further show that
the delay between signal and measurement gives
another avenue to investigate carrier behaviour
and explain how these measurements can be com-
bined.

II. INVESTIGATING THE
APPROPRIATENESS OF

ONE-DIMENSIONAL MODELS FOR
LATERAL DIFFUSION

For many back-contact electrode systems, the
electrodes are hundreds of microns in one lat-
eral dimension but only microns in the other,
and around a tenth of a micron in height. Un-
der uniform illumination, there will be no varia-
tion over the largest dimension, except near the
edges of the cell. We can therefore model only
the cross-section of the device, as shown in Fig-
ure 1a. However the smaller dimensions must be
treated more carefully, so we will set up a two-
dimensional model and investigate when it can
be contracted to one, lateral dimension.

The two-dimensional drift-diffusion simula-
tions are loosely based on perovskite quasi-
interdigitated solar cell structures as found in
[22], with formulae used and device parameters
listed in the supplementary materials. The geom-
etry of the structure is either step-shaped, with
one electrode raised, as in [22] and Figure 1b,
or flat, with both electrodes level on the bot-
tom, as in Figure 1c. In the step case, the anode
runs along the entirety of the base but the cath-
ode only runs along 90% of the raised step, to
present a ‘lip’ of the insulator. The cathode is
raised by 150 nm, out of a total height of 350
nm. The flat structure has electrodes along 90%
of each half and an insulating patch in-between.
The horizontal edges of the simulation are the
middles of the electrodes - with uniform illu-
mination, these will be symmetry lines of the
system. At the insulating boundaries and the

symmetry lines, zero perpendicular electric field
and zero electron/hole current conditions are im-
posed. Within the active area, carriers are gen-
erated a rate that exponentially decays from the
surface. They travel and recombine according
to the steady state drift-diffusion equations as
described in the supplementary materials. Un-
der the conditions used, recombination will pri-
marily be Shockley-Read-Hall (SRH). The simu-
lations do not include ions or dopants, and are
performed with no effective applied field.

We assume that in two or three dimensions,
the current flux into an electrode is proportional
to the local concentration of one carrier type at
the interface: J = qvsninterface, for q the car-
rier charge. It is assumed that blocking layers
mean that each electrode selectively accepts only
one carrier type. If surface recombination is in-
cluded, it may be considered in the same way,
with a smaller vs for the majority carrier type.
This physical extraction velocity vs may tend to
infinity and zero in the Ohmic and blocking cases
respectively.

To vertically contract this and make a 1D sys-
tem, the relationship between the electron or hole
current into the electrode and the average carrier
density above should be simple; to avoid detailed
modeling, it should preferably be linear. Since
with no carriers we have no current, the linear
trend has zero offset:

J = qv1Dn, (1)

for n the vertically averaged carrier density and
v1D the effective extraction velocity. We there-
fore run the simulation with many values of vs
and plot the dependence of current extracted
against the vertically averaged carrier concentra-
tion at that x-position for each simulation, and
search for a linear trend.

Figure 2a shows the relationship between the
current density flowing into a short stretch of
an electrode and the vertically averaged electron
concentration above it, for data taken from an-
odes below a step. We see that in systems with
wider electrodes this zero-offset linear trend from
equation 1 is usually shown to be a good assump-
tion, although non-linearity is visible at either
ends of the trend.

At the low-concentration end, this is due to a
population of carriers held away from the elec-
trodes. This arises due to attraction between
the carriers, one type of which is blocked from
the electrode below. The high concentrations
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Figure 2. (a, b): Relationship between current extracted and vertically averaged electron concentration for
a variety of extraction velocities, for the lower electrode for (a) 30 µm simulation pitch length, (b) a 2 µm
pitch length. Inset magnifies the distribution in the 100 cm/s simulation. (c): relationship between extraction
velocity at the electrode and effective one-dimensionally averaged extraction velocity (e.g. gradient of lines
in (a)) for flat electrodes of different lengths. (d): Coefficient of determination, R2, for the linear fits to
density-concentration data as in (a) and (b). (All images): Both carrier types have a diffusion constant of 1.5
cm2/s and distributions are from a step-electrode system, as in Figure 1b.

of blocked carriers give rise to voltage maxima
above the centerpoints of the electrodes (image
in supplementary materials) that keep the ac-
cepted carriers away from the electrode. This
effect is therefore not seen in Figure 2b, where
the lengthscale and carrier concentrations are too
small for the total voltage difference over the sys-
tem to be large compared to the thermal voltage,
VT = kBT/e. It is also not seen if the simulation
is run with the effects of the electric field switched
off (see supplementary materials). At the high
concentration end, there are slightly different ir-
regularities due to factors affecting diffusion and
recombination.

In the high extraction velocity limit, there is

a slight decrease in current extracted below the
step of the electrode, as many of the electrons
are initially generated above the step and there-
fore have slightly further to travel to reach the
electrode compared to those generated above it.
However, when charge extraction is slower, re-
combination is more important and the precise
location of generation less important. In the low
extraction velocity limit we see a strong increase
in current from a small increase in concentra-
tion, arising near the step. This is because there
are fewer holes here, and therefore proportionally
less recombination. With much smaller systems,
there is little variation in either the collected cur-
rent or the vertically averaged carrier density, as
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seen in Figure 2b. This is because the lateral
diffusion and vertical diffusion are comparable to
each other and to the carrier diffusion length, al-
lowing homogenisation.

The trend lines of graphs like these give us
the value of the effective extraction velocity, v1D,
from equation 1. Figure 2c shows how this varies
with the actual extraction velocity. We see that
in the slow-extraction limit, the effective extrac-
tion velocity equals the extraction velocity at the
electrode. This is because the carrier concentra-
tion becomes fairly uniform, so ninterface ≈ n
and v1D ≈ vs. In the high extraction velocity
limit, the concentration at the electrode tends to
0 and the effective velocity tends to a diffusion-
dominated value.

However we also need to consider the accuracy
of the fit itself. To explore this systematically, we
investigate what proportion of the variance of the
data can be ascribed to the linear fit and what
proportion needs a more complicated model. The
R2 value of a fit measures what fraction of the
variability that fit explains. We see in Figure 2d
that systems smaller than about 0.35 µm (the
system height) have a poorer fit and a lower R2

value, as do those with a lower extraction speed.
The physical explanation for the latter is that it
increases the impact of recombination on the sys-
tem. Recombination competes with charge ex-
traction in non-trivial ways, as it depends on the
concentration of countercharges. We find that R2

values are always greater than 0.95 for systems
with more than half of the charge extracted, pro-
vided the system is at least three times wider
than it is high. However, as shown in the supple-
mentary materials, if we are concerned with the
proportional error in the fit rather than the R2

value and explanatory power of the model, prob-
lems also emerge for long systems - in this case,
large relative errors occur with a pitch length
over 15 µm. This is mainly because in larger
systems there are more charges near the edge of
the electrodes, magnifying the effects of any non-
linearity.

The form of the effective extraction velocity
can also be estimated. We require the current
at the interface to equal the effective current out
from the bulk: jn = v1Dn̄ = vsns. The carriers
arrive at the interface largely by diffusion, and we
can approximate this as jn = (n̄−ns)vd for some
diffusion speed vd. Equating these and eliminat-
ing the carrier concentrations, we find the effec-
tive velocity is the harmonic mean of the extrac-

tion velocity and the diffusion speed:

v1D =
vsvd
vs + vd

. (2)

We see in Figure 2c that equation 2 fits well,
with R2 values consistently above 0.99 if vd is fit-
ted to the system. We expect the value of this
diffusion speed to change upon changing the dif-
fusion constant, so to investigate this we plot the
behaviour of the system when one carrier (holes
in this case) has its diffusion constant changed.
Results are plotted in Figure 3a, for high extrac-
tion velocity (vs=1000 000 cm/s), where we ex-
pect v1D = vs. Figure 3b then plots the effective
velocity as a function of diffusion constant for
many such experiments with different electrode
lengths. We see the relationship is fairly linear
at first, although falls off, particularly for larger
systems.

This trend may be compared with one-
dimensional expectations. In the low extrac-
tion velocity regime, we expect the relationship
v1D = vs, and can see the relationship holds
well in Figure 2c for vs�vd. In the high ex-
traction velocity regime, with no recombination,
no electric fields and with a simple exponential
Lambert-Beer law generation function, we expect
D∇2n = −A exp(αz), for α the absorption con-
stant, A the density of photons absorbed at the
bottom of the device and z the vertical height,
with maximum h. We have the boundary con-
ditions n (0) = 0, due to fast recombination at
the interface, and ∂n/∂x (h) = 0 since there is
no extraction at the surface. This has solution

n(z) =
A

Dα

(
1− exp (αz )

α
+ z exp (αh)

)
⇒ vd =

D∇n|x=0

n
=

D (exp (αh)− 1)h
h
α −

eαh

α2 + 1
α2 + h2

2 e
αh
.

(3)

This has a limit of 3D/h as α → 0 (i.e. under
vertically uniform illumination), and is 2.3D/h
for the values in our simulation.

As can be seen in Figure 3b, at high extraction
speeds and low diffusion constants this matches
with detailed, two-dimensional simulations in-
cluding electric fields and recombination, partic-
ularly for smaller systems, but begins to break
down in larger systems when electron and hole
diffusion constants are very different. More de-
tails of this breakdown can be seen in the supple-
mentary materials. For wider systems (i.e. width
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Figure 3. (a): The relationship between mean hole
concentration and hole current density when the dif-
fusion constant of the holes is varied but that of elec-
trons left constant at 1.5 cm2/s, for a 30 µm system.
There are no other differences between electrons and
holes in this system. Data from simulations in flat
systems with a surface extraction velocity of 10 000
cm/s. (b): how the effective velocity depends on the
diffusion constant in simulations of different lateral
width. Simulations as in (a).

approaching 100 times the height), the carrier
buildup is substantial, resulting in electrostatic
potentials that are comparable to the thermal
voltage. There are also higher levels of recom-
bination so we expect to see the failure of equa-
tion 3. However for systems narrower than this
but wider than the system height, the analytic
expressions obtained by combining equations (2)
and (3) provide a good description of the system.

In order to one-dimensionalise the system, we
also need to be able to calculate the actual re-
combination from the vertically averaged n and
p values. In the limit of one carrier type be-
ing very scarce (say, n), the SRH recombina-
tion equation reduces to R = n/τ1, in which

case using the vertically averaged value of n will
work exactly. The situation is nontrivial if both
species are common enough that there is a signif-
icant component of bimolecular recombination,
or if both species have similar concentrations, so
that the SRH recombination is limited by both
species. In these cases, the applicability of the
one-dimensionalised model depends on how the
density of carriers changes thoughout the film.

Figure 4a shows the relationship between elec-
tron concentration and recombination when ver-
tically averaged over the anode of a flat system,
in the limit of fast charge extraction. We see that
in systems with wide pitch distances, recombi-
nation matches the simple limit, n/τ1. This is
not the case in smaller systems, where there is
clear deviation from this line, which is due to
both carrier types having similar concentrations.
This means we cannot prove that averaged val-
ues of carrier concentrations will give us the cor-
rect amount of recombination. However, in Fig-
ure 4b we compare the actual averaged recom-
bination with the recombination calculated from
averaged values, including data from across the
device. We see that the recombination is satisfac-
torily described by the full, one-dimensionalised
relationship for all electrode widths. This is be-
cause bimolecular recombination is minor in all
cases, and the absolute variation in carrier con-
centration over the height of the cell is small for
the minority carrier.

In the limit of slow charge extraction, charge
accumulates and bimolecular recombination be-
comes relevant. Figure 4c shows that the
monomolecular-only model fails to describe the
system. In this case, the accuracy of the one-
dimensionalisation is highly conditional on the
precise nature of carrier distributions, however
we see in Figure 4d that it is still typically very
accurate, if less accurate than the case with only
monomolecular recombination in Figure 4b. This
is because in this limit, we see very little variation
in carrier concentration with height. If bimolec-
ular recombination is dominant at low particle
concentrations, modeling it may be more prob-
lematic.

For situations like ours, recombination may
therefore be easily and accurately modelled us-
ing only averaged n and p values. Generation
is not dependent on carrier concentration, so
while it may need a two-dimensional calculation
to establish what value should be used, it is
not problematic to use a one-dimensional value
for it in calculations. This means that if the
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Figure 4. (a): Relationship between the vertically averaged minority carrier (electron) concentration and the
vertically average recombination in a flat system with extraction velocity 10 000 000 cm/s at both electrodes
and no surface recombination. The data is taken over the electron-accepting anode. This is compared to the
simplest, electron-only model. (b): Relationship between the one-dimensional monomolecular recombination
that would be expected, given both the vertically averaged electron and hole concentrations, and the total
recombination calculated in the full two-dimensional model. Data taken from the same simulations as in
(a), but across the whole simulation. (c,d): The same as (b), but with extraction velocity 50 cm/s at both
electrodes. (d) includes both monomolecular and bimolecular terms in the one-dimensional recombination
calculation.

electrode extraction current is amenable to one-
dimensionalisation, so is the whole system.

III. APPLICATION TO SCANNING
PHOTOCURRENT MICROSCOPY

In scanning photocurrent microscopy, we scan
a narrowly focused laser beam over the sample,
as illustrated in Figure 5a. We may either scan
between electrodes, on top of one electrode, or
beyond the active area, next to sets of electrodes.
In the first and last case, the electrodes need
not only contact the back. We now apply the

analysis above to reduce the dimensionality this
problem. Under uniform illumination, an infinite
back-contact solar cell usually has reflective sym-
metry about the center of each electrode, however
this is broken by localised illumination, necessi-
tating more complex models. The illumination
itself has rotational symmetry, but the electrodes
occur in laterally symmetric strips; the combina-
tion gives us only one line of reflective symmetry
through the centre of the illumination.

Experiments usually involve illuminating a
film either away from the electrodes (case one,
as in [15, 20]), or are on top of one extended
electrode (case two, as in [14, 23]) in which case
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Figure 5. (a): Diagram of point-illumination of back-contact system with two electrodes. In case one,
illumination is between electrodes. In case two, one electrode is extended over the whole surface. (b): Top-
down view of (a), with one electrode neglected and lengths labelled. Simulated area is shaded darker brown.
(c): Numerical solution to the point-excitation problem in 2 dimensions. The solution has a 0-concentration
condition imposed at x = 70 and zero-flux, reflective boundary conditions at other borders. Excitation is at
the origin, where concentration is normalised to one. Arrows indicate current flow. (d): Analytical, Bessel
function solution to the point-excitation problem in two dimensions, with no boundary conditions imposed
at any border. Note that it matches the y = 0 reflective boundary by symmetry. Excitation is at the origin.
Integration to find current performed along the dotted line, representing the electrode. Scale is as in (c),
values are normalised to one at half a micron away from the origin and saturated within. (c, d): White arrows
indicate direction and magnitude of carrier diffusion.

we will soon extract all of one carrier type and
measure only the spread and surface recombina-
tion of the remaining carrier. The two cases are
illustrated in Figure 5a. In both case one and
two, we will see that the general coupled drift-
diffusion equations can be simplified into one
equation in two dimensions. We begin with the
standard three-dimensional steady state drift-
diffusion equations:

−∇ ·

Dn∇n+ µnnE
Dp∇p− µppE

−εE

 =

 G−R
G−R
q(p− n)

 , (4)

[24] where Dn (p) are the electron (hole) diffusion
constants, E is the electric field, G is the gener-
ation function and R is recombination. By ap-
plying the findings from earlier in the paper, we
may two-dimensionalise these three-dimensional
equations. The vertical boundary conditions may
be replaced by an extraction term subtracted
from the right hand side of the first two lines, rep-
resenting either the effects of electrodes or surface
recombination.

In the second case, illuminating over an ex-
tended electrode, we have only one carrier in
most of the film and may neglect the other.
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There may be some recombination before all of
one carrier is extracted, meaning that the effec-
tive generation function for the remaining carri-
ers is smaller than the actual generation function,
however there are no other effects at distances
larger than both the beam width and film thick-
ness. In this case we can approximate the carrier
generation function to a point source with mod-
ified magnitude. We find that the image charge
from the electrode cancels out the in-plane space-
charge effects of the remaining carrier. The per-
pendicular electric field may influence the effec-
tive extraction velocity but does not influence the
horizontal behaviour of the system, therefore for
our case of no perpendicular electric field, we can
neglect the effects of charge in two dimensions.

This also means that we also need only keep
track of one carrier type. As established pre-
viously, in most cases we may approximate ex-
traction of carriers from the bottom electrode
(or surface recombination there, which appears
identical) by an effective bulk extraction, and if
recombination is monomolecular, away from the
generation region we have the following steady-
state equation:

D∇2n− vn = 0 (5)

for D the remaining carrier diffusion constant
and v the effective surface extraction (or sur-
face recombination) velocity divided by the film
height.

A similar situation arises if we have strong
enough doping and weak enough illumination
that the optically generated carriers are much
rarer than the majority dopants, such as in the
scanning photocurrent experiments on a transis-
tor performed by Ubrig et al. [19]. Here, the
concentration of the majority carrier is largely
unchanged by illumination, and only the minor-
ity carriers need be tracked.

If we return to case one, a film with no elec-
trode underneath, we may derive a similar equa-
tion. In systems like this, both electrons and
holes are mobile but have different diffusion con-
stants. Here, we must consider the phenomenon
of ambipolar diffusion, where the electrons and
holes diffuse together, which occurs when there is
no selective extraction or injection of one carrier
[25, 26]. The electrostatic attraction between the
electrons and holes ensures that the faster species
is pulled back and the slower is pulled forwards.
This attractive effect will force the distributions
of the carriers to be (almost) identical, with a
diffusion constant somewhere in between that of

electrons and holes. Since their populations be-
have the same, in our undoped case, n = p, the
electric fields are screened and there is no long-
range net electric field generated by the charges
[26]. This means that the last line of equation (4)
is not needed, and the first two lines are identical.

The value of the ambipolar diffusion constant
is (from [25])

Da =
2DnDp(n+ p)

Dnn+Dpp
, (6)

however if excitation levels are higher than dop-
ing levels (as might be expected for perovskites)
then ambipolarity means n = p and so Da =
2DnDn/(Dn + Dp). Assuming we have only
monomolecular recombination, which may in-
clude both a bulk and an interface component,
we can make this the v term in equation (5). The
overall behaviour in these two cases can be mod-
elled in the same way.

If our situation is circularly symmetric, equa-
tion 5 becomes

D

r
∂r (r∂rn)− vn = 0 (7)

⇒ r2∂2rn+ r∂rn−
v

D
r2n = 0 (8)

If we define the inverse of the diffusion length
as a ≡

√
v/D, then we recognise this equation as

the zeroth-order modified Bessel’s equation with
solution

n(r) = AK0 (ar) +BI0 (ar) , (9)

an arbitrary sum of the zeroth-order I and K
modified Bessel functions. No I0 term is allowed
on an infinite plane since it will diverge at large
distances. The divergence of K0 at 0 is permissi-
ble since we assumed a point generation function,
an approximation that is only valid outside the
real generation width. A mathematical compli-
cation emerges because charges are usually col-
lected by a linear electrode, so we need to inte-
grate this n along a line to compare this fit to
measured currents. Also, the electrode absorbs
carriers, and may therefore perturb the carrier
density, breaking the circular symmetry of the
solution. There are two ways to approximate this
interaction: either the electrode extraction rate
is fast and no carriers are present for x > x0, or
it is slow and does not significantly perturb the
carrier level. If the extraction is fast, we should
impose a boundary condition which breaks the
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cylindrical symmetry of the Bessel function solu-
tion, whereas we can ignore it for slow extraction.

However by comparing the normalised Bessel
function solution with the numerical solution (as
seen individually in Figures 5c and d, and com-
pared numerically in Figure 6a), we observe that
the 0 carrier condition makes little difference to
the solution except close to the electrode and
therefore the numerical value of J(r) in the bulk
can be estimated accurately from the analyti-
cal solution. The symmetry plane at the x-axis
corresponds to a true 0-derivative (Neumann)
boundary condition, which the Bessel function
solution respects. We impose similar conditions
on the numerical model at the arbitrarily placed
upper and left limits (labelled as ‘insulators’ in
Figure 5c), however these are far from the exci-
tation and only locally affect results, as seen in
Figure 6a. The impact of the n = 0 (Dirichlet)
boundary condition on the right is also local, and
the Bessel function solution is accurate a short
distance away. Furthermore, we see in Figure 6b
that, in terms of the net current into the elec-
trode, the impact of this difference is negligible.
In the case of moderate recombination (v=1 µs−1
so a = 0.026 µm−1), the curves are hard to distin-
guish, with minor differences in the limit of small
surface recombination (v = 0.1 µs−1 so a = 0.082
µm−1), such as might arise in a 300 nm high film
with a recombination velocity of 3 cm/s).

Due to the similarity of the results from the
two solutions and the tractability of the analytic,
boundaryless approximation, we will derive ana-
lytic expressions for the current in both the fast
and slow extraction cases. In the fast extrac-
tion case, the total current can be found by sim-
ply taking the line integral of the current den-
sity along the electrode. In the slow-extraction
regime, the current extracted is proportional to
the unperturbed carrier density over the elec-
trode. These two models result in different rela-
tionships between current and concentration but
it will be shown that after being normalised, they
produce identical current trends.

In the slow-extraction limit, we are interested
in the integral of the carrier distribution over a
line, (see geometry labels in Figure 5b) with el-

emental length dl1 =

√
dr2 + (rdθ)

2
. As we are

constrained to r cos θ = x,

dl1 =

√
dr2 +

(
xdr√
r2 − x2

)2

=
rdr√
r2 − x2

. (10)

We can then calculate the current,

Figure 6. (a): The numerical solution to the point
excitation problem divided by the analytic, Bessel
function solution. The numerical solution has a
0-concentration condition imposed at x = 70 and
a zero-flux, reflective boundary conditions at other
borders. The analytical solution has no boundary
conditions imposed, but matches the y = 0 reflective
boundary by symmetry. Excitation is at the origin.
(b): Graph of the total currents going into the elec-
trodes in the numerical and Bessel function solutions
as the excitation point is moved away from the elec-
trode. Results are for a=0.026 µm−1, corresponding
to bulk monomolecular recombination in our simu-
lation, or a = 0.082 µ m−1, corresponding to a very
low surface recombination velocity or very tall film (3
cm/s for a 300 nm film). The simulation is conducted
in a 100 µm wide, 120 µm long box.

I1∝
∫∞
x
K0 (ar) rdr√

r2−x2
. This is integrably

singular at r = x. Substituting u = ax, y = r/x,
then w =

√
y2 − 1, we obtain

I1∝
∫ ∞
1

K0 (uy) xy
dy√
y2 − 1

(11)

= x

∫ ∞
0

K0

(
u
√
w2 + 1

)
dw . (12)

From page 685 of [27] we may compare this with
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known integral∫ ∞
0

Kν

(
m
√
x2 + z2

) x2µ+1y√
(x2 + z2)

ν dx (13)

=
2µΓ (µ+ 1)

mµ+1zν−µ−1
Kν−µ−1 (mz ) . (14)

Taking ν = 0, z = 1, µ = − 1
2 , we find

I1 ∝
2−0.5Γ (0.5)

u0.51−0.5
K− 1

2
(u) .

Since Γ (0.5) =
√
π and K− 1

2
(b) = K 1

2
(b) =√

π
2be
−b (from pages 255 and 444 of [28]),

I1 ∝ x
πe−u

2u
=

π

2a
e−ax. (15)

The end result is we expect to see an exponen-
tial decay with length a−1, the diffusion length.

Turning to the fast extraction model, we in-
stead use an estimate of the total current from
the current contributions we will demonstrate
that we obtain the same current decay pattern, in
agreement with numerical integration observed
by [13]. However this result may also be proven
analytically. As shown in Figure 6, the to-
tal current as calculated in this way is largely
unchanged whether we use the Bessel function
solution or the numerical solution. The cur-
rent is integrated over only the component of
the line element orthogonal to the direction of
the current, dl2 = r dθ, and J ∝ −dn

dr =
−dK0(ar)

dr = aK 1 (ar) , so this estimate of the cur-

rent I2∝
∫∞
x
K1 (ar)

(
xdr√
r2−x2

)
. Substituting for

t =
(
r
x

)2 and u = ax, we obtain

I2 ∝
∫ ∞
1

K1

(
u
√
t
)( dt

2
√
t
√
t− 1

)
. (16)

This may be compared with the known integral∫ ∞
1

Kν

(
a
√
x
) dx
√
x
√
x− 1

=
(
Kν/2

(a
2

))2
,

(17)
from page 683 of [27]. With ν = 1, using
K 1

2
(b) =

√
π
2be
−b as above, we find

I2 ∝
1

2

(√
π

2α
e−

a
2

)2

=
π

4a
e−ax , (18)

and so, comparing with equation (15), we see
that we obtain an exponential decay with the
same exponent.

The prefactor is different in I1 and I2 (the ex-
traction velocity in the first case and the diffu-
sion constant divided by the diffusion length in
the second) however as this is ignored in the nor-
malised result we have a convenient and robust
method of analysing the ratio v/D, irrespective
of the physical origin of v. Separating these val-
ues may often be accomplished in these models
by considering the time delay between excitation
and receiving the current.

These results means that in many cylindri-
cally excited situations, we can establish the ef-
fective one-dimensional extraction velocity and
then current behaviour can be determined an-
alytically. In combination with the findings in
the first section, it may be possible to model
this extraction using entirely analytical expres-
sions with a high degree of accuracy. Another
practical result of this is that, when interpreting
current measurements from scanning photocur-
rent spectroscopy on thin films, we expect the
current decay to be monoexponential outside a
small radius where generation or second order
recombination terms are relevant, and for this
result to be independent of the extraction veloc-
ity of the electrodes. Interestingly, this solution
is identical to the solution of the one-dimensional
boundary-free reading of equation (5):

D
d2n

dx2
− vn = 0 (19)

⇒ n(x) ∝ exp(−ax) (20)

⇒ I1D = qD
dn

dx
∝ exp(−ax) . (21)

IV. TIME-DEPENDENCE OF CURRENT
ONSET

The above provides us with a solid way of es-
tablishing a combined measurement of D and
v, but does not disentangle them. However as
well as the equilibrium current measurement,
scanning current microscopy can investigate the
time delay between excitation and current onset,
which provides more information about the sys-
tem. In order to understand how to interpret this
delay, we will explore the time-dependent coun-
terpart of equation 5.

In the non-steady state case, following the
same assumptions, the carrier concentration is
governed by the equation

∂n

∂t
= G−R+D∇2n . (22)



12

We note that without the generation (G) or
recombination/carrier extraction (R) terms and
ignoring boundary conditions, this is the diffu-
sion equation in 2D [29], with solution

n0(r, t) = A/(4πDt) exp(−r2/(4Dt)) .

This describes a decaying pattern propagating to
reach a position r with characteristic timescale
τ = r2/4D. We can then introduce the R = vn
term and can write the new solution as propor-
tional to the old, so that n = n0(r, t)χR(t)

⇒ ∂n0χR
∂t

= −vn0χR + χRDn∇2n0 (23)

= n0
∂χR
∂t

+ χR
∂n0
∂t

. (24)

We cancel the last terms on the end of each
line, from the definition of n0 and so find that
χR(r) ∝ exp(−vt). This is then the effective
Green’s function for the source term, G, so if
G = G0δ(r) after being turned on at time 0 then

n =

∫ t

0

dt′
G0

4πDt′
exp

(
−r2

4Dt′
− vt′

)
. (25)

We note that the linearity of this model means
that in a steady state, the effects of reducing G
will have the same time-dependence as increasing
it. This means that if we continuously excite the
system, then stop exciting it, the equilibration
time for the excitation onset and cessation are
identical. However there are two problems with
implementing the solution via integration this
way: firstly, the integral in 25 is not analytically
solvable nor well-behaved numerically; secondly
it does not take account of boundary conditions.
So, while this can give us some insight into the
initial behaviour of the problem, a more useful
expression may be obtained by numerical calcu-
lation. The solution of equation 22 is computed
in MATLAB, with a zero-concentration bound-
ary condition imposed at x = 0 and zero deriva-
tive boundary conditions at all other boundaries
(x = −100 µm, y = 0 or 100 µm). The current
density going into the electrode is integrated over
the electrode, as in the fast extraction case above.
Figure 7a shows the time taken for the current to
reach 50% of the equilibrium value as a function
of distance from the source, and is roughly linear.
We also plot the time taken for currents to reach
a small value, corresponding to extracting 2% of
the charges excited per unit time. We see that
the time for the measured current to reach this

value is approximately quadratic, as expected for
a diffusing travelling wave to reach a particular
position. However, at this time the current it-
self is rather low, so these values are difficult to
measure. The larger fractions, such as the 50%
as plotted, is easier to measure but still will suf-
fer from noise in the data. The measure of time
most easily and accurately experimentally acces-
sible is the mean time lag that will be detected
by a lock-in amplifier, teq.

We assume that the optical excitation is
chopped with a square-wave form. The lock-in
amplifier takes a signal proportional to the result-
ing measured current, modulates it with a func-
tion at the chopping frequency and time-averages
the response by passing it through a low-pass fil-
ter. By also calculating the results with a delayed
modulating signal, we obtain both the absolute
magnitude of the signal response (as used above),
and also a phase delay [30]. This phase delay cor-
responds to a characteristic equilibration time,
teq. The precise nature of this relation will de-
pend on the modulating function, as discussed in
the supplementary materials. Provided the mod-
ulation period 2TP is far longer than any charac-
teristic equilibration time, then for any arbitrary
time T such that TP � T � teq, the value of teq
can be calculated, where we define

teq(x) = T −
∫ T
0
I(x, t)dt

I(x, T )
, (26)

for I the total current measured at the electrode
(we will use the value of I2 to calculate this nu-
merically). A derivation of this relation and how
it can be calculated from the phase delay is given
in the supplementary materials.

If the boundary conditions are irrelevant, given
the linearity of the problem in G, there are only
two relevant constants, D and v. This means
we can nondimensionalise (x, t) to (r

√
v/D, vt).

The boundary conditions are still imposed in
terms of absolute distance rather than nondi-
mensionalised distance but the effects of this
should be minor when the excitation is away
from them. We therefore expect to see the di-
mensionless equilibration time to be a function
vteq = g(x

√
v/D). Figure 7 shows that plotting

teq, as calculated from the numerical solutions,
against x gives a linear relationship, suggesting
teq = A(x

√
1/Dv) + B for some A and B. To

establish what these are, teq(x) is calculated for
a variety of D and v and the relationship is plot-
ted in figure 7b. We find that the end result is
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Figure 7. (a): Comparison of the time taken for the
current output to reach 50% of the final value, a fixed
value equal to 0.2% of the total rate of carrier gen-
eration, or teq, as a function of the distance between
excitation point and electrode in the single-variable
simulation. Data is from a simulation with D = 1.5
cm2/s, v = 1 µs−1 (b): The spatial gradient of the
equilibration time, dteq/dx, is plotted as a function
of 1

√
Dv for a variety of D and v. As shown in (a),

the gradient of teq is constant for a given set of pa-
rameters.

well-fitted by a linear relationship with gradient
0.428± 0.013.

Conveniently, only the intercept of the linear
fit is affected by the common offset errors in
x (due to misaligning with the electrode edge)
or teq (from lag in the measurement apparatus)
and the intercept is not needed to extract perfor-
mance metrics. The gradient of the distance-time
plot is expected to be 0.43/

√
Dv. Between this

and the exponential current-time decay propor-
tional to

√
v/D, it is easy to determine both D

and v separately.

V. CONCLUSIONS

In situations featuring large degrees of lateral
diffusion, reduced-dimensional modelling or sim-
ple analytical expressions will suffice to describe
the behaviour of back-contact solar cells or opti-
cally excited thin films with laterally displaced
electrodes if certain conditions are met. The
main conditions are that the system length is
long compared to the system width and that
fewer than half of the generated charges recom-
bine. In this case it is usually appropriate to
neglect the vertical distribution, with an extrac-
tion term replacing the vertical surface bound-
ary conditions. If the electrodes extract carri-
ers slowly, this extraction velocity divided by the
height is the extraction term. In the fast extrac-
tion situation, a more complicated expression for
the effective extraction velocity is needed, and
it is invalid for very large systems with unequal
diffusion constants. Calculating monomolecular
recombination levels from one-dimensional and
two-dimensional carrier concentrations produces
almost identical results in the situations studied
here.

This dimension reduction treatment may be
implemented on lateral problems exhibiting ei-
ther one degree of translational symmetry, or on
a mixed translational-rotational symmetry prob-
lem such as the point illumination of a sys-
tem with an extended electrode. In the later
case, several different commonly-encountered
photocurrent microscopy measurements will re-
sult in the current recorded exponentially de-
caying with distance. The exponent factor is
the square root of an extraction or recombina-
tion rate divided by a diffusion constant,

√
v/D.

The time taken for this equilibrium current to be
reached will increase linearly with distance, with
the gradient being 0.43/

√
Dv. Between these

two measurements, v and D can therefore be ex-
tracted. In photocurrent microscopy measure-
ments, the current equilibrium time can be cal-
culated from the phase delay with a lock-in am-
plifier. Depending on the placement of the elec-
trodes, the diffusion constant may be that of the
electrons, that of the holes, or one in between.
If the excitation takes place over one selective
electrode, the diffusion constant and extraction
rate correspond to the carrier type not extracted.
If the excitation takes place in a bulk film, the
diffusion constant corresponds to the ambipolar
diffusion, a combination of the two diffusion con-
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stants, and the decay rate is the recombination
rate.

SUPPLEMENTARY MATERIALS

The supplementary materials has full details of
the drift-diffusion simulation setup and parame-
ters. It also details the impact of removing elec-
tric field effects, a discussion of how we should
consider the errors in the models, the effects of

changing both diffusion constants, and the rela-
tionship between a lock-in amplifier’s phase delay
and the equilibration time as defined above.
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