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Abstract

A Modular Power Management System (MPMS) is an energy management system intended for
highly modular applications, able to adapt to changing hardware intelligently. There is a dearth
in the literature on Integrated Modular Avionics (IMA), which has previously not addressed the
implications for software operating within this architecture. Namely, the adaptation of control
laws to changing hardware. This work proposes some approaches to address this issue.

Control laws may require adaptation to overcome hardware degradation, or system upgrades. There
is also a growing interest in the ability to change hardware configurations of UASs (Unmanned
Aerial Systems) between missions, to better fit the characteristics of each one. Hardware changes
in the aviation industry come with an additional caveat: in order for a software system to be
used in aviation it must be certified as part of a platform. This certification process has no
clear guidelines for adaptive systems. Adapting to a changing platform, as well as addressing the
necessary certification effort, motivated the development of the MPMS.

The aim of the work is twofold. Firstly, to modify existing control strategies for new hardware. This
is achieved with generalisation and transfer learning. Secondly, to reduce the workload involved
with maintaining a safety argument for an adaptive controller. Three areas of work are used to
demonstrate the satisfaction of this aim.

Explanation-Based Learning (EBL) is proposed for the derivation of new control laws. The EBL
domain theory embodies general control strategies, which are specialised to form fuzzy rules. A
method for translating explanation structures into fuzzy rules is presented. The generation of
specific rules, from a general control strategy, is one way to adapt to controlling a modular platform.
A fuzzy controller executes the rules derived by EBL. This maintains fast rule execution as well as
the separation of strategy and application. The ability of EBL to generate rules which are useful
when executed by a fuzzy controller is demonstrated by an experiment. A domain theory is given
to control throttle output, which is used to generate fuzzy rules. These rules have a positive impact
on energy consumption in simulated flight.

EBL is proposed, for rule derivation, because it focuses on generalisation. Generalisations can apply
knowledge from one situation, or hardware, to another. This can be preferable to re-derivation of
similar control laws. Furthermore, EBL can be augmented to include analogical reasoning when
reaching an impasse. An algorithm which integrates analogy into EBL has been developed as part
of this work. The inclusion of analogical reasoning facilitates transfer learning, which furthers the
flexibility of the MPMS in adapting to new hardware. The adaptive capability of the MPMS is
demonstrated by application to multiple simulated platforms.

EBL produces explanation structures. Augmenting these explanation structures with a safety-
specific domain theory can produce skeletal safety cases. A technique to achieve this has been
developed. Example structures are generated for previously derived fuzzy rules. Generating safety
cases from explanation structures can form the basis for an adaptive safety argument.
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Chapter 1

Introduction

A Modular Power Management System (MPMS) will be implemented to address an aim via the
integration of Explanation-Based Learning (EBL) and fuzzy control. The MPMS is applied to
modular avionics and also considers the software assurance of such a system. The aim of this
project is to: reduce the software and certification efforts engendered by the management of a
modular platform.

The project is to develop an MPMS for use on an Unmanned Aerial System (UAS). Power manage-
ment is the intended domain. However, the MPMS is mainly concerned with addressing the issues
of managing a modular system, hence Modular Power Management System. Another important
feature of the MPMS is the inclusion of machine learning techniques to address the problem of
power management for a hardware system whose components are modular.

A power system is comprised of the hardware required to provide and regulate power to other
components or systems. Power systems are an example of a system which can be made in a
modular manner. A modular system is one that is constructed in such a way that hardware items
may be swapped out without significant system redesign [2].

A power management system is a software system which manages the hardware in a power system.
Artificial Intelligence techniques such as expert systems [3] have already been applied to power
management. Modular power systems have been designed, one example is given in [2]. The focus
of the software for modular avionics systems is on supporting the reuse of code. When a change in
the hardware of a platform occurs a change in the control software may be required. Code reuse
allows for changes in hardware configuration to potentially be managed by a reconfiguration of
software.

The challenge addressed in this work stems from the control of a modular system. Modular power
management is taken as a specific example of the general problems which arise from the control of
a modular platform.

Traditionally avionics platforms employed a federated architecture, but Integrated Modular Avion-
ics (IMA) is gaining popularity [4]. Federated and IMA approaches are discussed in [5]. Federated
and IMA systems will be further expounded upon in Chapter 2. Federated systems maintain as
much separation between components as is possible, whereas IMA aims to share resources. This
is motivated partially by the weight-saving potential from removing duplicate parts, which is a
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major concern in avionics [6]. However, modular units still require their own power conversion
components but may share computational and communicative resources. Separation is maintained
logically for computational resources, as indicated in [7]. This is explained further in Chapter 2.

The MPMS is a software control system intended to operate within an IMA architecture. It is
intended to run using the shared computational resources that are part of an IMA platform. The
MPMS will take advantage of the greater integration of systems to manage the platform on a
higher level than single-component control. However, by controlling more than one component the
MPMS becomes more likely to be impacted by a change in hardware.

Current literature relating to IMA concentrates on the architecture and operating system consider-
ations; for example, maintaining a logical separation between modules and the sharing of resources.
This is illustrated in [7] and [2]. Changes to an IMA hardware platform may require changes to
the control software. The impact of hardware changes on the software system forms a gap in the
existing literature, as do coping strategies for this scenario.

Changes in hardware may require changes in software. When controlling a modular platform, these
changes may require that the software system change its control laws in order to accommodate
the change in hardware. The consequent change to the software system that is considered in this
work. Reduction of the workload engendered would be beneficial. A machine learning technique
could use adaptation to better accommodate changing hardware by altering its own control laws.

The major issue of applying a machine learning technique to modular avionics is the difficulty
in pursuing software assurance. Changes in hardware, in aviation, require recertification of the
platform. Different configurations are each certified in order to deal with this issue. Changes to
the hardware are then permitted if it can be shown that an individual platform corresponds to a
certified configuration [8]. Therefore, one challenge of managing a modular system comes from the
recertification workload. A benefit of the MPMS is that it will reduce the recertification effort for
the software system necessitated by a hardware change.

The specific objectives for this project are:

• To investigate the integration of EBL and fuzzy controllers. The EBL domain theory can be
used to form structures which could be specialised to form new fuzzy rules. This will assist in
the management of a modular system as changes in hardware may already be accounted for in
the domain theory, but not the specific control rules. This process could account for changes
in hardware where the specific hardware has changed, but the general control strategy still
applies. An example of this kind of change would be upgrading a component to one which
uses less energy.

• To investigate the extension of EBL to perform transfer learning. In order to support greater
modularity it would be useful to extend the domain theory when no deductive option is
possible. This could be achieved by the incorporation of analogical reasoning. The need to
extend the domain theory could arise when the platform is altered by the addition of a piece
of hardware that was not considered when engineering the domain theory.

• To investigate the extension of EBL to produce certification artefacts. Certification is required
for a software system, as part of a platform. Changes to software require recertification. EBL
could be extended, by the inclusion of a safety-specific domain theory, to generate safety cases
alongside each control rule generated.
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EBL, a machine learning algorithm, is proposed as a technique to meet the aim. The more seamless
control of modular systems, by reusing strategies from similar components as a basis for the control
of previously unseen ones, is posited to address the project aim. Rather than constructing a new
strategy there is the opportunity for transfer learning. Rather than learning from scratch, transfer
learning uses knowledge out of the context in which it was derived to solve problems [9]. In this
case, it is control laws which are being derived. Transfer learning is realised by the application
of machine learning techniques, such as Case-Based Reasoning (CBR) [10] and Inductive Logic
Programming (ILP) [9]. The proposed technique is based on EBL.

EBL aims to define a concept by extracting as much information from each training example
presented as possible [11]. EBL generates an explanation structure to explain how a training
example satisfies a given goal concept. EBL can be considered as a search through the space of
all possible explanations. This structure connects a given goal to training data, which acts as an
inductive bias. An explanation structure can be flattened and generalised, generating a new rule
that explains the goal. The rule is generalised so that future examples do not necessarily require
additional explanation.

EBL was chosen because it may be of use in minimising the software overhead. Firstly, generalisa-
tion is an inherent part of the technique. Generalisation is one way to apply knowledge, formed in
one situation, to another situation. Utilising general rules reduces the overhead of generating rules
for every situation. Secondly, a domain theory can contain general strategies. The strategies could
be specialised to form specific control rules. This allows for the development of a small domain
theory which can be used to generate rules for a range of situations.

These control rules will take the form of fuzzy rules, for execution by a fuzzy controller. Fuzzy con-
trollers are a viable solution as they are human-readable and execute rapidly. Human-readability
may reduce the potential certification issues of an adaptive controller. Rapid execution is necessary
as the computational resources on board a UAS are limited.

EBL was chosen, in terms of minimising the certification overhead, for two reasons. Firstly, its
human-readability can be an aid to certification in the aerospace industry. Secondly, the domain
theory contains information in addition to that required to define a control rule. This additional
contextual information is useful in understanding a given control rule. This would also be an aid
to certification.

The remainder of the thesis is structured as laid out in the following section.

1.1 Structure of the Thesis

Chapter 2
Chapter 2 provides a review of the literature in order to inform the design of the MPMS. The work
is also contextualised within the existing literature. Namely, there is a gap in the current literature
associated with modular control into which this work fits. The gap is in managing the impact that
modular hardware has on its control software. The choice of EBL and fuzzy controllers, as well as
the notion of adaptive safety cases, are also framed within the existing literature.

Chapter 3
Chapter 3 proposes the integration of EBL and fuzzy controllers. The communication between each
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system is considered as well as the role that each technique performs. The approach is presented
and discussed. Additionally, the approach is implemented and applied initially to two separate
hardware platforms. The need for further experimentation to validate the technique is highlighted.
Further consideration of the applicability of the technique to modular control is also proposed.

Chapter 4
Chapter 4 builds on the work in Chapter 3. This chapter seeks to analyse the applicability of
the approach to modular control. Two experiments are conducted in order to show that the
integration of EBL and fuzzy controllers can lead to rules which are beneficial. The first experiment
compares the effect of generated rules on throttle control with the default autopilot behaviour in
the simulator. This experiment seeks to show that useful rules can be generated by the proposed
approach. In order to consider the impact of modular control a second experiment is conducted.
The second experiment differs from the first by controlling a significantly different platform. This
is an extreme case of a change in hardware, where all the items of hardware have changed, but the
control strategy still applies to the throttle.

Chapter 5
Chapter 5 establishes the method for including analogical reasoning in EBL. The role of analogy
within the MPMS is presented. Analogy is used only to solve an impasse. This is in line with
solving problems which are not covered explicitly by the domain theory. An existing strategy
is altered in order to cope with the new problem. An experiment is conducted where pitch is
controlled by indirectly affecting the throttle. The control of a different piece of hardware is not
catered for by the domain theory. The generation of rules sits in support of the possibility of using
the technique to adapt a domain theory to fit new pieces of hardware by employing past strategies.

Chapter 6
Chapter 6 presents a position relating to the certification of adaptive controllers in the aviation
industry, that of an adaptive argument. An adaptive safety argument takes advantage of the
characteristics of machine learning techniques to mirror controller development. This is realised by
the generation of (skeletal) safety cases. A method for augmenting EBL to generate safety cases
is described. Some rules which are derived in Chapter Three are used to generate safety cases
for consideration. These rule derivations are augmented to form skeletal safety cases, which are
presented. The generation of potential safety cases sits in support of the proposed method, further
aligning EBL within the aviation domain.

Chapter 7
This chapter concludes this project with a reflective analysis. The analysis highlights the need for
further work in several areas. The main areas for further work are:

• Further development and investigation into goal selection for fuzzy rule generation via EBL.

• The investigation of a technique to further specialise and evaluate analogically generated
rules.

• The evaluation of EBL to generate safety cases which are usable in the aviation domain, as
well as the flexibility of the approach.
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1.2 Unique Aspects of the Project

The aim of the project, to reduce the software and certification efforts engendered by the manage-
ment of a modular system, will be addressed via the objectives. The unique aspects of the project
to satisfy the aim are:

1. The application of EBL to modular management.

2. The manner in which EBL is extended to incorporate analogical reasoning.

3. The integration of EBL and fuzzy controllers.

4. The extension of EBL to automatically generate safety cases.

18



Chapter 2

Background and Related Work

The MPMS is designed using a particular assumption: this differentiates it from other power
management systems. The assumption is that the hardware being managed will change often. It
is possible to use configuration to accommodate changing hardware. Various configurations, which
define a particular combination of hardware and software, are considered flightworthy. Each one has
passed through regulatory processes. An aircraft can undergo a hardware change as long as it can
be shown to correspond to a particular configuration [8]. In this case the software components must
already have been developed to control the particular hardware items within the configuration.

However, inclusion of a trustworthy learning mechanism could mean that changes in hardware
would not require changes to the system, avoiding the cost of pre-certifying specific hardware
configurations. A trustworthy learning element could also give the advantage that changes such as
hardware degradation can be accounted for automatically.

One way for controllers to adapt to changes in hardware is by configuration. Configuration allows
non-adaptive power management systems to have tailored behaviour. However, effort is required to
generate each new configuration, especially as new hardware is developed. This may be particularly
pronounced for a UAS since there is interest in frequent changes in hardware to accommodate
changing roles [12]. Changes occurring over time, such as damage or wear, will also alter the
nature of the system so that pre-computed ideal behaviours may no longer be appropriate [13]. It
is possible that the hardware being added did not exist when the control laws were first elicited.
This is a source of additional work as different configurations could need to be created and updated
as new hardware is developed.

Inclusion of a learning element is an alternative to configuration. Learning is less brittle than
configuration, allowing as it does for adaptation to unexpected changes in the system. The MPMS
will incorporate learning in order to reduce the workload engendered by a change in hardware on
control systems.

Machine learning can alleviate this problem. Examples of power management systems with learning
are presented in [14],[15],[16],[17]. This learning element will work towards deriving an appropri-
ate power management strategy. However, alterations to the control laws may still be required,
depending on their specificity with respect to the original platform. In order to reduce this work-
load it should be possible to re-purpose general control strategies, from similar components, for
previously unseen hardware. This is an example of transfer learning.
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EBL will be extended in order to provide transfer learning, applicable to management of a modular
system. There are advantages in combining more than one learning method, such as EBL and
analogical learning. The inclusion of multiple types of learning algorithm into a single agent-based
system was studied in [18]. The work concludes that the inclusion of additional learning modes is
likely to be beneficial, particularly in complex environments.

2.1 Modular Avionics

Traditionally, avionics platforms employed a federated architecture, but IMA is gaining popularity
[4]. In the aviation industry there is interest in moving from the federated architecture to a
more modular systems architecture [6]. This is partly driven by the potential benefits of greater
integration. Modularity in aviation has been gaining interest because of both the additional future-
proofing inherent in having easily replaceable modules and the flexibility of role that this engenders
[19]. This would allow the tailoring of platforms to fit specific missions, as advocated in [12].

Federated and IMA approaches are discussed in [5], which focuses on the transition between the
older federated architecture and the adoption of the newer IMA architecture. Federated systems
maintain as much separation between components as is possible with each LRU (Line Replaceable
Unit) being self contained. LRUs have their own power conversion and computational resources
included, which increases weight when compared to IMA. IMA aims to share resources whilst
maintaining separation. This can reduce weight since modular units can be dumb terminals [5].
Weight reduction is a serious concern in avionics [6]. The modules will have a common form
factor(s) and share power and communication buses, as well as computational resources. However,
modular units still require their own power conversion components. Separation is maintained
logically for computational resources, as indicated in [7].

The software for individual modular units run on the same platform and shares computational
resources. In the federated architecture, the software was physically separated, being part of each
LRU. One benefit to physical separation is that failures are separated. IMA computing platforms
therefore maintain a definite logical separation. The processes for each IMA are kept separate
through programmatic techniques, rather than physical distance.

Current literature relating to IMA concentrates on architecture and operating system considera-
tions; for example, sharing resources and maintaining a logical separation between modules. This
is embodied in [7] and [2]. Software modules operate within this architecture, such as the MPMS.
A more modular platform means that changes to the controlled hardware will be more frequent.
The literature on IMA sets out a framework where hardware can be altered more freely, as well as
sharing resources. It is the seeming dearth in literature regarding the impact of hardware changes
on the controlling software which has motivated this work.

Within an IMA architecture changing hardware can have a more significant and less predictable
impact, where its software controls multiple components within the system. Existing technology
copes well where the control software only applies to a single system component in isolation. It
is more difficult to reason about software which controls multiple components due to the poten-
tial for interaction between the components being controlled. A traditional approach requires a
significant amount of test and analysis to ensure this change does not produce undesirable side
effect behaviour. It is hypothesised that using EBL may allow significant reduction in this ef-
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fort to establish the same demanding standards of evidence required by a traditional federated
architecture.

Using EBL for generating control laws, because of its focus on generalisation, could aid in reducing
the workload engendered by a change in hardware.

2.2 Explanation-Based Learning

The explanation effect states that students who explain examples more thoroughly to themselves
tend to learn more [20]. Explanation-Based Generalization, an early proposition of EBL, aimed
to use a single example, rather than many, to draw a conclusion [21]. EBL now aims to define
a concept by extracting as much information from each training example presented as is possible
[11]. One or more definitions may be acquired. Adaptations have been developed that concern the
generalisations between examples, though each can potentially gain useful knowledge from a single
example [22].

EBL can be considered as a search through the space of all possible explanations. EBL generates
an explanation structure to explain how a training example satisfies a given goal concept [23].
Explanation structures often take the form of trees with a goal at the top, training data at the
bottom and domain theory connecting them. Terminal nodes can be referred to as leaf nodes.

Explanation structures can be formed by backward-chained unification from the goal to the training
data through the domain theory. Backward-chaining refers to the fact that the explanations
supporting a goal are explored, rather than the implications a goal has, as in forward-chaining.

The resolution principle is proposed in [24] to perform unification. Unification is a basis for
deductive reasoning in machine learning. The Robinson algorithm is employed to find a sub-
stitution, if one exists, under which two given terms match. As an example can_supply(X,C)
and can_supply(fuel_cell_1, ASI_demand) are unifiable under the substitution {X=fuel_cell_1,
C=ASI_demand}. This is used to determine when two rules can be connected in the explanation
structure. Whilst there are other resolution algorithms, use of the Robinson algorithm is supported
by practical performance data described in [25].

The domain theory is the set of rules which in conjunction define the search space [26]. Alterna-
tively, the domain theory is a set of a priori beliefs that the system holds. The domain theory
usually takes the form of a set of facts and rules, often provided by a human expert, relating to a
specific domain. These rules and facts may be stored in a rule-base, or other data structure. The
domain theory encoded provides an inductive bias, by restricting the explanations that fit within
the model defined by the domain theory. This search is further restricted by a training example to
give a specific explanation. An inductive bias is information used to restrict the possible inductive
leaps. Many may be permitted by a domain theory but only one might fit the particular situation.

Training examples are a structured form of input and can be thought of as observations. They are
structured such that they fit with the internal model expressed by the domain theory. Training
examples lead to specific conclusions. The training examples are used to constrain the search for
a concept definition and in conjunction with the domain theory language form an inductive bias.
A vocabulary can be too restrictive, giving rise to trivial concept definitions. It can also be overly
general, which increases the complexity of the problem. A vocabulary is a set of all predicates
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within a program.

Explanation structures can be generalised and chunked into a new rule so that future examples
do not necessarily require additional explanation. Chunking often takes the form of computing
the most general preconditions under which the explanation holds. One way to achieve this is to
flatten the explanation structure, take the lowest nodes, remove their variable bindings, then use
these in concert to infer the goal [22]. This, if all the nodes used are operational, gives the new
rule.

Operationality is expressed with an operationality criterion. Operational, in terms of EBL, has
several posited definitions but often relates to computational efficiency, [21],[27]. This can be con-
sidered as a filter for rules whose inclusion improves the performance of the controller. Generating
additional rules will increase computational costs when selecting or executing rules. Therefore,
these rules need to have a positive impact in order to justify their generation. Rules with greater
generality also increase the selection costs as they potentially apply to many situations, but may
not always prove beneficial to execute. An operationality criterion is used to determine when to
stop explanation. This will need to be considered by any application of EBL.

2.2.1 EBL Example

EBL begins with a goal. In this case: bigger(large,small). This goal asks whether the term large is
bigger than the term small. Resolution is used to identify rules which imply this goal. In this case:
!same(X,Y) ∧ bigger(X,Z) ∧ bigger(Z,Y) implies bigger(X,Y). A substitution θ is found between
the original goal and the antecedent of the new rule. In this instance θ is X=large, Y=small. Under
the substitution θ both instances of bigger will match. This node is added to the tree under the
goal. The precedents of the new rule then become goals. Note also that the substitution is used
to bind the variables in the new rule. This provides a search bias. This continues until the nodes
added are operational. In this case, inputs from the fuzzy system will be considered operational.

If, at some point, no new rule or operational node can be found, then one of two things happens.
Either the explanation fails or backtracking occurs. When backtracking, the explanation structure
returns to the state it was in at the last choice point. A choice point is a step where multiple
inferences could be made i.e. there was a choice of nodes to add to the tree, each with a viable
substitution. Deduction can then continue using one of the alternative rules from the domain
theory.

Once an explanation structure has been generated, it can be generalised (chunked). Generalisation
results in new, more general rules. This can simply take the form of undoing variable bindings
[22]. The leaf nodes are then taken to imply the goal. This is the most common, but not the only
method of generalisation.

The explanation structures in Figure 2.1 depict some basic reasoning about relative orders of
magnitude. Two copies of the same explanation structure are shown. The top structure shows
variable bindings, the bottom shows the unbound nodes. Note that operational nodes remain
bound, but their parents would be used in generalisation. The terminal nodes match the domain
theory nodes when specialised (top image). For brevity explanation structures in this thesis exclude
the sub-tree under the negated node.

The implementation includes negation as failure. Negation as failure is when an explanation of a
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Figure 2.1: Two explanation structures, the upper shows variable bindings, the lower unbound nodes.

goal fails it is construed as a successful explanation for the negation of that goal. In this example,
the failure to show that two values are the same supports the supposition that they are different.
This is the goal !Same(large,small) in Figure 2.1.

EBL uses generalisation to generate new rules. Each explanation structure results in a single
EBL rule. These rules prevent regeneration of the same structure in similar situations. This
is achieved by implication of the goal by the leaf nodes, alongside the introduction of variables.
The introduction of variables transfers knowledge from one situation to another. However, EBL
is computationally expensive and were it to be used directly to control a UAS, there would be
difficulty in dealing with crisp values. Alternatively, EBL could be used to generate control rules
for a fuzzy controller. Fuzzy controllers are computationally cheaper than EBL and are also
human-readable.

Crisp sets are those who are entirely defined by their members, traditional sets [28]. Membership
of a crisp set is binary. In this work the system inputs come as crisp values as each number is a
traditional set of one. Fuzzy sets are an alternative to crisp sets.

2.3 Fuzzy Systems

Fuzzy sets are different to the sets from set theory. They were first introduced in [29], then proposed
as a method of capturing numerical data as linguistic variables in [30]. These are variables whose
values are words, rather than numbers. Altitude, a linguistic variable, could be described by
mapping a continuum of numerical values onto several fuzzy sets. High and low could be linguistic
variables. The continuum of values will fall into either one, none or both sets. It is important to
note that altitude will always be described using all sets and a membership value, which shows

23



to what degree that value epitomises that fuzzy set. So, when a value falls into no fuzzy set it is
more accurate to say that it has a membership value of zero for each set. A linguistic variable is
therefore defined by four things [30], given below:

• The name of the variable, such as altitude.

• The linguistic values it may have, such as high and low.

• The universe of discourse, which is the numerical values.

• The membership functions, which map the linguistic values onto the universe of discourse.

Each set has a membership function (µ). The membership function defines the shape, or distribu-
tion, of the set over the universe of discourse. These membership functions take a crisp value and
output the degree of membership the value has for a corresponding set [29]. Membership values
are in the range [0,1]. It is worth noting that membership functions do not assign probabilities
[29]. A fuzzy system is visualised in Figure 2.2.
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Figure 2.2: The proposed fuzzy control system is depicted in this figure. The area in red is an addition proposed during Chapter 3.
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The input representing altitude might have a crisp value of 800m. However, it is not clear intuitively
whether this means that the altitude is high or low; it likely depends on the context e.g. platform.
The altitude can be represented as the linguistic values low 0.6 and high 0.4. The membership
values, 0.4 and 0.6, represent how much the crisp value embodies the fuzzy set. This results
in the crisp input being described by membership values for each fuzzy set. As an example of
how a continuum can be described in terms of a fuzzy variable, see Figure 2.3. The possible
shapes defined by membership functions, as well as the ways in which they overlap, are varied.
The particular characteristics of the shapes and distributions of membership functions are usually
considered expert knowledge [31].

Figure 2.3: An example linguistic variable, describing the universe of discourse [0,100] using the
linguistic values of sets 1 through 5.

Fuzzy logic also includes operators such as conjunction, disjunction, negation and hedges [30].
Hedges are terms which affect the meaning of another term e.g. very. Fuzzy logic has been applied
alone [32], included into first order fuzzy logic [33], integrated Artificial Neural Networks (ANNs)
and other techniques [34]. The main application for fuzzy logic, however, is in fuzzy controllers.
The first fuzzy logic controller was used to control a steam engine in [35]. Since then, there have
been many applications of fuzzy control [34].

Any given fuzzy controller broadly falls into one or more of four categories, based on the concepts
[36]:

• Expert knowledge and control engineering.

• Existing controllers.

• A mathematical system model.

• Self-learning.

Input data is fuzzified, which is the process of describing the crisp input as a linguistic variable.
A linguistic variable is one which has linguistic, rather than numeric values [30]. Fuzzification
is facilitated by membership functions. The controller has a rule base which comprises all of
the control rules. The fuzzy rules often express expert knowledge, but may be derived by other
techniques [31]. The inputs are used to identify which rules are triggered. The appropriate rules
are used to derive the value of output variables, via an inference mechanism. An algorithm is then
used to obtain a crisp output from fuzzy antecedents.

The two dominant fuzzy controller designs are the Mamdani-type and the Sugeno-type. Mamdani
controllers use a process called defuzzification, which involves fuzzy output sets. Sugeno controllers,
considered to be computationally faster, use a weighted average and do not use fuzzy output sets.
Furthermore, the two design paradigms also differ in how they represent the fuzzy rules. Mamdani
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controllers are often chosen due to their readability and power of expression, but the representation
used in Sugeno controllers is more amenable to optimisation techniques. Further information,
including a comparison of the two designs can be found in [37].

In aviation, readability and transparency are important attributes as they can aid in certification.
Using fuzzy controllers on a UAS can support readability. Fuzzy rules are expressed in human-
readable language. Fuzzification also provides a way to convert crisp values sensibly into linguistic
variables. Linguistic variables could be useful in EBL, for the generation of new fuzzy rules. To
compare values in EBL a system of inferring magnitude would be appropriate. Rules are needed
to express this concept within the domain theory. Without the fuzzification of inputs EBL could
require many rules. Either each number would require a rule to state its relation to other numbers,
or numbers could be split into components and the domain theory could have rules which relate
them, alongside a smaller number of rules for the magnitude of specific numbers. This would result
in more rules than relating a few linguistic variables, as each one represents a range of values. When
executing the fuzzy rules the membership value can still be used to modify the intensity of the
output, without having to consider this during rule generation. By having terms which represent
a range of values, rules can be derived which fit a number of specific cases. When these cases can
be interpolated to fit multiple ranges then such rules can provide generalisation.

The integration of EBL and fuzzy controllers comprises a surprising dearth in the literature. A
contribution to filling this gap in the literature will be proposed as part of this work. The generation
of fuzzy rules by EBL allows for rules to be generated from general strategies. However, this
generalisation relies upon the substitution of specifics for variables. The predicates themselves do
not change. It may be the case that, in order to apply to a new piece of hardware, predicates need
to be substituted. In the event that a deductive resolution is not possible, an extension of EBL to
incorporate analogy could be useful.

2.4 EBL and Analogy

If the components and architecture of a power system are modular and could change at any
point, then the energy management system should be able to derive appropriate control laws for
previously unseen components. It is likely that a new component will share both similarities
to other components and an energy management strategy. This transfer of knowledge between
situations can be achieved by derivational analogy [38]. However, the transfer of knowledge occurs
when there is a similarity in plans. In the given context it may be useful to establish abstraction
relationships between concepts. This can then be used to guide EBL when making inductive leaps,
as in analogical reasoning. Analogical reasoning uses the correspondence between two ideas to make
inferences about the target/unfamiliar idea. Analogy has been used to map different situations to
one another, in order to apply prior knowledge to a new situation [39]; thereby performing transfer
learning.

There are four stages in analogical reasoning [40].

1. Access locates a body of knowledge (the base) that may be analogous to the current situation
(the target) and prunes irrelevant features from the analogy.

2. Mapping finds similarities between the base and target and possibly to infer new features
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from the base to the target by analogical inference.

3. Evaluation considers the quality of the match and its consistency with general domain knowl-
edge.

4. Use, application of a valid analogy.

An application of analogical learning with EBL [26] was able to construct explanations from incom-
plete domain theories where the combination of domains made a deductive explanation possible.
This involved drawing analogues between rules and transferring them to a new situation. For
example “If there are atoms in a domain that imply A and there are analogous atoms in another
domain, then an analogue of A can be determined in the other domain". This is a transfer of
knowledge between domains, which is an application of analogy. A common language is assumed
in this work as the analogies are drawn between atoms sharing a predicate. Predicates are as-
sumed to appear in multiple concept definitions since the domain theory is expert knowledge. The
experts share a language for communication as well as a subset of technical language; it therefore
is reasonable to assume that a given predicate will occur in multiple concept definitions.

This work proposes that less exact analogues can be used to derive relations between terms with
different predicates. A similarity in language is still assumed. Rather than establishing a link
between the same terms in different domains, the emphasis is on relating different terms within
the same domain. These two terms are used to derive a new concept to which both belong, such
is the nature of their relation. This can allow inductive leaps, by replacing one concept in a rule
with an analogue. These analogues are not deductively entailed without additions to the domain
theory stating when concepts are similar. Another aspect of the proposed technique is that training
examples encountered can provide an inductive bias for disregarding terms that are not relevant
from a definition of analogical similarity.

When two concepts share an abstract similarity, it is plausible to suppose that conclusions that
apply to one could be mapped to the other. There is an issue with assuming that an abstract
similarity exists. Not all analogical inferences are equally likely [41] and where the similarity is
based on features, not all will be relevant. This is partially ameliorated by EBL disregarding
features not relevant to the example. When trying to derive an abstract similarity between two
concepts, even using an example as an inductive bias to disregard features, it is likely that not all
features in the example are relevant to the analogue being derived. As well as using an example
as an inductive bias empirical validation could help disregard spurious analogies.

This type of analogy, from information in [40], could be stated as using similarity-based general-
isation in order to perform a form of analogical reasoning. The analogical reasoning is restricted
to generalising information to hold to more concepts than when derived. This differs from [26]
by increasing slightly the deductive closure of the program in order to apply analogical reasoning
in more restricted form. This increase in deductive closure is based on the assumption that the
addition of a new concept increases the number of facts that can be deduced within the system;
though these may be only semantic or erroneous differences, rather than resulting in a meaningful
increase in closure.

In other applications of analogical reasoning (e.g. [38], [42]) a known solution to a similar problem
is found and mutated to be applicable to the current problem. CBR was the method of analogical
reasoning in [38] and [42]. CBR uses similarities between previous solutions to various problems
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to solve the one at hand, the target [43]. Closely similar solutions are modified to solve the target
problem. Similarity metrics are used to guide searches for similar solutions.

In order to more easily compare to EBL, a solution can be thought of as being a particular path
through the domain theory, or a subset of the domain theory. This may take the form of a single rule
such as: battery(bat_1) + can_supply(bat_1, demand_1)→ supply(bat_1, demand_1). Therefore
a domain theory can be considered as a set of solutions i.e. all the solutions reachable within the
domain theory’s deductive closure. So, to apply knowledge from another situation, characterised
by different outer predicates, a link between predicates could be elicited.

During explanation, adopting an analogy could occur by temporarily swapping outer predicates.
This will necessarily change the rules that follow to ones using the new predicate. This will cause
different rules to match the given term which will lead to still other rules which are part of a
different solution. This adoption of a different predicate can be viewed as similar to mutating a
given solution to fit a situation or, alternatively, mutating the given situation to entail a different
solution. This can allow inductive leaps, by replacing one concept in a rule with an analogue,
which are not deductively entailed without additions to the domain theory stating when concepts
are similar.

If comparing the technique proposed with that of derivational analogy [38], the analogue is a
concept rather than a situation (although this is mostly a superficial difference, as a situation may
be a concept). Another difference is, the presented technique, rather than tailoring a previous
solution to a new situation, generalises a previous line of reasoning, within a solution, to more
concepts. Applying analogy to only a single line within an example is similar to when students
refer to a specific line of a previous example to justify some reasoning rather than the example as
a whole [20]. The technique also shares some conceptual similarities with [44], though the specifics
and application differ.

Both this work and that of Könic et al [45] map between concepts in order to apply knowledge from
one situation to another. There are some differences between this work and [45]. This technique
is proposed to derive links between previously unrelated concepts. These links are embodied in
a new, more abstract, concept definition. This technique has a different method of application,
as an alternative to failure. Both works use a goal and explanation, as a bias, to constrain the
possible analogies. This technique also maps between potentially overlapping concepts rather than
like terms.

The computational resources of a UAS are limited. Under a federated architecture the computa-
tional hardware needs to be developed and included in each Line-Replaceable Unit (LRU) [5], in
order to maintain the separation of systems. Even in an IMA system, as assumed to be the case
for the purpose of this paper, processing resources likely need to be carefully negotiated between
disparate developers and the IMA system integrator [4]. The separation of rule generation, the
more computationally expensive task, and rule execution is advocated to address this issue. It is
reasonable to assume that a UAS has both a line of communication and a ground station with
which to communicate, as in works such as [7] and [12]. Rule generation can therefore take place
at the ground station, with rule execution on-board the UAS (see Figure 2.4). To achieve this
separation, EBL is used to generate control laws to be executed by a fuzzy controller.

The reason for extending EBL to include analogy, rather than adopting CBR is that EBL primarily
uses deduction. This can produce rules for which determinism is easier to demonstrate. It may
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Figure 2.4: Architectural Overview.

also be easier to gain acceptance with regards to aviation certification to have rules which are
primarily derived using deduction. The application of EBL with regard to certification in aviation
is considered further in the following Section.

2.5 Certification in Aviation

Certification aims to give an appropriate level of confidence that a particular system / platform does
not pose an unacceptable risk of causing harm [46]. Commercial aviation regulations are defined
by an appropriate governing body such as FAA(US), EASA and CAA(UK). These bodies produce
standards to describe the means by which aircraft and their components are judged acceptable for
use. These standards are often augmented by guidelines, which between them define “an acceptable
means of compliance” to the standard.

Software is not inherently hazardous, except in terms of the consequences of intended or unintended
control it exerts over the system it controls. In order to understand the contribution software can
make either on its own or in combination with another system component to the occurrence of
a hazardous event it is necessary to construct a model of all known hazards and then track the
reliance being placed on the software to ensure the prevention of the hazard. Obviously the integrity
expected of the software increases as the severity of the identified hazard increases. Similarly the
requirement for integrity increases where the software can cause the hazard on its own as opposed
to a situation where an independent concurrent failure must also exist.

A safety case is a representation of the hazard space and the contribution that software can make
to the occurrence of each hazard. A safety case links the claims that form the safety argument to
the evidence that supports its acceptability. Safety cases for components can be combined to form
substantiated arguments for larger system components or whole aircraft. Simplistically, it is often
argued that the effort required to certify a system increases as the number of components increases.
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In a modular system there are more components and they integrate to form a variety of allowed
configurations. On the contrary, however it may be that the systematic combination of compo-
nent based safety cases may in fact be less effort due to the controlled interfaces through which
they operate and the re-use of safety case fragments and evidence across a range of components.
Research into this would be beneficial.

The two elements of this process “standards compliance” and “safety case construction” are dis-
cussed in [47],[48].

2.5.1 DO-178

DO-178 (US), or ED12 in Europe, is a guideline on how to develop a software-based system. This
guideline defines an acceptable means of compliance for software based systems as defined by
the civil aviation authorities. Even though this document is only a guideline it is almost always
adopted as it is easier to demonstrate compliance than it is to persuade the aviation authorities of
the acceptability of an alternative means of compliance.

Since these documents are guidelines they are not absolute and arguments may be presented in
other ways, though in practice these guidelines are frequently followed [49]. Flight critical software
must demonstrate compliance to airworthiness standards. DO-178 is identified as the method of
choice for this. Alternatives are permitted but not defined. So, in practice, DO-178 is treated more
like a standard [13].

At the time of writing DO-178 is at revision C. The document guides the software life-cycle used
by establishing aims, processes and evidence required to demonstrate compliance at each stage
[49].

These guidelines define an acceptable means of compliance for DO-178 for a range of software
levels. These levels are proportionately more demanding of rigour and supporting evidence as the
hazard severity and contribution made by software to its occurrence increases. Level A software
has the highest integrity obligation. Typically level A is designated for software for which a failure
would lead directly to a catastrophic hazard occurring. Software would only be assigned to level
B to D where software failure can result either in a less severe hazard or where other independent
failure mitigations exist.

Adherence to DO-178 can be indicated by fulfilling process objectives. Process objectives are the
suggested ways, for a given process, to show that a system has been developed to the standard.
Process objectives relate to showing in what ways the system fulfils its specification, or its com-
pliance to specification. Higher software levels have more process objectives, shown in 6.1. Some
argue that the demonstration of mathematical correctness should be the goal for the highest in-
tegrity level, however it is not obvious whether greater correctness to specification also increases
confidence in the safety of the system [46]. This is embodied in the quote below:

"Part of the argument that should be supplied for correctness-based software guidelines such as
DO-178B is a resolution of the conundrum mentioned earlier: how more assurance of correctness
(as required by the higher DALs of DO-178B, or the SILs of IEC-61508) renders software more
suitable for applications that require lower likelihood of failure (i.e., where failure conditions are
more serious). This is a significant topic that has received scant attention." [46]
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Failure Condition Software Level Process Objectives
Catastrophic A 66
Hazardous B 65
Major C 57
Minor D 28

No Effect E 0

Table 2.1: Failure conditions, software levels and objectives. Table is adapted from [49].

An alternative to compliance based certification is to present a rigorous argument which supports
the claim that the system as developed is safe, rather than relying on the use of approved processes
alone to certify novel systems. This is allowed by the UK Military Airworthiness Authority (MAA)
under def-stan 00-56 issue 3 [50].

2.5.2 UAS Certification

It is worth noting that not all cases are covered by the document, for example UAS specific
software. This is because DO-178, the de facto guideline to obtaining certification for aviation
software, has no UAS-specific provisions. The ASTRAEA project [51] has an aim to establish an
approach to UAS certification, through considering the certification of a virtual platform [52]. The
virtual approach is also adopted in [53]. There is an impasse with regards to UAS certification:
regulatory bodies want existing prototypes to base certification guidelines on, but such a prototype
needs to be certifiable before it can be used to collect data in most airspaces [53]. This helps to
illustrate the importance of making a strong safety argument when dealing with aviation software
and certification.

Whilst revision C of DO-178 addresses techniques such as formal methods and Object Oriented
(OO) programming, a longtime standard in Software Engineering, adaptive systems remain a
certification challenge because of the absence of a suggested way of obtaining compliance via DO-
178. In theory, DO-178 is applicable to all flight control software but for adaptive software there
are additional challenges [50],[13] since the gains, or situation-action bindings can change after
deployment. An approach that gives partial ability to alter gains but avoids the main issue with
adaptive controllers, of not being deterministic, is gain Scheduling [54]. These issues affect the
MPMS, which will be mainly applied to an all-electric IMA UAS. The dominant issue is, however,
the certification of adaptive controllers.

2.5.3 Certifying Adaptive Flight Control

Adaptive flight control software changes its gains, which could be conceived as its situation-action
bindings, after deployment. This is not allowed by current certification guidelines. The main areas
that adaptive systems may require additional work to conform to DO-178B, according to [13], are:

1. defining software performance requirements.
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2. providing a software verification plan.

3. defining software requirements and derived requirements.

4. providing software verification test cases and procedures.

5. providing a Plan for Software Aspects of Certification (PSAC).

6. providing software life cycle data.

Adaptive systems, such as expert systems and ANNs, have been adopted in safety-related systems
but are typically restricted to advisory roles [55] [56]. Approaches for certifying adaptive systems
have been proposed. Two main types of safety argument used for software systems are process and
product based [55]. Process based arguments provide assurance by employing processes during
development. The limitation is that there is no clear link between the development processes
employed and the safe behaviour of an ANN. Product based arguments provide assurance based
on functional behaviour. Hybrid ANNs, which represent symbolic knowledge within an ANN, are
considered in [55]. A hybrid ANN was used to illustrate an approach for certifying ANNs based
on their functional behaviour.

Non-adaptive controllers cannot alter their gains to match evolving situations, such as decay in
system responsiveness. Adaptive controllers can alter gains after deployment automatically but this
comes with the issue that current certification guidelines do not allow this. An approach that gives
partial ability to alter gains whilst remaining deterministic is gain scheduling. Gain scheduling is
a method that has been used to certify controllers that are adaptive by pre-computing behaviour
in the full flight regime. The gains that would normally be adaptive are pre-computed for given
operating conditions and stored in lookup tables [13] which cover the entire flight regime. This
makes the adaptive controller predictable in any given situation that has been pre-computed. This
could be viewed as a graceful degradation of adaptability in order to become deterministic. Gain
scheduling allows one to demonstrate that certain situations, ideally all possible situations, are
covered since the response is explicitly calculated and stored.

The use of gain scheduling implies an important point; determinism is a key issue in putting
forward a safety argument. In this case determinism refers to the fact that for a given situation
the reaction will be known. Test coverage, demonstrating that all possible situations are covered
will also need to be shown in order to obtain certification [54]. The aforementioned limitations
in applying DO-178 to adaptive control imply that safety case development might be the more
appropriate method for certifying this system.

2.5.4 Goal-Structuring Notation and EBL

Goal-Structuring Notation (GSN) is a notation for presenting safety cases. Safety cases represent
a safety argument and substantiate claims with evidence. They have been adopted in the aviation
industry for representing arguments [1]. GSN is a tree structure comprised of the nodes given in
Figure 2.5 stemming from the goal. It is worth noting that individual applications may differ as
the standard is flexible. GSN is a graphical notation used to present safety cases in a manner that
aims to minimise ambiguity and avoid poor writing. Safety cases are often formed by hand or
using tools [57], so a tool for (partial) automatic safety case generation would be beneficial.
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Figure 2.5: GSN nodes and their purposes. Taken from [1]

Since both GSN and EBL explanation structures are goal structured and attempt to tie claims
to evidence, there is a parallel between their representations. This parallel forms the basis of an
argument for the use of EBL in aviation. It is plausible that EBL can be used to elicit both control
laws and (at least skeletal) safety cases, a suite of which could form a larger argument. There
are some advantages to this approach, such as highlighting potential flaws in a domain theory by
presenting justification for rules that have additional motivational information - that of safety.

If these generated arguments could be verified at runtime, then it may be possible to argue the
safety of introducing a new rule in a manner equivalent to a human-derived argument. Equivalence
to human-produced safety cases is fundamental to current approaches to establish certification
guidelines for UASs [52],[53]. Non-adaptive elements of a system can be certified using the well
established standards-based approach. Adaptive safety cases can potentially present an argument
justifying their control laws. The initial domain theory can be used as a baseline, for comparison
with the system after learning occurs. For any later state the adaptive system reaches through
learning, where a verifiable safety case can be constructed, it seems reasonable to argue that the
overall argument holds. The validity of a safety case can be established, possibly by a static checker
or mathematical assessment. This argument is presented in [58], which also reinforces some of the
views expressed in [59], [60]. It is worth noting that if this argument holds it would apply to
more than just the technique discussed, i.e. the EBL; but it could potentially be applied to other
human-transparent techniques such as rational agents, other rule-based techniques, and fuzzy logic
controllers to name a few.

Changes to an adaptive system’s behaviour potentially require recertification. This can prove to
be a large overhead. This issue suggests that the ability to operate an adaptive controller off-line
would be an advantage. Learning could still occur as long as the situation-action bindings are not
altered without recertification.

Tools exist to help with the construction of safety cases [57]. AdvoCATE is a tool which aims
to automatically generate and assemble safety cases [61]. AdvoCATE is capable of integrating
heterogeneous elements to form GSN structures [62]. Safety case fragments relating to software
can be generated using formal methods. However, this approach may not be ideal for considering
fuzzy rules. A reason for this is that fuzzy rules contain no contextual information, such as
information relating to their derivation. Generating fuzzy rules and safety case fragments using
EBL could provide this additional information.
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There are two main benefits to using EBL as a basis for the generation of safety cases. Firstly,
the generation of safety cases is useful in itself. Safety cases are usually generated manually and
therefore the process can be time consuming and error-prone [62]. Automation could alleviate
these issues and it is the focus of the work in [62], which brings the automatic generation of safety
cases incrementally closer. Secondly, only the domain theory need be certified. The EBL algorithm
itself needs to be certified, but not for every application. The domain theory may well be smaller
than a more traditional software solution.

2.6 Conclusions

This thesis addresses a gap in the literature. This is the issue of managing of a modular hard-
ware platform, specifically with regards to aviation. This work concentrates on the control and
certification of adaptive control on an all-electric IMA UAS.

When considering the extension of EBL to include analogical reasoning there are a few issues
which remain. Whilst there are similar works for techniques such as case-based reasoning [63],
[44] , these systems tend to use only analogy for reasoning. In this work, EBL will primarily be
used deductively, to generate fuzzy rules. However, changes in hardware motivate the additional
need for transfer learning. There is an extension of EBL to perform analogical reasoning when
a deductive option is possible with the combination of domain theories [26]. Correspondences in
language can be exploited to infer analogical terms. The terms deemed to be common are used
to produce a structure which is a combination of both domain theories, related to a particular
goal. Generalisation of this structure can be used to extend a domain theory. In [26] deductive
explanation and analogical reasoning are run simultaneously. The work in this project is positioned
differently as deduction remains the primary focus, and there is only one domain theory. This guides
the research down a certain path, namely the extension of EBL to include analogical reasoning.

Fuzzy-EBL integration is similar in concept to [32], where explanation is used to elicit new fuzzy
rules. However, there is a dearth in the literature relating to the integration of fuzzy controllers
and EBL. As UASs are the target platform for energy management, the integration of two human-
readable techniques is advantageous, as it aids certification. Additionally, the integration of two
techniques - one with a greater wealth of contextual information, one with a lower computational
overhead - is appropriate to the target platform. Therefore, a second research topic is to integrate
EBL and fuzzy controllers, appropriately to the target application.

The literature relating to certification, within the aviation domain, highlights issues with the cur-
rent approach when applied to adaptive control. There are notions such as just-in-time certification
[59] which would benefit from automation. There is some existing work in automatic safety case
development, as in [64]. However, in this case the expressive power of EBL could be extended so
that skeletal safety cases are generated by the same technique which derives the actual control
laws. How to achieve this is the final research question.

Several research topics have been elicited from the body of existing literature. The following
chapters will deal with achieving these propositions.
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Chapter 3

Explanation-Based Learning for
Fuzzy Rule Generation

3.1 Introduction

The first objective of this project is to investigate the integration of EBL and fuzzy controllers. The
fulfilment of this objective commences by proposing an approach to integrate the two techniques.
The ability EBL has to generalise knowledge can be used to derive specific fuzzy rules from a
more general domain theory. This allows a small domain theory to generate rules appropriate to
many situations. By utilising generalisation in this way, a general strategy can be used to generate
rules which are platform-specific. When changes are made to a platform a new set of rules can
be generated without changing the domain theory. Rule generation is an alternative to manually
altering a controller to adapt to a change in hardware, which partially fulfils the aim of this project.
A reduction in the effort required to alter a control system to a changing platform is the aim of
this work.

This chapter proposes an approach for reducing the workload engendered by the management of a
modular system: the integration of EBL and fuzzy control. The fuzzy controller is concerned with
rule execution. EBL provides for fuzzy rule generation.

As the controller(s) are rule based, the rules may be specialisations of more general strategies.
The general strategies themselves may remain appropriate when the need for adaptation arises.
A change in hardware may only require that specific rules be changed whist employing the same
strategy.

Fuzzy controllers are often expert systems, incorporating expert knowledge through human-derived
rules. Fuzzy rules may also be generated by a learning technique [31]. If the rules are generated by
a learning technique, the fuzzy controller may not include expert knowledge. EBL helps overcome
this limitation. EBL incorporates expert knowledge in the form of a domain theory. Since EBL
incorporates expert knowledge, the fuzzy rules generated by it implicitly embody such knowledge.

The domain theory is a collection of rules, embodying the knowledge of the system, which EBL
connects to form explanation structures. The rules are specialised, by binding variables within
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clauses to input values. This specialisation acts as a search bias, which restricts the search to certain
rules when many may be possible. Since EBL constrains its search space using specifics (variable
bindings) and expert knowledge (domain theory), then explanation structures are generated from
the specifics of situations that are encountered. These explanation structures can be generalised
to form new rules. These rules, derived from such explanation structures, match the specifics of
platform, given its inputs, to the situations it encounters.

Rule generation and execution are separated. The separation abstracts execution details from rule
derivation, such as which crisp values map to a linguistic variable. By abstracting the execution
details from rule derivation, the same derivation can be specialised to elicit multiple rules.

An approach to facilitate the interfacing between EBL and fuzzy controllers is suggested to allow
their integration. This is akin to establishing a way for both techniques to interpret a shared
vocabulary, each in the manner appropriate to its purpose. An issue with interfacing EBL and
fuzzy controllers is the communication of inputs, from the platform to EBL. Inputs are fuzzified to
map the crisp values onto linguistic variables. These linguistic variables can interpreted by both
techniques. Interpretation allows EBL to incorporate linguistic variables into its domain theory,
rather than the greater range of crisp values. The fuzzy controller interprets references to linguistic
variables, in rules generated by EBL, as normal. This means that input and output can take a
crisp form without being required within EBL.

Linguistic variables allow the consideration of a range of values. Each input will have a crisp value.
Each input will be described in the fuzzy system by a series of fuzzy sets and membership values.
These membership values are calculated by membership functions, each one defining a fuzzy set
[29]. The distribution of fuzzy sets, to describe an input, is usually expert knowledge [31].

The fuzzy sets which define linguistic variables have their membership functions interpolated.
Interpolation allows one set of linguistic variables to be applied differently to any range of values.
The interpolation of these linguistic variables over any range of values limits the vocabulary required
to describe any input value. Interpolation allows for hardware providing different input values
to share the same linguistic variables and therefore control strategy, possibly without further
derivation.

The interpretation of each crisp value for comparison could be time consuming if the relationship
between each number had to be enumerated or calculated. The comparison of a small number of
linguistic variables could be a simpler task. The shared vocabulary allows EBL to reason about the
relative orders of magnitude of different inputs. In using the same fuzzy set names to describe the
magnitudes of all inputs, EBL can reason about the relative size of the terms without needing to
convert between units or deal with the different scales used by the crisp inputs. A large altitude for
an aircraft might be 10000ft, whereas the indicated climb might be large at 90 degrees. However,
both could be labelled as being large and when both are large it might be appropriate to take some
action. In this way disparate inputs can be easily compared.

Fuzzified inputs have corresponding statements in EBL and are considered to be operational.
Operational nodes in an explanation structure are nodes which are allowed to be leaves. This
originally came from concerns about performance [27]. It is possible for explanation to continue
to the point that the rules derived have a net negative effect. That is, the rules take longer to
generate and execute than the time saved by utilising them. This was initially a concern when
using EBL as a technique to speed up other algorithms. In this work system inputs are viewed
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as the point at which explanation may end. They are considered suitably true to forestall further
explanation.

The chapter is structured as follows: Section 3.2 describes the architecture for rule generation and
execution, as well as outlining the issues to be further expounded upon in later sections. The
manner in which input data is marshalled by the fuzzy system, for use by the rule generator, as
well as the adaptation of fuzzy sets over time are proposed in Section 3.3. Section 3.4 considers
the conversion of EBL outputs into fuzzy rules. The system is applied to two different platforms,
in simulation. The application is presented in Section 3.5. The chapter concludes with Section 6.5.

3.2 The Architecture

The separation of rule generation and execution is advocated. The separation supports the man-
agement of a modular environment by taking a general management strategy then specialising it
based on the situations experienced. Fuzzy controllers are proposed for rule execution, EBL for
rule generation. Fuzzy controllers will execute rules on the UAS. EBL will generate fuzzy rules on
the ground station. Two concerns to interfacing the techniques are prevalent. Firstly, inputs need
to be communicated between the fuzzy controller to EBL. Secondly, a method for the production
of fuzzy rules from explanation structures is required.

The communication of inputs from the UAS, simulated or otherwise, to EBL needs to be considered.
The crisp inputs from the simulator need to be encoded, or fuzzified, for interpretation by the fuzzy
controller. For example, the input representing altitude might have a crisp value of 800m but be
represented as a linguistic variable. Altitude might have the linguistic values low 0.6 and high 0.4.
The membership values, 0.4 and 0.6, represent how much the crisp value embodies the fuzzy set.
This results in the crisp input being described by membership values for each fuzzy set. In order
for EBL to generate rules it will require these inputs. This is because fuzzy rules will need to link
inputs to outputs in linguistic terms so this information must be available to the EBL system.

Each input variable is described by a series of fuzzy sets, each with a membership function. These
membership functions take a crisp value and output the degree of membership the value has for a
corresponding set [29]. An approach to reporting fuzzified inputs to the rule generator is required
i.e. setting the value of the input to be the name of the fuzzy set with the highest membership
value then converting to a predicate logic syntax, such as First Order Logic (FOL). As an example,
the altitude input, reading 800m, is first fuzzified into low 0.6 and high 0.4. This can be converted
into FOL: altitude(low) by using the fuzzy set with the highest membership value.

One consequence of making the inputs available to EBL is that they can provide the inductive
bias which guides the explanation process. Different situations are described by the state of the
inputs. The situations encountered restrict the explanations and therefore the fuzzy rules which
are generated.

To ensure that these shared terms have meaning for all inputs one linguistic variable can be used
to describe every input. Each input may have a different range of crisp values. In order to share
the same linguistic values across any range of crisp inputs the fuzzy sets can be scaled whilst
maintaining a pre-established distribution. In this way rules can continue to be re-interpreted to
function over a changing flight envelope. Consider a rule whose precedents note a high altitude. If
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the UAS were adapted between missions then it may be able to operate at higher altitudes. This
would mean that the interpretation of high altitude either needs to scale to the new flight envelope,
or risk triggering at a prematurely low altitude.

Scaling the inputs brings some intuitive advantages in adapting existing rules to a changing envi-
ronment and hardware platform. Existing rules are automatically reinterpreted as the membership
functions take account of a changing range of crisp values. Re-interpretation of control laws could
negate the advantages that they were to bring if large changes apply the rule in states that differ
from the intent but share the same linguistic values. This suggests a non-monotonic learning ap-
proach in order to continually assess existing rules to find ones that are interpreted in a manner
detrimental to their original intent. This can be avoided by establishing the fuzzy set distributions
before allowing rule generation, which is the case in this chapter. However, this adaptive capacity
could prove to be a certification barrier. These issues could be avoided by simulation of the new
flight envelope, such that no adaptation takes place during flight. Simulation is also advocated for
updating control laws between hardware configurations, to avoid online adaptation.

Rule generation using fuzzified inputs needs to be considered. Given a goal, EBL will use a domain
theory to link evidence, or operational statements, to a goal. This forms an explanation structure,
often a tree. The tree has the goal as the root node, domain theory rules form the body of the
tree, and leaf nodes are nodes defined as operational. In this case fuzzy inputs can be viewed as
evidence and therefore taken to be operational. Nodes within the tree are usually linked by an
inference method, such as unification by resolution [24]. Unification is the process of finding a
substitution, between terms and variables, under which two expressions equate. If this is possible
then the two terms can be linked in the explanation structure. Resolution, in this case, refers to
the approach to unification.

The design of the domain theory needs to consider the states that the fuzzy inputs can take. The
values which they are designed to take influence the variable binding process. The structures that
can be formed by EBL are guided by the specific values of variable bindings. Domain theory rules,
and indeed goals, may include variables. By including variables in the domain theory, different
bindings can result in different explanation structures. For example, there could be a goal which
is implied by two different rules. The rules themselves might specify different variable bindings for
the goal which they explain. Therefore different bindings of the variables within a goal can result
in different rules being used to infer said goal.

When forming explanation structures, the variables are bound based on the specifics given to EBL.
These variable bindings propagate through the explanation structure. This process is visualised in
Figure 3.1, which was presented in the previous section. Figure 3.1 depicts some basic reasoning
about relative orders of magnitude. Two copies of the same explanation structure are shown. The
top structure shows variable bindings, the bottom shows the unbound nodes. The terminal nodes
from the top structure match the domain theory nodes when specialised. The bottom structure
shows which nodes contain specifics and which, within the domain theory, contain variables and
can therefore apply to multiple specific situations.
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Figure 3.1: Two explanation structures, the upper shows variable bindings, the lower unbound nodes.
This figure has been repeated from Chapter 2.

Figure 3.1 includes an example of negation in the node with the predicate !same. The implemen-
tation includes negation as failure. When a negation, denoted by ’!’, is encountered it is used as a
goal for further explanation. The goal is taken without the negation symbol i.e. the non-negation.
If the explanation fails then the negation is taken to be true and the original explanation continues.

EBL generalises the explanation structures into new, more general rules. This can simply take
the form of undoing variable bindings [22]. Generalisation, in EBL, is often concerned with the
sensible replacement of terms in a clause with variables [21]. In this way, specifics are abstracted
from the structure. The specific, unabstracted, explanation structure can be used as the basis of
a fuzzy rule.

Generating fuzzy rules from explanation structures has one major requirement. The system needs
to be designed to assure that the necessary information to generate a new fuzzy rule is available
within a given explanation structure. Information regarding system state needs to be linked to
information regarding an output state. The goal is designed to represent an output. The leaf nodes
are structured to represent an input state. The domain theory must be designed appropriately so
that appropriate inputs link to appropriate goals. The fuzzy inputs are taken together represent
a situation or state. If the goal is structured such that it contains enough information to describe
an action then, taken with the fuzzy inputs, a fuzzy rule could be generated.

In this thesis the fuzzy rules take a form similar to the rules within the domain theory, with a
conjunction of precedents and a single antecedent. More detail on the conversion process is given
in Section 3.4.

EBL specialises variables within a domain theory in order to limit the search space of explanations.
This means that the domain theory can be designed such that it can encapsulate general strategies,
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which are converted to specific rules only when those situations are actually encountered. Simula-
tion can control the situations encountered by EBL and therefore used to train the fuzzy controller
by influencing the rules which can be generated. In this way simulation can be a powerful training
tool.

3.3 Fuzzification of Input Data

The manner in which inputs are fuzzified and interpreted needs to be considered further. For
example, an engine may be replaced with one that has a higher RPM. It may be the case that
almost all crisp values reported, using the old engine’s vocabulary, are shown as being dangerously
high. This could lead to rules which worked on the old engine being used inappropriately on the
new engine. An example could be continually slowing the RPM of the engine to the point that it
no longer operates correctly, or efficiently. This continual reduction could be the result of an engine
appearing to operate at an overly high RPM when it is just a characteristic of the new engine.
It would therefore be advantageous if the sets reconfigured themselves rather than requiring the
analysis, removal and re-derivation of applicable rules.

This issue can be addressed by interpolating the membership functions. Interpolation will result
in the same linguistic values applying to slightly different crisp ranges based on the inputs being
reported. When fuzzy rules are being executed the linguistic variables will automatically reflect a
state appropriate to the inputs being recorded. A large value will change depending on the range
of values encountered.

Maximum (max) and minimum (min) values are stored; these provide the kernels for the lowest
and highest sets respectively. An even distribution of kernels for the other sets can then be
interpolated. Given the kernels, and a pre-defined distribution, the membership functions can
likewise be interpolated. This can apply to a variable number of sets, though a sensible upper
limit of 5 to 9 sets was established in [65].

The distribution could simply be triangular sets prefixed and suffixed with trapezoidal sets. This
distribution supports transparency [36], which can ease the difficulties in demonstrating deter-
minism. Determinism is an important property in the certification process. An example of the
distribution is given in Figure 3.2. If, through changes in input, the maximum and minimum values
were altered then the sets would effectively be changed, shown in Figure 3.3. Both figures show
5 sets encompassing different ranges of crisp values. Values outside this range are encompassed
in the outermost sets. Interpolation of these sets occurs to fit the distribution, such that the sets
are meaningful. In this case meaningful sets define linguistic values which are proportional to the
range of data they apply to. Another way to consider this notion is that a meaningful set is a set
in the context of a particular input/output.
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Figure 3.2: Example of an interpolated fuzzy set distribution over the values 0 to 100. This figure
has been repeated from Chapter 2.

Figure 3.3: Example of an interpolated fuzzy set distribution over the values -50 to 120.

Given n sets, each one denoted by {s1, s2, s3...sn}, the distance between the kernels (m) is:

m = max−min
n− 1 (3.1)

The kernels can be obtained by adding m× n to the minimum value. As the sets all overlap, m is
also the width of each membership function (µ). Triangular sets are therefore given as:

µ(x) =



0, if x ≤ a
x−a
k−a , if a < x ≤ k
b−x
b−k , if k < x < b

0, if x ≥ b

(3.2)

Where k is the kernel of any particular set and a is the point on the distribution that membership
first rises above 0. The point where the membership value returns to 0 is denoted as b. The crisp
input value is x. The initial trapezoidal set differs by having no a value and the membership
function is therefore:

µ(x) =


0, if x > b

b−x
b−k , if k ≤ x ≤ b

1, if x < k

(3.3)

The final trapezoidal set likewise has no b and is defined by:
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µ(x) =


0, if x < a

x−a
k−a , if a ≤ x ≤ k

1, if x > k

(3.4)

In calculating the minimum and maximum values, a naive approach might be to simply take the
largest and smallest encountered values and use these as the bounds. However, anomalous data
could severely curtail the usefulness of this. A large outlier could cause all of the actual inputs
appear to be too small. This could be alleviated using an averaging technique, keeping a buffer
of the highest and lowest X results to report the average. However, in order to make the average
converge i.e. discard anomalous results, data (q) is allowed into these buffers based on the range
of previous values:

• The range of values in the buffer, r, is calculated as follows: (maxb −minb)

• For values to be added to the minimum buffer, i.e. values to be considered when calculating
the average minimum: q ≤ minavg + r

• For values to be added to the maximum buffer, i.e. values to be considered when calculating
the average maximum: q ≥ maxavg − r

The subscript avg refers to the previously calculated average maximum or minimum value for its
respective buffer. The subscript b refers to the maximum and minimum values that can be found
in the buffer.

Values are allowed into a buffer when they are within a range of the average, this range is itself
determined from the buffers. This allows values smaller than the anomaly to be added to the
buffer, rather than just adding values larger than the maximum. Enough examples will result in
the anomaly being replaced by normal data, as the buffer is of a limited size. This causes the
average to converge as the range decreases, until the range is 0 so only values larger than the
average are accepted. This process applies to both buffers conversely.

Using range to control entry into the buffers is acceptable for capturing the inputs from controls
with pre-defined ranges. An example is throttle position in a UAS. The unidirectional alteration
of the buffers is suitable for establishing the flight envelope as, for a specific platform, the range of
use is predetermined. The technique seeks only to establish the flight envelope and to keep inputs
proportional. If the aircraft were operated at its maximum altitude once, then at half altitude for
a long time, it is not reasonable to scale the inputs down to half altitude as the aircraft maintains
the possibility to fly over its entire flight envelope.

Using anomalously large data to expand the range of values allowed into the buffers has a limitation.
Opportunities to identify anomalously small maximum, or anomalously large minimum values, may
be missed. These instead get classified simply as data within the existing distribution, rather than
being used in set interpolation, via the reclassification of the maximum and minimum set values.
This process occurs on each UAS individually.

An example of the proposed method is presented in Figure 3.4. In the example the buffer size is
10 values, all of which are expected to be 100. This might represent the percentage of throttle
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requested. It is also assumed that the data can have anomalies. In this case it is large anomalies
that are of greatest concern, as the examples focus on the maximum buffer, which disregards
anomalies below the buffer values. The aim of the buffer is to attempt to converge on a value
which represents the likely maximum data value. The value is permitted to be underestimated, as
inputs above the maximum will simply fall into the linguistically largest fuzzy set. It is, however,
intuitive that this set should be situated near the likely maximum.

Figure 3.4: Some example buffer states. Values are added to the left. When full, values are removed
from the right.

As shown in Figure 3.4 (a), the buffer is initially given a large outlier with the value of 1000. After
this, it is filled with values of q = 100. Note that the large outlier is not immediately discarded,
but its influence is relative to its frequency. This makes a change in hardware, to one with different
input ranges, affect the interpretation of fuzzy rules by altering the maximum value. The large
outlier also affects the range of values that are now allowed into the buffer. As can be seen in
Figure 3.4 (a), the buffer will now consider a wider range than the data is likely to have.

The throttle is reduced and a value of q = 70 is input, as shown in Figure 3.4 (b). The effect of
this is twofold. Firstly, the previous outlier is pushed from the buffer. This drastically reduces
the range of values to be considered. Secondly, the value of q = 70 is now being considered when
calculating the maximum. Ideally this would not be the case, as the value of 70 is not a member
of the high input set, but is classified as a regular input. The range drastically reduces and so too
do the values allowed into the buffer.

A value of q = 50 is encountered next, but discarded as regular input data, not being relevant to
the maximum. This is because the range does not permit the interpretation of q = 50 forming
part of the high input set.

Afterwards, a large number of inputs at q = 100 occur. This leaves the buffer containing only this
value, see Figure 3.4 (c). Input values at or above q = 100 are now the only values that enter
the buffer. Input values below this are not considered relevant to the maximum. The buffer now
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has established a reasonable maximum and will not alter unless a value larger than q = 100 is
encountered. After convergence, large values need to occur in order to admit smaller values to the
buffer. In this way the buffers become more explorative depending on the deviation of the inputs.

As the fuzzy sets are interpolated and assumed to be the same width, nuances of the system
being controlled may be overlooked. In a non-linear environment it may be impossible to converge
on optimal behaviour with rules which assume a linear categorisation of inputs and outputs. For
example, a smaller change in turn rate might be appropriate at higher speeds. The output linguistic
variables, if linear, could result in an inappropriately high increase in turn rate at high speeds.
Additionally, the fuzzified inputs are used to generate rules for the fuzzy system. Therefore inputs
which would be better considered non-linearly could be inappropriately categorised. The range for
a high input could be smaller than the range for a medium input. The detection of a state which
should ideally be distinct, needing its own control strategy, could be missed by being assigned to
too broad a linguistic value. The fuzzy rules generated for the perceived state may apply better
over most of the range of crisp values encompassed, but perhaps not over the entire range.

When hardware changes its input values may also change. In this case, rules may not need to
change since the interpretation of the linguistic variables may account for the difference. This
assumes a certain superficiality in the differences between the two pieces of hardware, or at least in
their management. This kind of generalisation is made possible because the inputs are interpreted
using relative orders of magnitude, rather than specific values. The generation of new fuzzy rules
may not be required in these cases. The technique may therefore be beneficial when applied to the
control of a modular environment.

When inputs are reported to the rule generator input data is fuzzified and the set with the highest
membership is reported. Each membership function covers a range of crisp inputs. These inputs
change in sequence; altitude rises through each of the fuzzy sets in turn during a climb. Given
that inputs are transmitted to the rule generator with sufficient frequency, EBL then encounters
each distinct state. These states are considered discretely in EBL as being separate concepts. The
specific membership values are not taken into account when generating a new rule in abstract. Just
the state and action are considered in isolation. The rules, when executed, are applied with regard
to the membership values at a specific time. This is because of the defuzzification process which
takes a linguistic value and generates a crisp output. In this way the disparate rules generated by
EBL have their effects combined and executed in a fuzzy manner. This maintains the advantages
of the fuzzy controller as long as EBL has each distinct state reported to it.

3.4 Fuzzy Rule Generation

EBL is used to link the inputs to the output state. The inputs are fuzzified and reported in
an appropriate syntax and the goal represents a particular output. A similar assumption to the
one EBL uses to generate new rules is employed: the goal of a structure can be implied from a
conjunction of its leaf nodes. This is like reversing Modus Ponens. Normally, where A → B ∧ C
one can replace B ∧ C with A. If applied to an explanation structure this would be akin to taking
just the goal and its most immediate child nodes as the rule. This would likely be an overly general
approach, resulting in rules which require greater effort to continually re-explain. Since the goal of
EBL is reformation learning, Modus Ponens is employed in reverse, taking the greater number of
antecedents and replacing consequents with them. This process is like taking A ∧ B at each line of
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the structure, the end result being that only the endmost nodes remain. This reformation is then
stated by forming a new rule where these leaf nodes imply said goal. This process is applicable
because the nodes in the tree are connected by a valid form of inference, the resolution principle
[24].

The goal represents an output state. If a chosen goal contains the appropriate information then
the collapsed explanation structure can be used to form a fuzzy rule. The goal needs to refer to the
hardware to be manipulated and the fuzzy set that it should be set to. For example, a goal could
be reduce(throttle,N). During explanation EBL can specialise the variable N in order to elicit the
new value for the throttle to be set at. The particulars of the domain theory will determine how
N gets specialised, as will the particular inputs linked to this rule via the domain theory.

Additional information is needed to generate fuzzy control laws. The other information required
to form a new fuzzy rule is the set of inputs, and their values, that describe the state in which an
action is applicable. The inputs form the fuzzy rule precedents. When converting the inputs into
an appropriate syntax, such as predicate logic, information can be introduced to distinguish inputs
from other statements in the domain theory. An example: if the throttle is large then this could be
marshalled as reporting(throttle, large). In this example, the predicate reporting is used to denote
any statements in the domain theory that originated as fuzzy inputs. These can be replaced,
in the domain theory, as they are updated. Algorithm 1 describes the process of converting an
explanation structure into a fuzzy rule.

Algorithm 1 Generate Fuzzy Rule(struct)
Require: struct = an explanation structure
Require: the goal of struct adheres to a pre-decided form, in this case: goal(X,Y)
Require: the leaf nodes of struct adhere to a pre-decided form, in this case: requires(X,Y)
Require: X is the name of a system input
Require: Y is a fuzzified input value
leaves = the leaf nodes of struct
goal = the goal of struct
rule = "IF"
previousXs = empty set (previousXs is a set of the Xs which have already been processed,
duplicate Xs in the precedent are to be avoided in a fuzzy rule though the same node may
appear multiple times in an explanation structure.)
for all leaf nodes in leaves do
if leaf is a fuzzified input then
Xn = X from leaf
Yn = Y from leaf
if Xn not in previousXs then
add "Xn IS Yn" to rule, maintaining the format: IF X IS Y AND X2 IS Y2

end if
add Xn to previousXs

end if
end for
Xgoal = X from goal
Ygoal = Y from goal
add "THEN Xgoal IS Ygoal" to rule
return rule

An example concerned with reducing the throttle setting in a UAS is presented. The goal chosen
is reduce(throttle, N). The predicate reduce should feature in the EBL domain theory which, via
inference, should link to operational nodes. Fuzzified inputs are considered operational. The
domain theory can be defined such that the N variable in the goal will be specialised to the value
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that the throttle should be set to, as in Figure 3.5. The specialisation enables the goal predicate
to contain the required information to define an output state, whilst remaining general enough to
apply to more than one situation.
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Figure 3.5: An example explanation structure. For visual clarity some rules have been shortened to fit the figure.
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Selection of the value to specialise N to is achieved by the one_smaller predicate from the domain
theory. This predicate uses some other rules for reasoning about relative magnitude, given in
the list below. The name of a fuzzified input is used to determine which inputs current value
should be considered. The leaf nodes underneath it will cause the N variable to be specialised to
the linguistic value below the current input value. This requires that the linguistic values can be
viewed hierarchically within EBL.

• bigger(X,Y) → smaller(Y,X)

• !same(X,Y) → different(X,Y)

• !bigger(Y,X) → biggest(X)

• !smaller(Y,X) → smallest(X)

• !same(X,Y) ∧ bigger(X,Z) ∧ bigger(Z,Y) → bigger(X,Y)

These rules are backed by some statements, which can act as terminal nodes in explanation struc-
tures. None, tiny, small, medium, large, huge and full correspond to fuzzy sets in an interpolated
distribution. These statements are given:

• bigger(full,huge)

• bigger(huge,large)

• bigger(large,medium)

• bigger(medium,small)

• bigger(small,tiny)

• bigger(tiny,none)

• same(X,X)

The explanation structure (Figure 3.5) can now be used in the formation of a fuzzy rule. The expla-
nation is first collapsed to a single specific rule, before the normal generalisation EBL step occurs.
The rule generated relates the climb (total_energy_fpm), in feet per minute, of the aircraft to the
indicated climb (vvi_dial_fpm), in feet. The indicated climb is set to the height to go to reach
the next checkpoint. A rule is generated when the energy of the aircraft, which indicates upward
motion, is an order of magnitude above the desired altitude. When this case occurs, the throttle is
reduced by an order of magnitude. This strategy reflects the assumption that the two factors are
related and the upward motion of the aircraft, which is affected by the throttle setting, should be
proportional to the desired climb. In this case: reporting(throttle,small) ∧ bigger(large,medium)
∧ reporting(climb,medium) ∧ bigger(small,tiny) ∧ current(flight) ∧ reporting(energy,large) → re-
duce(throttle,tiny).

The convention implemented is that operational leaf nodes, identified by the predicate reporting,
are the inputs from the fuzzy system needed to identify the fuzzy precedents. This information,
along with the specialised goal, can then be converted to: IF throttle is small and total_energy_fpm
is large and indicated climb is medium THEN throttle is tiny. This is achieved by identifying the
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facts which relate to inputs, translating them into fuzzy precedents then translating the EBL rule’s
antecedent to serve as the fuzzy antecedent. This process is illustrated in Figure 3.6 and extracts
information from predicates shared by EBL and the fuzzy controller

Figure 3.6: Illustration of an EBL rule being converted to a fuzzy rule.

3.5 Initial Application

This process, as per the example shown in Figure 3.6, was followed: inputs were fuzzified, fed
into the EBL domain theory, goals were explained, and structures were converted into fuzzy rules.
These rules were fed back into the fuzzy controller. The inputs were obtained from an aircraft
simulator (X-plane). These rules were used to control a simulated aircraft. Rules for controlling
the throttle were elicited over a short period and are given in Table 3.1.

Tables 3.1 and 3.2 show rules generated during a simulated flight. The rules relate the input,
throttle requested, to the output value. In Table 3.1, the fuzzy rules that were generated represent
the specialisation of a general strategy to an encountered situation, facilitated by EBL. As there
are some rules which share throttle input and output values, but not each combination allowed
by the domain theory, it can be inferred that this rule base is conceptually incomplete. Rules are
only generated for the situations presented to the system, based on the expert knowledge encoded
in domain theory. This is because rules are only generated for the situations encountered. This
allows for simulation to be used to train the system in specific ways.

Input Output
Throttle in Energy (f min−1) Indicated Climb Throttle out

tiny tiny tiny none
none none tiny tiny

medium none none small
medium full full small
large full full medium
huge full full large
full none none huge
full full full huge

Table 3.1: Table of the fuzzy rules generated, in simulation, for an all-electric glider (EMG-5).
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Input Output
Throttle in Energy (f min−1) Indicated Climb Throttle out

full full large huge
full medium medium huge
huge medium large huge
full full full huge

Table 3.2: Table of the fuzzy rules generated, in simulation, for a Boeing 747.

The flight contained periods of over-provisioned thrust whilst climbing and descending. The flights
were human-controlled. The coverage of the rules is also shown in Table 3.1, by considering the
states which feature in the generated rules. As can be seen in the table, not all possible rules were
generated; only the ones driven by the specifics of the flight were elicited.

Using EBL to generate the fuzzy rules means that only rules which are appropriate to the use
are elicited, rather than the whole flight envelope. A UAS may well have a large flight envelope
but only be used at low altitudes due to mission parameters. This method limits the fuzzy rule
base size by only generating rules when a situation is encountered, so reflects the situations which
a UAS has been used in, rather than a single monolithic rule base containing all permutations.
This gives additional information about what a UAS has previously done and, if examined as part
of the certification process, could help to show the coverage of the controller during development.
Additionally, the explanation structures contain contextual information, aiding their interpretation.
Interpretation of what an adaptive controller has actually learned is an issue in aviation [50].

This same strategy, embodied in the domain theory, could be specialised for other UASs with
different configurations. Deviations in, say, the range of numbers reported by the throttle is
abstracted during fuzzification, since the fuzzy sets are interpolated.

In Table 3.2, a similar flight was conducted. Rather than simulating a small electric glider, the
controller was applied to a Boeing 747. This is a much heavier aircraft with smaller wings, relative
to its size. This change of aircraft is akin to an exaggerated example of altering a UAS between
missions. The same domain theory produced different rules. This is shown in Table 3.2. All of
the rules maintain a high level of throttle. The Boeing 747 may have less of an over-provisioning
of thrust for steep climbs. The EMG-5 is aided in terms of climb by having larger wings which
produce greater lift. Alternatively, there may be differences in the rules generated for other reasons,
based on implementation issues. Also, the characteristics of each flight may have explored slightly
different areas of the possible input space. However, this extreme case would appear to support
the applicability of the approach to modular platforms as different rules were generated for each
platform.

The convention used to express the goal is not the only possible option, but does include a minimal
amount of information required to elicit the fuzzy antecedent. Other approaches could be adopted
for other situations. Changing the number of variables, how they are specialised, and how the goal
interacts with the domain theory, as well as how the inputs interact with the domain theory give
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this approach additional flexibility.

However, adopting this approach increases the number of issues to be considered during knowledge
engineering - the creation of the domain theory. Issues such as the representation of fuzzy inputs,
the rules relating their magnitudes and the linking of goal predicates which can simply translate into
a fuzzy antecedent. An additional issue is that information relating the fuzzy linguistic variables
needs to be included in the domain theory to facilitate reasoning about their relative magnitudes.
The final concern with this architecture is regarding the selection of goals, which may require a
domain-centric decision. There are many options, such as agents [66]. Agents are concerned with
the selection of an action, given an internal state. They may use techniques such as reinforcement
learning, where behaviour which progresses towards an aim is favoured, to modify their behaviour.
They also retain an element of random selection in order to remain exploratory enough to escape
local minima. The actions an agent considers could be the goal to be explained next. In simple
domains it may suffice to have a single predicate, at the top of every conceivable explanation
structure, which could always be the goal. One alternative, used here, is for each goal to be
continually explained concurrently. This suffices for a simple domain, but is prone to wasteful
employment of computational resources. Future work into goal selection for more complex domains
could prove fruitful.

The technique has been applied to throttle control in some simulated flights. The generation of
different fuzzy rules for both platforms could indicate that the technique is applicable to modular
control. However, the rules generated are not considered in terms of whether they are valid. In
this case, validity refers to whether the rules generated actually represent the domain theory.
Generation of rules do not necessarily mean that those rules are what was intended, much as not
every question that can be constructed in English is valid to ask. Additionally, it may be the case
that the differences in the generated rule bases are not due to platform differences. Another source
of difference could be the route flown, therefore the situations encountered by each platform would
be different. The results support the application of this approach in further experimentation.

3.6 Conclusion

The gap in the literature concerning the integration of EBL and fuzzy control highlights an area
for further research. This area has been partially explored in this chapter. This resulted in the
proposition of an approach. The aim of this approach is to reduce the workload which can arise
from a change in hardware when managing a modular system. An approach for generating fuzzy
rules, using EBL, has been presented. In order to generate the fuzzy rules two things were needed:
sufficient information and a mapping between explanation structures and fuzzy rules. Fuzzy rules
link an input state to an output state. Therefore, an explanation structure which connects input
and output states for a single situation (inputs and outputs are bound to values) contains sufficient
information to generate a fuzzy rule specific to that situation.

The communication of information between the fuzzy system and EBL was considered. A shared
language is employed, which the fuzzy system and EBL interpret differently. This allows for
fuzzified inputs to be used to guide EBL searches. In support of the shared language, the input sets
are interpolated. This allows the same linguistic variables to be applied to different inputs, whilst
mapping to different crisp values. Interpolation of the fuzzy sets could potentially accommodate
for degradations in hardware over time. There may also be times when altering the interpretation
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of the fuzzy sets, which determine when a rule triggers and what its effect will be, may avoid rule
generation. These topics are potential areas for further research.

The proposed approach was applied to two platforms. Rules were generated which were different for
each platform. A more controlled experiment is required to establish that these differences arise
from the characteristics between the two platforms, rather than by being subjected to different
situations during flight.

This chapter has presented an approach for satisfying the first objective of this project. Initial
results confirm that different rule bases are generated for different platforms, given the same
domain theory. This effect can be used to reduce the workload required by a software system
controlling a changing platform. The reduction in workload comes from the ability to automate
rule generation for a new hardware configuration.

Whilst an approach has been presented and considered, dictated by the concerns of controlling a
modular aviation platform, it remains to address two issues. Firstly, it has not been ascertained
whether the rules generated by EBL reflect the intent of the domain theory. Establishing this
would sit in support of the validity of this technique. Secondly, this approach needs to be applied
more rigorously to more than one hardware platform in order to consider whether the rules are
appropriate for each. In essence, it is necessary to show that the technique is applicable to modular
control by achieving the same goal on multiple platforms. The following chapter will present
experimental data in response to these two issues.
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Chapter 4

Explanation-Based Learning and
Fuzzy Control for Modular
Management

4.1 Introduction

The first objective of this work is to investigate the integration of EBL and fuzzy control. In order
for this to be fulfilled, the approach proposed in Chapter 3 needs to be investigated. This chapter
will use a simulated application of the approach to consider the approach as part of an MPMS.

There is interest in increasing the modularity of UASs. This is not just to enable the inclusion
of newer hardware, but to customise a UAS for various roles appropriate to the mission at hand
[19],[12]. This project is concerned with the control of a modular platform. The controller(s) may
need to be changed to adapt alongside the hardware being managed. In a highly modular setting
it would be useful for an energy management system to adapt to new hardware in a manner which
reduces additional effort.

Fuzzy controllers are useful for application to a UAS for rule execution. This is because of low
computational requirements and the fact that the rules are stored in a human-readable form. EBL
is chosen because domain theory can embody general control strategies, which are specialised to
form fuzzy rules. This allows common strategies to be applied to multiple, diverse, hardware
platforms.

In Chapter 3 an approach for integrating EBL and fuzzy control was proposed. The chapter
highlighted the need for further experimentation using this approach. The aim of this chapter
is to address two issues which were previously raised. Firstly, to show that the specific rules
generated reflect the general strategy. Secondly, to apply the approach to two platforms and
establish whether the approach can reduce the workload which comes with managing a changing
platform. The application to two platforms is proposed as an extreme example of a changing
platform. Each platform contains the hardware to be controlled but the nature of each platform
necessitates a different set of control rules.
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Figure 4.1: The flow of information between controller, autopilot and aircraft is depicted in concert
with the switching mechanism.

Chapter 3 advocated the separation of rule generation and execution to generate many specific
rules, which are platform specific, from a general strategy. There is another reason to separate the
control strategies and specific rules. In the aviation domain, where software requires certification
as part of a platform, adaptive controls require additional effort to certify [13]. The additional
effort makes online learning an unlikely candidate for flight critical software. The separation of rule
generation from execution could allow for, essentially, the generation of non-adaptive controllers.
Offline learning could derive new rules. But changes to the controller could be examined and
updated in batches. The controller could represent a snapshot of learning up to that point.

The system proposed in this chapter is applied to throttle control. As the platform considered in
this chapter is all-electric, throttle control is correlated with energy use. The system in question,
a fuzzy controller with rules generated by EBL, influences the aircraft and is itself influenced by
both the aircraft and the autopilot system. The autopilot output is interleaved with the fuzzy
controller output. This interleaving is performed by each system’s input being taken at a given
rate. The input which is taken at each time interval is communicated to EBL. The fuzzy controller
focuses on a reduction strategy for the throttle control. As this strategy is reactive, rather than
predictive, it benefits from opposition so as to avoid becoming overzealous. The way in which the
autopilot, controller and aircraft interact is shown in Figure 4.1.

In the experiment presented in this chapter the fuzzy controller and autopilot are sampled at equal
rates. An strategy to increase the throttle value was originally present in the domain theory. This
was removed so that the effect of a single strategy, reduction, could be considered independently.
However, the reduction strategy alone is not sufficient to control the throttle output. The autopilot
is used to provide increases to the throttle setting which allow the aircraft to follow the route plan.
The autopilot is intended to fulfil the role of the increase strategy and not overshadow the reduction
strategy, which is why the output of each is sampled at an even rate of 10Hz.

The computational resources of a UAS are limited. Traditionally aviation favours the federated
architecture, which is a collection of integrated but separate LRUs. Under a federated architecture,
the computational hardware needs to be developed and included in each LRU [5], in order to main-
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tain the separation of systems. Due to weight and energy limitations, each LRU will have limited
computational resources. Even in an IMA system, as assumed to be the case for the purpose of
this work, processing resources likely need to be carefully negotiated between disparate developers
and the IMA system integrator [4]. The separation of rule generation, the more computationally
expensive task, and rule execution is advocated to address this issue in part. It is reasonable to
assume that a UAS has both a line of communication and a ground station with which to com-
municate, as in works such as [7] and [12]. Rule generation can therefore take place at the ground
station, with rule execution on-board the UAS.

The generation of rules from a common domain theory is the main aspect of this approach which
facilitates the management of a modular platform. Additionally, the fuzzy controller abstracts
away from crisp input values in order to consider more general, linguistic, terms. These terms
are reflected in the EBL domain theory such that there is a shared language linking the two
techniques. The linguistic terms automatically scale across the range of a particular hardware
without configuration. Consider the system being applied to another platform, with a different
range of throttle values. Rules could still be generated for the new platform, even though the
specific values differ from the original platform, because the general strategy remains the same.

The rest of the chapter proceeds as follows. The design of the experiments are presented in Section
4.2. An experiment is conducted with an all-electric glider and the results are presented in Section
4.3. An alternate platform, a passenger jet, is used in a second experiment and the results are
presented in Section 4.4. The chapter concludes with Section 6.5.

4.2 Experiment Design

An experiment is proposed to consider the method in light of the objective for this chapter. The
objective is to illustrate that the generation of fuzzy rules using EBL can reduce the workload
engendered by a change in hardware. It has been posited that this objective is partially fulfilled by
the interpolation of inputs interpreting rules differently based on the range of values encountered.
In order to demonstrate that the integration of EBL and fuzzy control satisfy the objective two
aspects are considered. Firstly, the production of valid fuzzy rules from EBL structures needs to be
demonstrated. In order to show this, rules will be generated regarding throttle control. Secondly,
if energy is saved by the execution of these rules then the intent of the domain theory will have
been translated into fuzzy rules.

Additionally, the same experiment is conducted on a different platform. This is an extreme example
of each item of hardware changing and having a significant impact upon the management of the
system. The item of hardware being managed is present on both platforms. The rules generated
should be different for this platform as the nature of the system being controlled has changed
significantly. The production of different fuzzy rules which are also useful would fulfil the objective
of this chapter. In order to be considered useful, the rules generated at this stage should reflect
the intent of the domain theory. Demonstration of this would support the integration of EBL and
fuzzy control with regards to modular control.

The approach presented in this chapter has been implemented and integrated with the X-Plane
simulator. X-Plane has been used in other high-fidelity aerospace research, such as [53], as part of
a broader simulation suite. In [53], X-plane provided the visualisation capabilities to consider the
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certification of a simulated UAS. Version 9 of X-plane was used for this experiment. The throttle
is the only parameter of the aircraft which is controlled by the proposed controller. The remainder
of the parameters are determined by X-Plane.

An experiment was conducted in order to evaluate the approach presented in this chapter. A series
of replicable flights were devised to test the controller. Each flight begins with a take-off, followed
by a series of checkpoints to be hit. The run ends when the final checkpoint is reached. The
checkpoints are placed such that climbing, descending and turning all feature. The autopilot flies
a set route, input into a Flight Management System (FMS). The route is identical for every flight.

Each flight begins at Dunedin International Airport. The checkpoints are given as three compo-
nents: latitude, longitude and elevation. The checkpoints are stated below:

• Latitude: -45.9154, Longitude: 170.229378, Elevation: 600ft.

• Latitude: -45.900417, Longitude: 170.2565, Elevation: 1500ft.

• Latitude: -45.914989, Longitude: 170.288429, Elevation: 1000ft.

• Latitude: -45.930991, Longitude: 170.306625, Elevation: 2000ft.

• Latitude: -45.948181, Longitude: 170.333061, Elevation: 2000ft.

The route followed is better visualised in Figure 4.2 below:

Figure 4.2: The route input into the Flight Management System, followed throughout the experi-
ment.

Consideration of the parameters of the experiment is required. There are two sources of variation
between the flights within a data set. The first is the throttle control value, which is altered by the
proposed algorithm. This is allowed to vary over its entire value range [0-1]. The second source
of variation is the simulator. The time of day is not bound which may affect temperature and
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therefore air pressure. This can alter the amount of energy perform certain activities, such as take
off. The weather was set to be ‘clear’ which limits the variability of the weather significantly which
in turn limits the effect on the simulated flights. Weather includes the winds encountered and
other sources of pressure variation. Limiting these effects limits the variation in forces encountered
during. This maintains a level of consistency in the energy requirements of each flight. It may be
possible to further limit the weather and time variability using X-Plane. The remaining variables
controlled by the simulator are bounded by keeping the route fixed. The domain theory persistent
between flights. A data set uses a single domain theory which is updated in each flight and passed
to the next.

The autopilot controls the horizontal navigation to these coordinates. The throttle controls the
elevation. An increase in air speed whilst maintaining an attitude will result in a larger lift force.
As it is the auto-throttle which will be influenced by the controller, some deviation from the
elevation of each checkpoint is permitted. This can allow for some degradation of performance to
increase endurance; less energy is required to reach slightly lower elevations. However, this should
not be taken to extremes as the UAS should still be able to perform as intended. The elevation
reached may also depend on the width of the membership functions describing the required climb.
The narrower the fuzzy set, the more granular the control. For example, the remaining climb in
feet will be classified as none when reaching a certain boundary number. When this occurs, the
aircraft will appear to have reached the intended altitude. However, the actual altitude will just
be within a certain range of the exact value.

It is worth noting that, due to limitations with the simulator, elevation is not considered by the
autopilot. When using the FMS, with autopilot, elevation simply increases. The vertical navigation
(VNAV) system is not available at present:

"VNAV mode is a true vertical planning mode, as found in a G1000 or FMS. However, it is not
currently possible to set up and fly VNAV paths with the consumer-level sim. VNAV is only
supported in conjunction with the G1000 compatibility option. (In this case a real G1000 provides
vertical navigation.)" [67].

This information was given by the community that document the Software Development Kit (SDK)
for developing X-Plane plugins. Plugins are external files containing code which may integrate and
interact with the X-plane simulator.

Furthermore, there is a system called Flight Level Change (FLCHG), which relies on the auto-
throttle. FLCHG is used for vertical navigation in this experiment. The auto-throttle is in direct
competition with fuzzy rules derived from the reduction strategy in the domain theory. For this
reason, the domain theory supports no increase strategy. The competition of two competing factors
prevents throttle reduction from becoming the overriding factor. Competition in this case supports
the maintenance of performance of the aircraft in contrast to throttle reduction.

There is an issue with the auto-throttle being employed in this manner. If the auto-throttle built
into X-plane were engaged then the controller output would be overwritten and the effect hidden.
A separate auto-throttle was therefore implemented using the following information, given by the
community that documents the SDK:

"When FLCHG is engaged, if the autothrottle is enabled, power is increased to 100% throttle
(climb) or 0% throttle (descent)." [67].
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As the implemented auto-throttle is not a predictive system, the altitude during level flight will
fluctuate as the system reacts to crossing the level threshold. Additionally, these fluctuations will
have uneven peaks and troughs because the lift of the glider will make climbing faster, especially
as during climb the throttle is set to 100%. These concerns will magnify the effect of Phugoid
motion. Phugoid motion is an oscillation in level flight caused by two competing effects: first, an
increase in airspeed results in lift greater than weight and therefore a climb; and second, gaining
altitude results in a loss of airspeed and lift, so the aircraft will descend. This effect is explained
in detail in [68].

For a few seconds after take-off the controller is disabled. This is to prevent throttle reduction
from interfering with, or even preventing, take-off. The enabling of the controller is based on
the perceived state of the aircraft. EBL is used to determine the state of the flight. The states
considered are: taxi, take-off, and flight. If the state is flight then the fuzzy controller is enabled,
otherwise the controller is disabled. The states take the form of rules in the domain theory. These
rules form explanations for the goal state(X). The current state resulting from such explanation is
included in the domain theory. These rules require some additional domain theory.

It should be noted that the started predicate refers to the first value reported, per run, for a
fuzzified input. The domain theory for the experiment, as well as the goal which does not relate
to state, is given in Table 4.1.

Goal
reduce(throttle,Y)
Domain Theory:
Rules
numbers
bigger(X,Y) → smaller(Y,X)
!same(X,Y) → different(X,Y)
!bigger(Y,X) → biggest(X)
!smaller(Y,X) → smallest(X)
!same(X,Y) ∧ bigger(X,Z) ∧ bigger(Z,Y) → bigger(X,Y)
reporting(I,X) ∧ bigger(X,Y) → more_than(I,Y)
reporting(I,X) ∧ smaller(X,Y) → less_than(I,Y)
reporting(I,X) ∧ same(X,none) → none(I)
more_than(I,none) → some(I)
reporting(I,X) ∧ same(X,Y) → is(I,Y)
reporting(I,X) ∧ started(I,Y) ∧ same(X,Y) → unchanged(I)
reporting(I,X) ∧ started(I,Y) ∧ !same(X,Y) → changed(I)
reporting(I,X) ∧ smaller(Y,X) → one_smaller(I,Y)
reporting(I,X) ∧ bigger(Y,X) → one_bigger(I,Y)
reduction strategy
reporting(I,X) ∧ intend(I,N) ∧ bigger(X,N) → reduce(I,N)
reporting(height_to_go,P) ∧ reporting(climb,E) ∧ same(P,E) ∧ one_smaller(throttle,N) → in-
tend(throttle,N)
reporting(height_to_go,P) ∧ reporting(climb,E) ∧ smaller(P,E) ∧ one_smaller(throttle,N) → in-
tend(throttle,N)
state
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some(parking_brake) ∧ less_than(throttle,medium) ∧ none(altitude) → state(idle)
none(parking_brake) ∧ less_than(throttle,medium) ∧ none(altitude) → state(taxi)
none(parking_brake) ∧ more_than(throttle,small) ∧ none(altitude) → state(takeoff)
current(takeoff) ∧ none(parking_brake) ∧ some(altitude) → state(flight)
Statements
numbers
bigger(full,huge)
bigger(huge,large)
bigger(large,medium)
bigger(medium,small)
bigger(small,tiny)
bigger(tiny,none)
same(X,X)

Table 4.1: Domain Theory

Experiments were conducted in the manner laid out, in data sets of size 50. The size of the data
sets was chosen during development of the algorithm and domain theory. The following hypothesis
is proposed: The size of the data set required to balance the deviation between flights is a product
of the variability of the flight conditions. In the case of this experiment 50 flights are considered
sufficient to balance the small deviations between flights. Deviations in flight characteristics may
result in a new situation being encountered. A new situation in this case refers to a unique binding
of input values. A new situation, if relevant, results in a new fuzzy rule. As the coverage of
situations increases the generation of new rules slows. If the coverage of situations were complete
then all of the variability would be represented in the results. The number of rules generated is
therefore used as a guideline for selecting a data set size in this experiment.

If the variability of the system increased then size of the data sets would need to be sufficiently
altered. This could be brought about by changes to the simulation settings, the simulator itself, the
experimental setup or to the approach. Different rule bases could even require more runs through
increased rule interactions.

Data sets were collected in order to test and assess the state of development of the algorithm.
These data sets were discarded because they reflected the operation of an incomplete/incorrect
system. However, a very low rule generation rate was always reached before 50 runs. A low rate
of rule generation indicates either that all, or at least the most common, situations have been
encountered. This is borne out in the results given in this chapter, which are now presented and
discussed.

4.3 Glider Application

The altitude of the aircraft can be used to indicate to what degree the aircraft followed the selected
route. This is because altitude is calculated as the height from the ground and so is affected by
the terrain as well as how much the aircraft has climbed.
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However, each flight may have taken a slightly different route, particularly when the throttle
controller is operating. Deviations in weather and timing can affect the distance traversed between
two checkpoints. Different speeds or lift characteristics will result in a slightly different path. For
this reason, a total of 50 flights were conducted and the outputs averaged.

However, plotting altitude against time can still give an idea of the path taken. An average of
the altimeter readings (altitude) without EBL is given in Figure 4.3. This serves to highlight the
most common aspects of the flight when compared to a specific example, given in Figure 4.4. As
can be seen, the flights begin with a climb, followed by a period of level flight. The level flight is
perturbed, but distinct from the steep climbs and descents. The flight then proceeds: climb, level,
descent, level, climb, level.

It is worth noting that most of the graphs in this chapter plot the standard deviation about the
mean, by means of a grey shaded area.

Figure 4.3: Average altitude of the EMG-5 aircraft without EBL.

Figure 4.4: The altitude of the EMG-5 aircraft over time from a single flight without EBL.

In order to compare the results with and without EBL it should be shown that such a comparison
is valid. Figure 4.5 is the counterpart to Figure 4.3 and shows the same information, but from
flights with EBL enabled. Given that the same features are present in Figure 4.5 one can infer
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that both result sets are comparable as it is likely that a similar route was indeed used.

Figure 4.5: Average altitude of the EMG-5 aircraft with EBL.

Figure 4.5 also shows the aircraft taking more gradual ascents when the fuzzy controller is used.
This is most apparent on the initial climb to around 1500 feet. A less steep climb could contribute
to a saving in energy, as could the ascent stopping just short of 1500 feet.

The standard deviation can be useful in comparing runs with and without EBL. As seen, there
is a fairly substantial standard deviation in either case. Weather and other non-linear, simulated,
effects affect the autopilot. The standard deviation in Figure 4.3 is useful in illustrating this point.
Whilst the standard deviations are comparable, both with and without EBL, it remains sensible
to compare the results. This could highlight when changes have a large impact. A small point
of different behaviour from the autopilot can influence the standard deviation from that point
onward.

One explanation for the large standard deviations are that even small changes to aircraft behaviour,
that delay the time taken between two given points, will affect all of the flight from that point
onward. This is because the route followed is common to each flight in general. The effect of a
small change will be temporally transposed. For example, if a steep climb starts earlier in one
flight then the difference in values across the flights at this time will be large.

There is a second way in which the standard deviation is useful. The end points of the various
runs can be indicated. The flight lengths vary; as each flight ends the standard deviation will be
reduced. In this way one can identify, roughly, where the number of concurrent flights is reduced.
This may be suppressed by other factors, such as common occurrences in the simulator, where
the flights differ less. A length of time without change, occurring in each flight, could cause such
suppression. It is somewhat unlikely that this would have a large effect, however. As the flight
continues, the variance grows, in general, up to a point. This is because each flight is affected
differently and the effect is temporally transposed.

It is worth noting that a degradation in performance (by following a lower altitude) was indeed
used to reduce energy consumption. A slower completion time is also notable and implies that
less energy was expended to complete the flight. Another reason to suppose that the controller
affected the efficiency can be seen by considering the throttle setting on two particular runs. The
throttle setting from a flight without EBL is shown in Figure 4.6. The same data for a flight with
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EBL is given in Figure 4.7. It can be seen that without EBL the throttle is either at the maximum
or minimum controller output, which is a unitless value in the range [0,1]. The exceptions are
where the needs change part way through moving the throttle, which can give narrow or shortened
peaks. However, there is more movement and a lower average throttle output value when using
EBL. Both examples are ones that had a longer flight time compared to their relevant data sets.

Figure 4.6: The throttle control value of the EMG-5 aircraft over time from a single flight without
EBL

Figure 4.7: The throttle control value of the EMG-5 aircraft over time from a single flight with EBL.

In order to compare the energy usage the charge of the main battery was averaged over the 50
runs. Figure 4.8 shows this for flights without EBL, Figure 4.9 for flights with EBL.

63



Figure 4.8: Average battery charge of the EMG-5 aircraft without EBL.

Figure 4.9: Average battery charge of the EMG-5 aircraft with EBL.

However, it took 44 runs before the system stopped adding new rules during a flight. The number
of rules generated in each run are shown in Figure 4.10. It is worth noting that rules generated in
one run are not guaranteed to be executed on the same run. The rules generated are given in Table
4.2. The battery charge for an additional 20 runs after this point was used; meaning a total of 64
runs in the dataset. In this way, only runs where the rulebase is saturated are used. This is more
illustrative of the effect of the fuzzy controller. Using the full dataset could obfuscate the effect of
the controller. This is because data from runs with an untrained controller would be included.
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Figure 4.10: The cumulative number of fuzzy rules generated by the end of each flight.

Run Input Output
Throttle in Energy (f min−1) Indicated Climb Throttle out

1 full full full huge
1 small full full tiny
1 medium full full small
1 large full full medium
1 full huge huge huge
1 tiny none none none
1 small none none tiny
1 medium none none small
1 huge full full large
2 full large large huge
2 large tiny tiny medium
2 huge large large large
2 large large large medium
2 medium medium medium small
2 large medium medium medium
2 medium small small small
2 large small small medium
2 small small small tiny
2 medium tiny tiny small
2 small tiny tiny tiny
2 tiny tiny tiny none
3 huge medium medium large
5 huge huge huge large
5 large huge huge medium
5 tiny small small none
7 medium huge huge small
7 medium large large small
7 small medium medium tiny
8 tiny full full none
28 tiny medium medium none
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35 small huge huge tiny
40 small large large tiny

Table 4.2: Table of the fuzzy rules generated, by run.

Figure 4.11: Average of the EMG-5 aircraft’s battery charge with EBL and a saturated fuzzy rule
base.

At this point it is worth further considering the effect of flying to lower than specified elevations.
Figure 4.12 shows the altitude over time, averaged over 50 flights, where the elevations input into
the FMS were lower. The elevations used were:

• 500 ft

• 1200 ft

• 750 ft

• 1600 ft

• 1600 ft

An average of the battery charge, over 50 flights, is shown in Figure 4.13. These flights were
conducted without EBL and using the lower altitude checkpoints. By comparing Figure 4.13 to
Figure 4.11, it appears that the degradation in altitude alone was not responsible for all of the
energy savings.
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Figure 4.12: Average altitude of the EMG-5 aircraft without EBL and with lower altitude check-
points.

Figure 4.13: Average battery charge of the EMG-5 aircraft without EBL and with lower altitude
checkpoints.

Figure 4.14 shows the explanation structure for the first rule generated, given in Table 4.2. The
nodes circled in red, in the explanation structure, highlight the leaf nodes used to generate the
fuzzy rule. Each of these is taken in conjunction to imply the goal. Note that when there are
duplicates only one example is taken. The parameters from each atom are extracted and converted
into the fuzzy rule format as they contain the information required. The required information is
the input/output name and value.
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Figure 4.14: An explanation structure which is used to derive a fuzzy rule.
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It is noteworthy that only certain parts of the diagram differ for rule derivation. Due to the
simplicity of the domain theory, not all of the areas of the explanation structure have alternatives.
There is an alternative version of the intend rule which would replace same(none,none) with
nodes using the predicate smaller. All areas of the structure which deal with relative orders of
magnitude could be larger or smaller depending on how far apart the linguistic values are. For
example, smaller(none,full) will require more explanation than smaller(small,medium). This is
because there is a statement, which is considered operational, for bigger(medium,small). This
statement along with the rule relating smaller to bigger are all that are required. More rules are
needed to explain smaller(none,full). The only part of Figure 4.14 where this does not hold is
bigger(tiny,none). This is because the one_smaller nodes ensure that the variables considered
near the top of the tree will be satisfied with one subnode; the linguistic values will be next to
one another in order. It is the generalisation of linguistic values to variables which allows multiple
rules to be generated even though much of the explanation structure remains the same for each
derivation.

There is evidence to show that the domain theory does not result in an optimal controller. The
variance between throttle output in different flights is pronounced; this would imply that there
was no convergence to an ideal state. This can be seen by comparing Figure 4.7 with Figures 4.15
and 4.16. It can be seen in Figure 4.16, such as between 5 and 6.2 minutes, that there are times
in the flight where no fuzzy rules are being executed. These areas take the form of a plateau of
full throttle output. A likely cause of this difference is the domain theory. The rules generated
are based on the domain theory, which restricts the possible rules. This means that there will
be states for which no rule will be generated. The width of fuzzy sets limits the granularity of
recognising a given state. Each of these states are delineated by the fuzzification process. This
means that there will be cases where the state is close to, but just outside of, the coverage of the
domain theory. The unaffected areas become rarer as the rulebase saturates. A greater number of
rules mean that a larger number of situations will have action bindings. Figure 4.15 is taken from
after the rulebase reached saturation, but Figure 4.16 is from a flight where the rulebase was still
developing and was comprised of 11 rules.

Figure 4.15: The throttle control value of the EMG-5 aircraft over time from a single flight with
EBL and a saturated fuzzy rule base.
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Figure 4.16: The throttle control value of the EMG-5 aircraft over time from a single flight with
EBL.

Figure 4.17 sums up the work so far. The figure shows the remaining charge in the battery at the
end of each run, both with and without EBL. The blue line shows the runs without EBL enabled.
The red line shows runs with EBL enabled. The difference between these two graphs comes from
the alteration in throttle behaviour. A reduction in throttle over the flight reduces the power
consumption and saves energy; this is because the aircraft under test is all electric. Therefore, it
can be seen that by employing EBL energy is saved. An interesting point of future work can also
be elicited from this graph. It is not clear that the technique is monotonic: further study into this
aspect of the system could prove beneficial.

Figure 4.17: The battery charge remaining at the end of each run with and without EBL.

The results presented in this chapter show that the approach presented can be used for energy
management, with even a simple domain theory. The results fulfil the objective of showing that
this technique can generate rules which reduce energy consumption of an aircraft, satisfying the
intent of the domain theory. This supports the position that the generation of fuzzy rules via EBL
can produce useful rules. It remains to consider whether the technique can produce useful rules
for a different platform; this would support the applicability of the technique to the control of a
modular system.
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4.4 Passenger Jet Application

The controller was applied to a different platform: an Airbus A320. The same flight was conducted
both with and without EBL. Rules for controlling the throttle were elicited over the same route
as the previous experiment. The aim of conducting the same experiment on an A320 is to show
that the approach can adapt the same general strategy to a different platform. Application to a
different platform is an extreme example of a change in hardware. In this case the hardware being
controlled (throttle) remains, but changes to the platform affect the specifics of how it should be
controlled. When applied to a new platform the rules generated should still cause a reduction in
energy consumption.

The route followed can again be suggested by graphing the altitude. There are two main factors
which alter the altitude from the previous experiment: Firstly, the A320 is capable of far greater
speeds. Secondly, the A320 appears to operate using a different autopilot. This was evinced by
the internal state of the autopilot differing from the EMG-5 when given the same commands.
Additionally, the difference in autopilot was shown by the distance required to pass through a
checkpoint differing. The A320, essentially, took a slightly truncated route as it counted as passing
a checkpoint when further away than the EMG-5. The altitudes for the runs with and without
EBL are given in Figures 4.18 and 4.19 respectively.

Figure 4.18: Average altitude of the A320 aircraft with EBL.
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Figure 4.19: Average altitude of the A320 aircraft without EBL.

These graphs differ as the alterations in throttle caused the autopilot to fly a slightly longer route.
The actual route also deviated between runs resulting in a large standard deviation. The route
flown passed over a more significant rise in the ground. This resulted in the drop in perceived
altitude after half a minute. The sensor for altitude measures the distance from the ground below.
As the ground rises, the perceived altitude diminishes.

When applied to a different platform, the controller generated a different set of rules. The number
of rules per flight is given in Figure 4.20. In order to demonstrate that these rules impacted the
throttle control Figures 4.21 and 4.22 show the throttle output for example runs both with and
without EBL respectively. The example which uses EBL is from a run after the rule base had
reached saturation.

Figure 4.20: The number of rules generated by the end of each A320 flight.
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Figure 4.21: Throttle control value of the A320 over time from a single flight with EBL.

Figure 4.22: Throttle control value of the A320 over time from a single flight without EBL.

Table 4.3 shows the rules generated during the simulated flights. The rules relate the input,
throttle requested, to the output value. In Table 4.3 the fuzzy rules that were generated represent
the specialisation of a general strategy to an encountered situation, facilitated by EBL. As there
are some rules which share throttle input and output values, but not each combination allowed
by the domain theory, it can be inferred that this rule base is conceptually incomplete. Rules are
only generated for the situations presented to the system because rules are generated using these
situations as an inductive bias. This allows for simulation to be used to train the system to apply
to different platforms.

Run Input Output
Throttle in Energy (f min−1) Climb (f) Throttle out

4 full huge huge huge
5 full none none huge
5 full medium medium huge
6 full tiny tiny huge
6 full small small huge
7 full large large huge
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23 full full huge huge
23 large full large medium
23 huge full large large
23 full full medium huge
23 huge full medium large
23 full full large huge
23 full full none huge
24 full full small huge
24 large full medium medium
24 huge full tiny large
24 huge full small large
24 full full tiny huge
25 medium full medium small
28 tiny full medium none
28 small full medium tiny
28 small full large tiny
28 medium full large small
29 huge full none large
29 large full none medium
30 medium full none small
31 large full small medium
35 full full none large
35 small full medium none
37 medium full tiny small
37 small full tiny tiny
37 large full tiny medium
38 small full none tiny
38 tiny full large none
39 tiny full none none
41 full full none medium
43 large full none small
44 medium full small small
44 tiny full small none
46 small full small tiny
46 tiny full tiny none

Table 4.3: Table of the fuzzy rules generated for the A320, by run.

In Table 4.3 the rules generated for the A320 are given. This is a much heavier aircraft with smaller
wings, relative to its size. This change of aircraft is akin to an exaggerated example of altering a
UAV between missions. The same domain theory produced different rules. The heavier aircraft
has a larger over-provisioning of thrust, it is capable of much greater speeds and carries more fuel
compared the the battery of the EMG-5. These differences result in a larger number of rules being
generated. More rules are generated as there are more states possible where the aircraft climbs
using more thrust than necessary.
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The fuel remaining at the end of each flight, with and without EBL, is presented in Figure 4.23.
The red line shows the runs with EBL enabled. The blue line shows runs without EBL enabled.
The introduction of the fuzzy controller led to a reduction in fuel consumption. All of the runs with
a complete fuzzy rule base consumed a reduced amount of fuel. Run 23 produced an anomalous
result. It is worth noting that the differences in fuel level between any two runs is small. This
is because the A320 has a much larger supply of energy, in the form of fuel, compared with the
EMG-5. The A320 also operated over a shorter distance and smaller time-frame than the EMG-5
due to the differences in flight characteristics. Namely, that the A320 has a much higher top
speed which reduces the time taken to fly the route. Also, the aforementioned autopilot disparity
between the two platforms results in shorter flight times. The anomalous result was the product
of the autopilot flying a significantly different route than in the other flights.

Figure 4.23: The fuel remaining at the end of each run with and without EBL.

The results presented in Figure 4.23 support the supposition that the rules generated by this
technique were appropriate when applied to a new platform. Use of an A320 is an extreme case
and appears to support the applicability of the approach to modular platforms via the generation
of appropriately different rules. Furthermore, as energy was conserved in each experiment, the
rules generated reflect the intent of the domain theory and can therefore be considered useful. The
application to two platforms, each generating useful rules, fulfils the objective of this chapter.

4.5 Conclusion

An approach was posited in Chapter 3 to address an issue in the control of a modular system.
Namely, control of a modular platform can engender a workload when changes in hardware require
changes in control. This chapter has presented an experiment, conducted on two platforms. The
aim of this experimental work is twofold. Firstly, to consider whether EBL generates rules which
have the intended effect on the system being controlled. Secondly, to compare the results stemming
from the experiment when conducted on two different platforms.

The technique was considered in terms of its applicability in general, then specifically with regards
to another platform. The generation of fuzzy rules which reflect the intention of the domain theory
supports the generation of rules via EBL. The system was applied to a pre-set flight on an all-
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electric glider. A marked increase in energy conservation when the controller was operating was
shown. Application of the system to another platform is an exaggerated case of modularity. The
generation of energy-saving rules on the new platform support the applicability of the technique
to modular control. Application of the controller to a new hardware platform caused different
rules to be generated. The rules generated were appropriate to the new platform, exhibiting the
expected differences. Therefore, the aim of the chapter was met. This is because useful fuzzy
rules were generated and the same strategy was successful in controlling platforms with different
hardware. Fulfilment of this objective validates the possibility of using EBL to generate fuzzy rules,
particularly in support of modular control. The results in this chapter therefore sit in support of
the possibility of using EBL to generate fuzzy rules, and the application to modular control

The results of this chapter serve to suggest some areas for further research. A more detailed
analysis of this approach as well as further applications would be advantageous. Application of the
technique to hardware, rather than in simulation, could also be beneficial. Finally, this method has
only been applied monotonically to date. A more robust approach would consider non-monotonic
aspects.

Useful rules were generated for two different platforms, an extreme case of modularity, given a single
domain theory. This acts as a proof of concept for the approach proposed in 3. This supporting
evidence completes this investigation of EBL and fuzzy control in terms of modular management,
which is the first objective of this project. The aim of the project is supported by the fulfilment
of the first objective because the integration of fuzzy control and EBL can be used to reduce the
workload engendered by controlling a modular platform.

It has been shown that the techniques can be applied to the energy management of a modular
platform. It remains to extend EBL to include analogical reasoning. This would give the system
the benefit of transfer learning, which could be resorted to upon reaching logical impasses. This
would allow a domain theory to be extended to include previously unseen hardware. Another
aspect of the system that remains to be considered is a way of reducing the recertification effort
that comes with a modular system. These issues will be explored in the remaining chapters.
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Chapter 5

Explanation-Based Learning and
Analogy

5.1 Introduction

Part of the aim of this project is to reduce the workload required when managing a changing
platform. The integration of EBl and fuzzy control can achieve this by utilising generalisation.
However, this only covers cases which are within the initial deductive closure of the domain theory.
In order to satisfy the aim a second objective is required. This objective is to investigate the
extension of EBL to include analogy. Analogy is useful because it can further the generalisation
capabilities of EBL to allow strategies to be applied to hardware that was not initially catered for
by the domain theory. This second objective is the focus of this chapter.

This chapter proposes a way to incorporate analogy into EBL. The argument is that by linking
previously unrelated concepts EBL can use analogical relationships to make inductive leaps. These
inductive leaps are limited to situations where no deductive option is available. The analogical
links can be used to generalise rules, by abstraction, in order to apply them to situations other
than those in which they were derived. Abstraction in this case refers to the replacement of a
specific concept which causes an impasse with a new, more general, concept.

A solution or stratagem can be useful in solving problems in contexts other than the one in which
it was discovered [38], such as in the apocryphal account of Newton’s law of universal gravitation.
The law was formed, anecdotally, from observation of an apple but these laws can apply to many
objects. Objects have some commonalities, for example mass, which allow them to be considered
analogous. Similarly, an energy management system may derive a control law for the efficient use
of a particular component. It may be that the domain theory used takes no account of which
concepts are analogous in a particular situation. With the addition of a conceptual link showing
in which way two components are analogues one can infer: "what works for one component will
work for similar ones".

Chapter 3 proposed a method of using EBL to generate fuzzy rules. One of the reasons for using
EBL to generate fuzzy rules is to apply a general strategy to multiple specific situations. This
can support the control of a modular platform by generating specific rules applicable to it; manual
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definition of the same rules would bring a heavier workload. A change in hardware can result in
different rules being generated. This approach covers situations where the hardware that changes
performs the same function i.e. changing a battery for one of a larger capacity. However, there is
a limitation to this approach. There may be cases where the hardware has changed to be more
substantially different, with respect to the EBL system, and no deductive solution is therefore
possible. The limitation is apparent when a piece of hardware is added for which there is no
reference within the domain theory. An example could be the replacement of a battery with a fuel
cell. This prevents rule generation.

If the components and architecture of a power system are modular and could change at any point,
then the energy management system may also need to change at any point. This is because a new
piece of hardware, which replaces another, may require different control rules. This was addressed
in Chapter 3. However, the new piece of hardware may simply be outside of the original scope of
the controller. Items of hardware like this are referred to as previously unseen components in this
work. A modular control system should therefore be able to derive appropriate control laws for
previously unseen components.

It is possible that a previously unseen component will share both similarities to other components
and an energy management strategy. Rather than constructing a new strategy there is the op-
portunity for transfer learning, which involves using knowledge out of the context in which it was
derived to avoid learning from scratch [9]. A strategy can be used outside of the situation which it
was designed for. In this case, a strategy can be applied to previously unseen hardware. This would
allow for specific rules to be generated for the previously unseen hardware, as per the approach
given in Chapter 3. A modular management system could therefore perform transfer learning in
order to achieve more seamless control of modular systems as they change.

Transfer learning can be realised by the application of machine learning techniques, such as CBR
[10] and ILP [9]. Analogy is one form of transfer learning. Analogy is a way for people to make
inferences and learn new abstractions [69]. Analogy has been used to map different situations to
one another, in order to apply prior knowledge to a new situation in [39]. The inferences made
based on this mapping are the analogical inferences. This chapter aims to show that by linking
previously unrelated concepts EBL can use analogical relationships to make inductive leaps where
no deductive option is available.

EBL is constrained by the deductive closure of the terms in its domain theory [26]. This means that
the rules within a domain theory limit what can be concluded. Previously disconnected statements
in the domain theory can be linked by making inductive leaps. This allows growth of the deductive
closure of the domain theory as more rules can be linked to form more conclusions. Therefore, this
approach increases the number of situations for which EBL is applicable.

The domain theory can contain extraneous information initially, which is later incorporated into
analogies. This may fit better with capturing expert knowledge, where coherent and concise capture
of information is difficult. One reason for the difficulty in capturing expert knowledge may be the
need to define strict relationships between concepts, hiding real-world complexity. This is akin
to a viewpoint expressed on EBL, that the relationships in the domain theory may hide deeper,
more complex relational information [70]. The domain theory derived for a system will likely be
a subset of the complete knowledge on a subject, so as to remain tractable. In this work, rules in
the domain theory which are not necessary during deduction, as part of a minimal but functional
rule base, can provide the basis for analogical reasoning.
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The chapter presents a method for incorporating analogy into EBL and is structured as follows:
Section 5.2 proposes the method, presents some examples and discusses the technique. Section
5.3 presents an experiment where the pitch of an aircraft is controlled by using analogy to modify
rules for throttle control. The chapter concludes with Section 5.4.

5.2 Analogical Explanation-Based Learning

This chapter proposes that terms with different function symbols be linked. The link is formed by
a relation, defined by a new concept which both terms subscribe to. Less than exact analogues are
used to derive the relations; these relations may not involve all the terms in each concept definition
and the identity claim made by each relation is weaker than equality. If all of the terms in both
concept definitions were to match, then each of the concepts would be functionally identical. This
is assumed to be an unlikely case. Exact matches are not excluded by the technique proposed,
but are not the only permissible identity claim. The complex relationships which might not be
captured in the domain theory could be partially present in the form of two concept definitions
sharing some term(s).

Similar works establish links between the same terms in different domains. The two linked terms
are then used to transfer knowledge from one domain to the other. The combination of both
domains forms a more complete model. Here the emphasis is on relating different terms within the
same incomplete domain.

The identification of two concepts to use as the basis of an abstraction is similar to the search
for similar situations during Access [40]. When two concepts share an abstract similarity, it is
plausible to suppose that conclusions that apply to one could be mapped to the other.

One way to approach deriving a new general class is to take two concepts and use extracted
similarities to form a new concept definition. The motivation for such an approach is illustrated
using an example. In this example we consider the definition of a battery and a fuel cell. These
two components are different but both are sources. Finally, we suppose that a rule has already
been derived stating that a source can supply a demand where the demand is not greater than
the maximum output of a battery. This rule could have been derived by an energy management
system for a toy aircraft whose only source is a battery. If this system is moved to a small UAV
powered primarily by a fuel cell then an analogue may be useful.

Consider some possible energy management terminology. Sources and sinks may well feature.
There will be some stratagems which apply to all sources. An example could be that when a
demand is within the maximum potential output of the source then that source could supply that
demand. This is a sensible starting point for an analogue at first glance, though it may not hold
for all sources. We could roughly define a source as requiring some fuel and producing electricity
and waste energy. If the concept of a source were missing and the strategy was specific to batteries
then it would not apply to other sources, such as fuel cells. There might be no deductive link
between the components that could satisfy a given demand. This impasse would not be overcome
by the generalisation that is part of EBL. This is the case since generalisation in EBL is often
concerned with replacing the terms in a clause with variables sensibly [21]. An addition to this
generalisation would be to derive the source concept where it is missing from the domain theory.
This more abstract concept can be used as the basis for mutating the rules to apply to fuel cells,
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an inductive leap.

Inductive leaps are realised by replacing one concept in a rule with another. This gives rise to a
new rule which relates previously unrelated concepts, linked by analogy. These analogous concepts
are not deductively entailed. The difference in predicates prohibits their mutual unification to
explain the same goal. Additions to the domain theory which embody the similarities between the
two concepts are used as a basis for replacing one predicate with another. Rather than generalising
a rule by abstracting specific variable bindings from terms, as in EBL, two concept definitions are
linked by a more abstract class so that the terms themselves can be replaced. This is similar to
assuming that the predicates themselves could be bound differently. The abstract class can be
formed from commonalities between otherwise disparate concept definitions. This class embodies
an analogy and is expressed as a new rule.

An alternative to implicitly linking two terms and replacing one with the other is possible. Both
terms could be replaced with the abstraction, which would be a more explicit analogical link. How-
ever, this could lead to over-generalisation. By storing a new rule which includes the abstraction,
more than the two concepts used to derive it could now be applicable. It could be that analo-
gies only hold in certain cases; the impact of this can be lessened by using each abstraction in
only the situation which caused its derivation. Further work could be conducted in studying the
over-generalisation issue with regards to this technique.

There is an issue with assuming an abstract similarity exists. Not all analogical inferences are
equally likely [41] and where the similarity is based on features, not all will be relevant. This is
partially ameliorated by EBL disregarding features not relevant to the example, using an inductive
bias. When trying to derive an abstract similarity between two concepts, even using an example
as an inductive bias, it is likely that not all features in the example are relevant to the analogue
being derived. Using an example as an inductive bias, along with empirical validation, could help
to disregard spurious analogies.

5.2.1 Abstraction Derivation

The approach proposes the derivation of an analogical link between two deductively separate
concepts. This link is formed by the generation of a third concept, which requires commonalities
between the two target concepts to be satisfied. In this way an abstraction of the two concepts is
formed. Membership of this abstraction implies that concepts are analogous in the manner given
by the abstract concept definition. This could be thought of as weakening the preconditions on
the target concepts to form an abstraction. The preconditions are weakened as the abstraction
definition is formed from a subset of the preconditions of both identified concepts. Alternatively,
the same number of preconditions could appear but would be generalised by the introduction of
variables. One of these forms of weakening is the case for all instances where both definitions are
not identical. Identical concepts are assumed to be unlikely.

The two concepts which are used to form an abstraction are the source and the target. The source
is the definition of the predicate which causes an impasse. The target is a concept searched for,
using the parameters of the source as a search bias.

Mapping establishes the similarities between two identified concepts. An approach to achieve this
within EBL is proposed. The approach for forming a new, more abstract, definition from two
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target concept definitions is:

1. Collect like terms in the leaf nodes of both concepts and reduce the number of occurrences
to one by introducing variables and forming a substitution. Do this for both, or all, concepts
being considered.

2. Discard any terms that do not appear in all concept definitions. When considering many
concept definitions, one may discard from consideration concepts that lack common terms
rather than the terms themselves. As long as a relationship between at least two concepts is
established, this is permissible.

3. Use these common terms to form the precedents for a new concept definition. This definition
captures some similarity between the concepts considered which is assumed to be absent from
the initial domain theory.

This approach has been formalised in Algorithms 2 and 3. Algorithm 2 selects the analogy with
the most terms in it, corresponding to matches between any combination of definitions for both
source and target terms. This representation calculates all the possible abstractions between each
definition of both concepts, sorted in descending order of complexity. In practice, the most complex
abstraction is taken and assumed to show a closer connection between two concepts. Algorithm 3
forms the abstraction between two concepts.

Algorithm 2 Impasse(term source)
Require: source is a ground atom
targets ← rules containing predicate(s) with arguments matching the source.
SourceDefs ← rules previously derived that imply the source, stored within the rule-base.
// Collect analogies between each definition of the source and target. These analogies are stored
in "analogies" which is sorted by number of terms (descending) in the abstraction.
for all target in targets do
targetDefs ← rules previously derived that imply the source, stored within the rule-base.
for all targetDef in targetDefs do
for all sourceDef in sourceDefs do
Abstract(source, target)
store target in analogies along with its abstraction (targetDef).

end for
end for

end for
add the target, topmost from analogies, under source in the explanation structure.
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Algorithm 3 Abstract(term source, term target)
Require: source and target predicates are ordered.
get the first terms from source and target concepts.
for all predicates in source do
if current predicates from source and target concepts differ then
get next source predicate.

else
while the next predicate in the source matches the current one do
note the arguments, by arity, from source term.
get the next term from source.

end while
while the next predicate in the target matches the current one do
note the arguments, by arity, from target.
get the next term from target.

end while
for all arguments from source for this predicate. do
if there is a corresponding argument in target then
add the current predicate, with the matching argument, to the abstraction.

else
// this should be limited to once per predicate
add the current predicate, with an introduced variable as the argument, to the abstrac-
tion.

end if
end for

end if
end for
return the abstraction.

Terms are discarded which are not common to both source and target definitions, as these are
assumed to be irrelevant to whatever similarity is being captured. This is to facilitate the capture
of analogues that have the most in common. More general analogues that make a weaker claim of
similarity between concepts could also be useful but could more readily lead to over-generalisation.
Also, it may be computationally wasteful to derive very general analogues since these could po-
tentially be applied often to little effect. It seems like a better starting point to only consider
analogues that make a stronger claim. A simple heuristic and threshold could be used to prefer
more complex analogues. However, an increase in complexity would make the analogues more
expensive to match.

Replacing the goal which generated an impasse, with the analogue in place of its counterpart, could
be useful; but some account must be made for the fact that it may not apply to all situations.
This trial and error replaces some deeper reasoning that is not present in the domain theory. For
example, consider the definitions of a sensor (airspeed indicator (ASI) depicted in Figure 5.2) and
an engine (internal combustion engine (ICE)) depicted in Figure 5.1). These definitions are similar
and one could conclude that a rule, stating that a sensor can be turned off when not in use, may
apply to an engine. This is not true. Information about flight mechanics and engine design would
need to be included in the domain theory to reason about why an engine often cannot benefit from
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being turned off. This mechanism can seek to fill gaps in knowledge without the explicit reasoning,
but inductive leaps may not always be appropriate without further information.

Figure 5.1: Potential definition of Internal Combustion Engines (ICEs) as a tree.

Figure 5.2: Potential definition of Air Speed Indicators (ASIs) as a tree.

An example will be presented to illustrate the technique, followed by a discussion.

5.2.2 An Example

The analogical EBL algorithm can be applied to an energy management example. Consider the
MPMS for a UAS, once powered by only a battery, being altered to be powered by a fuel cell. The
domain theory and observations are given in Table 5.1. In this example, the domain theory lacks
the definition of a source. A definition for this will be derived using information available about
batteries and fuel cells.

Goal
can_supply(fuel_cell_1, ASI_demand)
Training Data
max_output(fuel_cell_1, 50)
demand(ASI, ASI_demand)
Domain Theory
limited(X, charge) + waste(X, heat) + requires(X, charge) + produces(X, energy) → battery(X)
fuel(X, hydrogen) + waste(X, heat) + waste(X, water) + requires(X, hydrogen) + produces(X,
energy) → fuel_cell(X)
battery(X) + max_output(X,O) > demand(C,Y) → can_supply(X,C)
fuel_cell(fuel_cell_1)
battery(battery_1)

Table 5.1: A sample input for EBL
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A general source definition that we will be derived is given as:
requires(F) ∧ waste(W) ∧ produces(energy) → source(X)

A rule applying to a battery, which should be altered to work with a fuel cell, is: battery(X) ∧
max_output(X,O) > demand(C,Y) → can_supply(X,C)

During execution of the EBL algorithm an impasse is reached when encountering the goal bat-
tery(fuel_cell_one). No rules exist which allow the fuel cell to be selected deductively; there is no
statement battery(fuel_cell_one).

The only single argument statement for fuel_cell_one is fuel_cell(fuel_cell_one). This corre-
spondence in parameters is used to identify the source and target concepts. In this case, battery
is the source concept (known solution) as it is this outer predicate which fails to match a known
statement. A concept is inferred to take the form X(fuel_cell_1). The definitions compatible with
this form are the target concepts. In this case there is one: fuel_cell(fuel_cell_1).

The definitions of the source and target concepts are given in Figures 5.3 and 5.4. These definitions
are used to form the source definition by conjunction of their similarities.

Figure 5.3: Potential definition of a batteries as a tree.

Figure 5.4: Potential definition of fuel cells as a tree.

There are three terms in this example (Requires, Waste, Produces) that are common to both
concepts. Both the source and target concepts should subscribe to the derived analogy. Differences
in parameters need to be resolved. For this reason variables are introduced for most clauses in the
new definition. For example, there are different arguments for waste so a variable is introduced.
This allows the common predicate to be included in the abstraction in a manner which ensures
that both source and target can be considered a source. Introducing a variable captures a weaker
similarity between the two concepts and is akin to weakening the pre-conditions, compared to
either target concept. A new class can be formed, resulting in the source definition.

However, produces(energy) may form part of the analogy. This is because for each occurrence of
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the produces predicate, in both source and target, energy is always the argument. Therefore, no
substitution is necessary to resolve the instances of the produces predicate. The conjunction of
these common terms results in the source definition that was proposed earlier.

After deriving the abstraction of a source, rules for the battery can be altered at the time of
application. These rules can be modified to apply to hardware that was not present when the rule
was first derived, such as a fuel cell. This is shown in Figure 5.5. Single lines depict implications
and can be read such that the lower line implies the statement above. A box shows where the
proposed technique is being applied with the double line representing an abstract similarity.

Figure 5.5: Example explanation structure starting with battery oriented rules and using abstraction
to substitute battery for source.

The highlighted area in Figure 5.5 is the point where the explanation for can_supply would fail for
lack of a sentence battery(fuel_cell_1). The double line is where two analogue cases are selected,
one from battery(X) in the domain theory. The other is inferred to exist from the binding of
fuel_cell_1 within battery(X). Since there is no exact match for battery(fuel_cell_1), it is inferred
that there may be an analogous term for fuel_cell_1. Identification of this term is akin to Access.
The analogy is generated to link the two terms and then the battery predicate can be substituted
for fuel_cell.

The derived concept could then replace the instance of battery in the explanation and a more gen-
eral rule could be derived: source(X) + max_output(X,O) > demand(C,Y) → can_supply(X,C).
Alternatively, the source predicate could be replaced with fuel_cell and the analogy sits in support
of this decision. The second approach is adopted in this chapter. This produces a less generally
applicable rule, as other pre-existing concepts might also subscribe to the new source definition.
The rule may not be applicable to these other concepts. This is an example of over-generalisation.

The rule for the battery can be expanded to consider a fuel cell. However, whilst this looks like
a sensible application of a rule in an abstract way it is likely that over-generalisation can occur.
Alternatively, rules could be generated which would ideally be prohibited with a more complete
domain theory. It is therefore important to only propose an analogy when the result is a useful
rule. The utility of an analogy is not apparent at the time of derivation therefore the individual
rules may need to be evaluated post generation.

It is worth noting at this stage that the certification of rules generated by analogy is an open
issue. Rules generated by analogy lack the implicit trust engendered by utilising deduction. This
controller is not currently certifiable. In order to progress in this direction the issue of how to
certify the domain theory itself must be addressed. Analogical rules are then an extent to an
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existing domain theory. These rules can be treated in isolation, so far as rule interaction allows. A
possible method for certifying an analogical rule is to simulate its application and bound its effects.
This representation of the rule can then be considered using a more typical argument. This is akin
to the gains scheduling approach.

Rules generated by analogy are best evaluated post generation. This includes evaluation in terms
of their certification. Analogically generated rules could be generated which lead to behaviour
outside of the flight envelope, which undermines the certification of such a system. The design of
the domain theory can limit the rules which can be generated by analogy to avoid this problem.
However, this further highlights the issue that certification of the domain theory remains an open
problem.

Analogy can be used to incorporate new hardware into an existing domain theory. This comes with
the costs of deriving and applying the abstraction. However, the technique gives an alternative
to failure which can lead to a more general domain theory. This is particularly advantageous in
terms of managing modular systems, where the domain theory may be strategically relaxed to
incorporate new hardware without needing to be manually tailored.

5.2.3 Discussion

One cost of applying an analogy is the utility problem, which is an issue that comes from any
application of EBL. The Utility problem is defined as "The difficulty in ensuring that an acquired
concept enhances the performance of the application system" [11] and is discussed more in [27].
Approaches to mitigating this should be employed, such as including a priori knowledge relating
to utility in the domain theory. Another approach is the empirical testing and removal of analogies
that increase the branching factor significantly without deriving useful rules.

Applying an analogy will have a cost, not just in matching but by increasing the branching factor
of the problem. This is a result of augmenting the domain theory; more possibilities result in longer
searches. It may be that no useful information is gained by permuting a rule to apply to a new
situation via analogy. There is no deductive evidence that the similarities between two concepts
mean that a given rule applies to both. As there is a cost and potentially no gain, since the leaps
are inductive, this technique should not be overused. There may be reason to think that similarity
with nodes higher in an explanation structure are better for judging applicability. This is described
in [38]. There may also be reasons to prefer more specific rules [39]. However, when no deductive
option is available this technique may give an alternative to backtracking or failure. Choosing to
derive an analogy could be likened to strategically weakening preconditions, given that an analogy
is a subset of atoms of a concept.

It may be possible, at any point, to derive many potential analogies between concepts. However,
since not all of these will be useful a conservative approach is to only adopt an analogy as a last
resort to failure. If an analogy is adopted during an explanation to prevent failure, then the validity
of the analogy could be assessed by whether the new rule can be successfully applied. The criteria
for judging the utility of the rules may well be domain independent. An energy management
system might keep only those rules which result in an increase in energy conservation.

Utility for EBL normally involves defining a point where explanation can end, via operational nodes.
However, the generation of rules via analogy broadens this issue. Rules generated by analogy which
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extend the domain theory are no longer a deductive application of expert knowledge. Additionally,
the validity of an analogy cannot currently be judged a priori. In this thesis it is advocated that
a rule generated by analogy should have its utility judged by empirical means. The experiment
conducted in this chapter is intended to validate the claim that useful rules can be generated by
analogy.

The current experiment allows one to validate a rule base with regards to the intent of the system.
In this chapter the intent of the system is to reduce energy consumption. However, rules could be
assessed over a series of flights both individually and in every combination. This would enable the
use of a metric to judge the validity of both a rule and a rule base. It is important to test each
rule combination in order to isolate the interactions rules have on the utility of other rules.

The assessment of individual rules could be approached by calculating the difference between the
rate of energy consumption at a baseline and when a particular rule is being executed. Consider-
ation of this metric over time could be used to judge the utility of a given rule performing a given
task. This measurement may also consider the cost of executing a rule or a larger rulebase as there
will be a lead time between identifying a rule to execute and its effect being measurable.

The metric could highlight situations where a rule which is sometimes useful does not apply. Such
insights enable the augmentation of the rule to increase its utility over the flight envelope, where
utility could be an integration of the gradients the metric over a flight. Negative utility rules could
be rejected or considered for augmentation to restrict the situations under which they apply.

Measuring energy consumption is appropriate for this particular example but different applications
have different goals and would require knowledge of a measured aspect related to the intent of a
given rule.

There may be more than one possible analogy which can be derived. Biases could be used to
narrow down the list of potential definitions, such as lexical similarity or meta-data labelling of
concepts, ideally to one. The current bias employed is to simply take the analogy that makes the
claim with the largest number of similarities. Analogues are computed for the potential matches
and the strongest is chosen. In the previous example this was the source definition.

The source definition is given by backward-chaining from the goal which causes an impasse. The
target is inferred to exist and must be searched for. This search is potentially expensive though
only a subset of the domain theory could fit the pattern.

Another use for the derived analogy is when forming new rules, the analogy can be considered first
and a general rule formed initially. The rule could also be annotated with meta-data showing any
specific concepts considered in the rule for which it does not hold, like a caveat. This would follow
from the assumption that these analogies are a simple representation of a potentially complex
relationship and can be both correct and incorrect based on factors not modelled in the system.

Any analogy proposed by this method may be flawed since it is an attempt to infer some com-
monality and relationship that is not explicitly reasoned. The more this is applied, the greater the
chance of concluding a fallacy. Therefore analogies should initially be proposed and should never
be assumed to be correct. The argument is similar to that in [70]; these analogies capture infor-
mation which can be both correct and incorrect depending on factors that the system is unaware
of. To discard them too readily risks missing important relational information but they themselves
may only capture an aspect of the real relationship. If an analogy never leads to useful rules that
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hold when encountered in reality it should be discarded. Since it may be impossible to know this,
a probability threshold, or similar technique, could indicate which rules to discard. Alternatively,
the comparison of the impact of a given analogy on the goals of the system could be used.

Commonality in language is important to this method as it requires either shared terms or analo-
gous terms. Note that although the terminal nodes for both the engine and sensor (Figures 5.1 and
5.2) are given in a common language, which is an assumption made for this technique, this need
not initially be the case. Multiple applications of analogy could build a common set of terms from
other concepts, whist discarding language that isn’t commonly employed. The common language
could be the result of previous analogical reasoning. The effect of this technique would be most
obvious where the domain theory uses disparate terms. In this type of domain, these analogy
concepts can be used to transform nodes into a more common language. Commonality in language
may not be an unreasonable assumption. This is because the knowledge was originally represented
using an altered subset of a shared language between experts. Therefore it may be that lexical
similarity can be used heuristically to establish or evaluate an analogue.

There is a danger of applying this technique too readily since over-application would be costly
and may bring about no real benefit. It is important to select when to use analogy since each
application represents an inductive leap and weakens the otherwise deductive proofs EBL produces.
It is important to bear these issues in mind during knowledge engineering.

5.3 Experiment

An experiment is proposed in order to show that analogy can allow EBL to generate fuzzy rules
for a piece of hardware that is not catered for by the domain theory. This is in order to reduce
the workload in adapting to the control of a changing platform, which is part of the aim of this
project. The situation considered is that the hardware added is new to the control system, but
strategies relating to other hardware may prove to be appropriate. Achieving the adaptation of
the domain theory to apply a strategy from one hardware component to another is the objective of
this chapter. The generation of fuzzy rules which reflect the intent of the system would satisfy this
objective i.e. rules which reduce energy consumption by controlling previously unseen hardware.

The algorithms presented in this chapter have been implemented and integrated with X-Plane.
As in the previous chapter, rules are generated for a fuzzy controller to execute. The rules are
intended to control pitch, but without including information about controlling pitch in the domain
theory. The exception to this is a statement and rule which link the pitch_command predicate
to a particular X-Plane internal value. These are used to switch the throttle output for the pitch
output, during explanation.

These experiments are intended to show that analogy can yield control rules for new hardware where
no deductive derivation is possible. This extends the deductive closure of the domain theory. The
control of pitch is analogous to the case in modular control where a new piece of hardware is added
which has no information in the domain theory with which to generate control rules. The domain
theory in this experiment requires analogical reasoning in order to generate control laws for pitch.

88



5.3.1 Design

The experiment consists of batches of 50 flights. It is assumed in this chapter that 50 flights will
still be sufficient to elicit all of the fuzzy rules and successfully cope with the variations present in
the simulator. Each flight is conducted along the same route as in the previous chapter.

X-Plane version 10 was used in the experiments in this chapter. The X-Plane update, which altered
the autopilot behaviour, has lead to the collection of a new set of results, without EBL. The impact
can be seen by comparing the average altitudes from the sets of flights before and after changes to
the autopilot. Neither set of flights uses EBL. Figure 5.6 shows the average altitude from before
the autopilot changes; this is reiterated from the last chapter for clarity. Figure 5.7 shows the same
for the dataset collected after the autopilot update.

Figure 5.6: Average altitude of the EMG-5 aircraft without EBL, before autopilot update.
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Figure 5.7: Average altitude of the EMG-5 aircraft without EBL, after autopilot update.

It is important to note that no changes were made to the plugin code, which controls the autopilot
settings and route definition. However, the route flown by the autopilot has altered significantly.
The new dataset will be used for comparison with flights which use analogy to derive pitch control
rules. This presents an issue with the comparison of findings from the previous chapters with this
one. By re-doing the result set without EBL, the results within this chapter remain self-consistent.

Pitch changes are executed by the FLCHG system in X-Plane. This means that the pitch controls
themselves are not used. It is the throttle which controls climb and descent. The throttle setting
is calculated based on the height to the next checkpoint being positive or negative. Controlling
the pitch via the joystick results in a single large alteration which is then compensated for, when
possible, by the autopilot. Because of this, it is the height to the next checkpoint which is controlled
in this chapter. Alteration of the required climb indirectly affects the throttle and therefore the
pitch.

Indirect control of the pitch means that in this chapter the parameters which are varied are the
throttle as well as the height to the next checkpoint. The domain theory is again shared persistently
between flights. Other parameters are bound by maintaining a set route.

The domain theory only contains rules to determine state, reason about relative orders of mag-
nitude, and reduce the throttle of the aircraft. There are no rules to control pitch. The domain
theory is constructed in a way which could support analogical reasoning. The inputs and the
output are abstracted such that predicate replacement can occur. Two rules are given below. The
first is from an early iteration of the domain theory, while the second is of a form which lends itself
more easily to analogy.

reporting(vvi_dial_fpm,P) ∧ reporting(total_energy_fpm,E) ∧ smaller(P,E)
∧ one_smaller(throttle_ratio_all,N) → intend(throttle_ratio_all,N)

throttle_command(I) ∧ height_to_go(H,I) ∧ velocity_sensor(C,I) ∧ reporting(H,P) ∧ report-
ing(C,E) ∧ smaller(P,E) ∧ one_smaller(I,N) → intend(I,N)
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By including the throttle_command predicate there is the possibility for an impasse here. This
impasse can result in an analogical replacement, expanding the rule to control another output.

Additionally, the output is no longer hard coded into a parameter. This could aid the flexibility of
the domain theory in a deductive sense. By abstracting the inputs and output, the relationship is
made to apply to different sources. For example, if the domain theory included other statements
which unify with throttle_command(I) then rules for multiple outputs could be derived. This can
lead to a different specialisation of I. The specialisation of I in this rule can also impact which
inputs are selected in a particular explanation as I features in other atoms.

Changes were made to the domain theory to support the formation of specific analogies. Rules
which have shared terms have been added to the domain theory to support the generation of analo-
gies. These rules embody the additional contextual information about concepts. This additional
information, unnecessary to the intended model, may be easier than eliciting a minimal domain
theory.

It is worth noting that extra information may not always need to be added in order to form
analogies. Consider if the intend predicate, which is used in the reduction strategy, were instead
intend_reduce. If there was also an increase strategy using the rule below then, by analogy, different
inputs could be controlled which have an inverse relationship. This is because the similarities
between intend_reduce and intend_increase could form an abstraction. By inverse relationship it
is meant that reduction should occur when P is bigger than E. This could expand such a domain
theory in a useful way by leveraging the intend_increase predicate rather than the intend_reduce
predicate.

throttle_command(I) ∧ height_to_go(H,I) ∧ velocity_sensor(C,I) ∧ reporting(H,P) ∧ report-
ing(C,E) ∧ bigger(P,E) ∧ one_bigger(I,N) → intend(I,N)

Conversely, it is true that this could lead to too many reduction rules. Some rules would be gen-
erated by deduction, some by analogy. Almost all situations could then yield a rule for reduction.
Too many rules would be overzealous as there are times when throttle is required. It is there-
fore important to discriminate between useful rules. In this experiment the possible analogies are
limited by the form of the domain theory.

For example, the rule for reduction itself checks that the new value is smaller than the previous
value of the output variable. This ensures that, regardless of the analogies employed further down
the tree, the output cannot increase when explaining the reduce goal. If this premise were to be
violated then the smaller predicate would lead to an impasse. The consistency of the domain
theory as it relates to orders of magnitude should be maintained. The results of smaller and bigger
need to be constant in order to meaningfully relate magnitudes.

Along with the additions to facilitate specific analogies, the domain theory is given in Table 5.2.
The table also includes the goal used to derive rules.

Goal
reduce(height_to_go,Y)
Domain Theory:
Rules
numbers
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bigger(X,Y) → smaller(Y,X)
!same(X,Y) → different(X,Y)
!bigger(Y,X) → biggest(X)
!smaller(Y,X) → smallest(X)
!same(X,Y) ∧ bigger(X,Z) ∧ bigger(Z,Y) → bigger(X,Y)
reporting(I,X) ∧ bigger(X,Y) → more_than(I,Y)
reporting(I,X) ∧ smaller(X,Y) → less_than(I,Y)
reporting(I,X) ∧ same(X,none) → none(I)
more_than(I,none) → some(I)
reporting(I,X) ∧ same(X,Y) → is(I,Y)
reporting(I,X) ∧ started(I,Y) ∧ same(X,Y) → unchanged(I)
reporting(I,X) ∧ started(I,Y) ∧ !same(X,Y) → changed(I)
reporting(I,X) ∧ smaller(Y,X) → one_smaller(I,Y)
reporting(I,X) ∧ bigger(Y,X) → one_bigger(I,Y)
reduction strategy
reporting(I,X) ∧ intend(I,N) ∧ bigger(X,N) → reduce(I,N)
throttle_command(I) ∧ height_to_go(H,I) ∧ velocity_sensor(C,I) ∧ reporting(H,P) ∧ report-
ing(C,E) ∧ same(P,E) ∧ one_smaller(I,N) → intend(I,N)
throttle_command(I) ∧ height_to_go(H,I) ∧ velocity_sensor(C,I) ∧ reporting(H,P) ∧ report-
ing(C,E) ∧ smaller(P,E) ∧ one_smaller(I,N) → intend(I,N)
state
some(parking_brake) ∧ less_than(throttle,medium) ∧ none(altitude) → state(idle)
none(parking_brake) ∧ less_than(throttle,medium) ∧ none(altitude) → state(taxi)
none(parking_brake) ∧ more_than(throttle,small) ∧ none(altitude) → state(takeoff)
current(takeoff) ∧ none(parking_brake) ∧ some(altitude) → state(flight)
analogy
controls(engine_speed) ∧ affects(air_speed) ∧ affects(acceleration) ∧ provides(thrust) ∧ re-
flects(power) → throttle_command(throttle)
controls(elevators) ∧ affects(altitude) ∧ affects(air_speed) ∧ pitches(aircraft) →
pitch_command(height_to_go)
reflects(motion) ∧ affected_by(throttle) → velocity_sensor(velocity, throttle)
reflects(climb) ∧ affected_by(pitch) ∧ affected_by(throttle) → climb_sensor(climb_rate,
height_to_go)
change_in(y) ∧ affected_by(throttle) ∧ affected_by(pitch)→ height_to_go(height_to_go, throt-
tle)
change_in(x) ∧ affected_by(throttle) ∧ affected_by(pitch) → ground_speed(groundspeed,
height_to_go)
Statements
numbers
bigger(full,huge)
bigger(huge,large)
bigger(large,medium)
bigger(medium,small)
bigger(small,tiny)
bigger(tiny,none)
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same(X,X)
analogy
throttle_command(throttle)
pitch_command(height_to_go)
height_to_go(height_to_go, throttle)
velocity_sensor(velocity, throttle)

Table 5.2: Analogical Domain Theory

The use of a single goal for this experiment also serves to limit the possible analogies. This leaves
the domain theory with an inherently hierarchical structure.

It is worth noting that, in the current implementation, analogies are not added to the domain
theory as new rules. The (sub)goal causing an impasse is swapped for the target with the larger
correspondence i.e. the one which formed the most complex derived class. Additionally, the
analogous nodes are not included in the fuzzy rule derivation process. These nodes are omitted
because the nature of the link between the source and target terms is assumed to be irrelevant to
the fuzzy rule. Instead the analogy is viewed more as evidence, or an operational node in support
of the swapped node. This allows the explanation to continue without adding goals which would
not have been present in a non-analogical explanation structure, minus the term that has been
replaced.

In this experiment the outputs of forming an analogy are any fuzzy rules generated by employing
said analogy. As no rules can be formed deductively, all rules will be formed in this experiment by
analogy. Any rules generated can, depending on their impact on the flight, sit in support of the
technique. The aim of the experiment is to show the possibility that the technique can be used to
generate useful rules after knowledge engineering has taken place.

5.3.2 Results

Initial Results

The goal given to the system is to reduce the pitch, by altering the height to the next checkpoint.
This is featured in Table 5.2. An explanation structure can be formed using the domain theory and
the given goal. Impasses are reached, and are shown in red in Figure 5.8. Additionally, the internal
names from the simulator are used, but human-readable variants are included in the domain theory
table. It is worth noting that the implementation denotes ∧ with the symbol “+”.
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Figure 5.8: Sample EBL explanation structure for deriving pitch reduction rules upon impasse.
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These impasses can be avoided by forming analogies. The analogies in this case replace the inputs
being compared and the output, but maintain the same overall structure as the throttle derivation
from the previous chapter. The output is swapped from the throttle to the height to the next
checkpoint. The inputs were also altered. The velocity sensor is swapped for the height to go to
the next checkpoint. The height to go is swapped for ground speed.

Swapping the inputs follows a simple rationale. When the ground speed is smaller than the height
to go to the next checkpoint, reduce the climb rate. The climb rate could be calculated as the
gradient: δy

δx . A larger gradient, and steeper climb, would come about when the change in x (δy)
is larger than the change in y (δx). This is embodied in Figure 5.8 by considering ground speed as
a change in x and height to go as the change in y. Therefore reduction occurs when ground speed
is smaller than the height to go to the next checkpoint.

Each measurement is fuzzified and interpolated and is therefore relative to itself. This is because
the range over which the linguistic values are interpolated is determined by past values. The rules
generated are dependent on the number of fuzzy sets and refresh rate of inputs. Both of these
factors influence the states which are considered by EBL, as well as the granularity of each rule.

Note that the output is taken as an input. This output is also written to through the switching
mechanism. Having one input being written to by two systems means that timing can affect the
rules learned, since the input will appear to have one value or another, depending on when it is
sampled. This is one motivation for using fairly large data sets and averaging. It is worth noting
that in this experiment the autopilot is always operated at 10Hz and the controller is initially
operated at the same rate.

The analogies formed, by the proposed algorithm, in order to swap the inputs and output are given
below. The derived concept is labelled as the target concept.

• affected_by(throttle_ratio_all) ∧ reflects(R)→ climb_sensor(climb_rate, height_to_go)

• affected_by(pitch) ∧ change_in(C)→ ground_speed(groundspeed, height_to_go)

• affects(A) ∧ controls(C)→ pitch_command(height_to_go)

These analogies allowed fuzzy rules to be generated. A set of 50 flights was conducted. The average
altitude, both with and without EBL, can be compared to show that the rules had an effect. These
are given in Figures 5.9 and 5.7 respectively.

The standard deviation shows the areas most affected by the derived rules. Large standard devia-
tions can be caused by differences in aircraft behaviour at the same point on the time axis. As can
be seen, the effect is concentrated at the start of a climb and in the later section of flight (from
about 5.5 minutes to 7 minutes).

The controller’s effect being concentrated at the start of a steep climb may be a result of the inputs
being measured relative to themselves, rather than a scale that applies to both. The rate of increase
in either input may be partially hidden. When both inputs are increasing then a small change,
relative to its own scale, might be significant for an input. However, it is possible such an increase
is not significant to the relationship being appealed to in the domain theory. Additionally, the
baseline throttle control is rather binary. A binary throttle controller leads to a high ground speed
when climbing, even when the climb is steep. Investigation of an interpolated fuzzy relationship
for the comparison of two inputs could prove an interesting area for future work.
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Figure 5.9: Average altitude of the aircraft. Analogical EBL controller operating at 10Hz.

The initial section of the steep climb is reduced drastically, then returns to a steep climb. This
is a less granular control of throttle than that demonstrated in Chapter 4. The loss of granular
control is related to the throttle output only being effected in a binary manner, based on the finer
control of another output (height to go). This means that a reduction in pitch may lack the finer
control required to approach optimality.

An effect, resulting in a general lowering of throttle output and therefore less dramatic pitch
changes, can be illustrated by examining the throttle behaviour. Examples, of the throttle output,
both with and without EBL, are given in Figures 5.10 and 5.11 respectively. It is worth noting
that Figure 5.10 is taken from a flight after the point where new rules had ceased to be generated.

The effect of the rules, from these two examples, appears to be a general reduction in extreme levels
of throttle output. However, more fluctuations are present. Fluctuations could cause an increase
in the distance travelled without saving sufficient energy to have a net positive effect. Also, some
of the larger plateaus have fluctuations which are small. These fluctuations come from the effect of
the fuzzy rules competing with the auto-throttle. This shows that the effect of the fuzzy controller
may be truncated by competition with the auto-throttle. The degree of competition with the
auto-throttle is affected by the switch timings.

The number of rules generated, by run, is shown in Figure 5.12. A full listing of the rules generated
is given in Table 5.3.
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Figure 5.10: Throttle control value of the EMG-5 aircraft over a single flight. Analogical EBL
controller operated at 10Hz.

Figure 5.11: Throttle control value of the EMG-5 aircraft over a single flight without analogical
EBL.
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Figure 5.12: The number of rules generated by the end of each flight is given for the 10Hz controller.

Run Input Output
ground speed climb rate Height to go Height to go

1 large large small tiny
1 medium medium medium small
1 huge huge medium small
1 huge huge huge large
1 small small medium small
1 medium medium tiny none
1 medium medium small tiny
1 small small tiny none
1 huge huge large medium
1 huge huge tiny none
1 small small huge large
1 huge huge small tiny
1 large large medium small
1 large large large medium
1 none small medium small
1 small small small tiny
2 medium medium huge large
2 large large tiny none
2 medium medium large medium
3 large large huge large
11 medium medium medium none
12 small small large medium
13 medium medium small none
17 medium medium huge small
37 large large medium tiny
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Table 5.3: Table of the fuzzy rules generated, by run, with analogy. The controller was operated at
10Hz.

The sharp increase of rules in the final run may indicate that more rules may have been generated
given a larger number of runs. The fuzzy rules, generated by analogical EBL, affected the remaining
battery charge. The remaining battery charge is plotted by run in Figure 5.13. The blue line shows
the runs without EBL enabled. The red line shows the runs with EBL enabled.

Figure 5.13: Battery charge remaining at the end of each run. Analogical EBL controller operated
at 10Hz.

Figure 5.13 shows that the rules had a negative effect on efficiency, in general. This is likely due
to the large reduction in altitude between about 5.5 and 7 minutes. This results in a longer path
taken to reach the final checkpoint.

The fuzzy rules are all part of a reduction strategy, which sits in opposition to the auto-throttle
ascending to a new checkpoint. The switch settings alter the balance between these two factors.
This was illustrated by small undulations in the plateaus on Figure 5.10, which show the throttle
behaviour. The assumption that the autopilot represented an opposing strategy may no longer
hold; the rules generated by analogy may not be representative of a strategy designed using expert
knowledge. As the assumption no longer holds, the effect of the switch timings is further examined
in a series of flights using different sampling rates for the controller.

Further Results

Sets of 50 flights were again conducted. In each case the switch setting for the fuzzy controller was
altered. The remaining charge, compared to operation without EBL enabled is given, as well as
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the number of rules generated per flight. The aim is to elicit patterns between the switch settings,
the efficacy and the number of rules generated. The following switching rates are presented: 6.6Hz
(every 0.15 seconds), 5Hz (every 0.20 seconds), 4Hz (every 0.25 seconds), and 3.3Hz (every 0.30
seconds). The figures for each result set are given below:

• The number of rules generated for a 6.6Hz controller is given in Figure 5.14. The remaining
battery charge is shown in Figure 5.15.

• The number of rules generated for a 5Hz controller is given in Figure 5.16. The remaining
battery charge is shown in Figure 5.17.

• The number of rules generated for a 4Hz controller is given in Figure 5.18. The remaining
battery charge is shown in Figure 5.19.

• The number of rules generated for a 3.3Hz controller is given in Figure 5.20. The remaining
battery charge is shown in Figure 5.21.

Figure 5.14: The number of rules generated by
the end of each flight is given. The analogical
EBL controller was operated at 6.6Hz.

Figure 5.15: The battery charge remaining at
the end of each run. Analogical EBL controller
operated at 6.6Hz.

Figure 5.16: The number of rules generated by
the end of each flight is given. The analogical
EBL controller operated at 5Hz.

Figure 5.17: The battery charge remaining at
the end of each run. Analogical EBL controller
operated at 5Hz.
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Figure 5.18: The number of rules generated by
the end of each flight is given. Analogical EBL
controller operated at 4Hz.

Figure 5.19: The battery charge remaining at
the end of each run. Analogical EBL controller
operated at 4Hz.

Figure 5.20: The number of rules generated by
the end of each flight is given. Analogical EBL
controller operated at 3.3Hz.

Figure 5.21: The battery charge remaining at
the end of each run. Analogical EBL controller
operated at 3.3Hz.

More rules were generated when the controller operated at the highest and lowest frequencies. Rule
generation was most prolific at 6.6Hz. The ’height to go’ input, which is also the output, is written
to by both the auto throttle and fuzzy controller. Rule generation is guided by the input value.
This balance may simply have exposed the EBL algorithm to more situations than other sampling
rates.

Some rules may come from seeing an output from a previous controller execution, rather than the
value from the autopilot. The input may be insufficiently reduced to cause a change in pitch and
the algorithm may produce further rules as a consequence. Not all rules generated are guaranteed
to affect the throttle on their own, since the auto throttle is specified as being concerned with
the sign of the value. Therefore several rules may need to be generated in turn, and executed in
concert, to result in an effect. This could complicate a study of the impact of individual rules in
this case.

The remaining charge was generally improved by the 4Hz controller, but a significant loss in
efficiency was evident in later runs. This may imply that rules generated earlier in this case were
of a greater utility. This implies that even when useful rules are generated from an analogy, invalid
rules may also be generated. An algorithm for adding caveats to an analogy in order to prevent
detrimental rules from being learned could be a fruitful aspect of further work. This would likely
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require clearer data on the individual impact of each rule, both alone and in conjunction with
others. Both cases need to be considered, as multiple rules may combine to produce a positive
effect where only one would not.

5.4 Conclusion

An approach for incorporating analogy into EBL has been presented. The technique could be
used to further generalise rules in a system by linking previously separate concepts. These links
are formed by deriving an abstraction. Doing this may imply that whatever reasoning held in
deriving the original rule analogously holds for the new hardware. Analogy is an example of
transfer learning.

Transfer learning can be applied as an alternative to an impasse, such as in [71]. This technique
can operate where an impasse is reached due to a mismatch between outer predicates with the
same form. The reason for addressing this type of impasse is that EBL, by generalising, already
avoids some potential impasses due to differing parameters.

By applying this technique EBL can make inductive leaps when deductive explanation fails. How-
ever, this entails all of the drawbacks of making inductive leaps. Given that the potential costs are
weighed against the possibility of no gains, the technique should be applied conservatively.

This technique could be useful in a modular power management system. By noting that a similarity
between concepts exists, previous reasoning can be assumed to hold for a new component. If these
analogues are made explicit they could be used in situations other than the one that gives rise to
them.

Whilst the rate at which the controller was operated had an impact, no clear ideal rate was
elicited. Each set of results had both positive and negative flights. The potential to derive rules
which positively affect efficiency is illustrated by each positive flight.

However, flights which performed significantly below the baseline could imply that the technique
requires further work. Each rule should ideally be evaluated for its individual impact, but where
the derivations are only possible by analogy it is likely that there may be no information for
evaluation. Deviation from known mission parameters or principles could be possible. Further
work into eliciting a general evaluation strategy for analogies would be beneficial.

It would be particularly beneficial to glean more from the underlying correlation than just a
connecting analogy. Each analogy holds only in certain circumstances. For this reason, formation
of analogy may be considered the start of an ongoing learning task.

Some rules were generated which satisfy the objective of this experiment, that being the generation
of rules for previously unseen hardware. This validates the potential of the technique in terms of
modular management. However, the nature of the results illustrate that rules other than ones
with a positive impact on energy management were produced. This means that the intent of the
management system was not realised during every rule generation. The discrimination of useful
rules should be the focal point of further work.

This chapter has demonstrated that the proposed technique can generate rules, via a simulated
application, which are applicable to previously unseen hardware. This is achieved by extending
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the closure of the domain theory. These rules support the potential of the technique to apply to
modular control, which satisfies the second objective of this work. Satisfying the first and second
objectives has resulted in an approach which fulfils part of the aim of this project. Thus far the
workload engendered by hardware changes has been reduced. In order to fulfil the aim of this
project the corresponding certification workload needs to be investigated.

It remains to consider the Fuzzy-EBL controller being implemented in an industrial context. The
main issue which arises when using an adaptive control technique in the aerospace industry is the
resulting certification difficulties. Addressing these certification difficulties is the topic of the next
chapter.
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Chapter 6

Explanation-Based Learning and
Adaptive Certification

6.1 Introduction

The aim of the project will be fulfilled when the certification workload of managing a modular
platform can be reduced. The third objective of this work is to extend the MPMS to generate
certification artefacts. This chapter is concerned with the fulfilment of the third objective.

The previous chapters proposed an adaptive control system, applied to a UAS. In order to utilise
this system in the aviation industry additional work would be required. This is because, in aviation,
software requires certification. Certification of software as part of a platform can be gained by any
sufficient safety argument. Addressing the guidelines in DO-178 is one way to pursue a safety
argument. Adherence to DO-178 relates to the software system and is part of a larger safety
argument for the whole platform, whose different aspects have different guideline documents.

This chapter posits that it is rational to have an adaptive safety argument for an adaptive system.
The preliminary work for this chapter was published as [58]. The position is illustrated by extending
EBL to generate both control laws and safety cases for them, represented using GSN. Each rule
derivation generates one GSN safety case. Safety cases link claims to evidence, which mirrors the
way that EBL links a goal to operational nodes via a domain theory.

The structures produced by EBL can be augmented to form skeletal safety cases. The structures
are first visually expressed using GSN. Then each node in the EBL structure is processed as a
new goal using a safety-specific domain theory. The explanations of the sub-goals are added to
the structure. The augmented structure can reflect a learning system by adapting alongside the
controller.

An augmented explanation structure can be constructed for each rule that has been generated for a
platform. The suite of augmented structures, along with the rules they relate to, may be sufficient
to form a substantiated safety argument. Generating safety artefacts which mirror an adapting
controller can reduce recertification effort. Each time the controller adapts, the safety cases can
automatically update to mirror these changes. This reduction of effort addresses part of the aim
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of the project.

The augmented structure gives a major benefit. Fuzzy rules normally only offer information about
the input and output states. This can limit the assurance of a fuzzy rule. However, rules generated
in this thesis can produce more detailed information pertaining to their generation. This can
include information about the processes, assumptions or reasons for connecting an input state to
an output state. It is posited that the greater transparency of this approach will be beneficial to
the certification of fuzzy rules.

The 4+1 model of fundamental principles of software safety assurance was proposed in [72]. The
model is comprised of principles which appear in standards and best practices across both domains
and projects. These principles are:

• 1: Software safety requirements shall be defined to address the software contribution to
system hazards.

• 2: The intent of software safety requirements shall be maintained throughout requirements
decomposition.

• 3: Software safety requirements shall be satisfied.

• 4: Hazardous behaviour of the software shall be identified and mitigated.

• 4+1: The confidence established in addressing the software safety principles shall be com-
mensurate to the contribution of the software to system risk.

The approach proposed in this chapter concerns principle four. The approach makes the rationale
behind the derivation of a rule more explicit. The artefacts produced tie the safety requirements to
specific rules and the assumptions that lead to their generation. Unintended software behaviour can
be the result of design decisions during development [73]. This link between rules and requirements
help to keep the design decisions made by the automatic generation of rules explicit.

Additionally, it is possible that the approach could relate to principle three. There may be cases
where demonstrating that some body of rules can never be generated would constitute evidence
that certain hazardous behaviours will not be produced. It is worth noting that this approach,
concerned with the functionality of generated rules, fits with a performance based approach, as in
[55], rather than a process based approach to software assurance.

However, the proposed approach does not impact all areas of software assurance. Firstly, the iden-
tification of systems hazards and their appropriate attribution to areas of the software functionality
is not addressed. Secondly, it has not been established what level of confidence this approach should
confer. However, static checkers could analyse the logical validity of the generated structures and
metrics proposed for analysing the utility of individual rules. Thirdly, maintaining the intent of
safety requirements during decomposition is outside of the scope of the PhD. Finally, the domain
theory used requires its own assurance argument.

A recurrent theme is that the safety argument is important [47], more important than showing that
the system meets the specification [60]. This is not surprising given that DO-178, whilst sometimes
treated as a standard, is a guideline. The guideline is a suggested method of pursuing a safety
argument via good practice. It is therefore the argument that is key, rather than the method of
presentation.
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A technique that has gained some influence in presenting safety arguments is the safety case. A
safety case links claims and evidence into hierarchical arguments, though the link between claims
and argument is not always explicit. An argument for certification can be presented using safety
cases. However, several areas present additional issues within the domain of certification. Adaptive
control is an area highlighted as having additional challenges in an entirely specification-based
framework. Adaptive control may benefit from having an adaptive safety argument [60].

Safety cases have been considered in relation to certification in other works. Safety cases as part of
certification are discussed in [47]. Whilst there are issues, it may be possible to generate and check
safety cases to form part of a solid safety argument [48]. Changes in control rules, by a system
which is able to adapt over time, should cause the generation of a set of updated safety cases. The
generated cases will, until further learning occurs, illustrate the coverage of the system.

Simulation of the flight envelope can be used to train the system, generating rules and determining
the distribution of the fuzzy sets. A trained system, which has ceased to adapt, along with a suite
of safety cases could be used to demonstrate determinism. When operating outside of the certified
flight envelope, such as in the event of a failure, it may be possible to continue these learning tasks.

Consider a system that is certified and the adaptive elements of which are supported by safety
cases. If the rest of a certification argument holds, and the safety cases remain valid, then the
certification holds whilst the adaptive safety cases are valid. Of particular import is the tying of
evidence to the claims made by the domain theory. Some work has gone into considering both
adaptive safety arguments and the verification of them [74],[48].

An adaptive safety argument, when coupled with evidence and analytical tools, could be used to
form the adaptive portion of an otherwise standards-based certification argument. If the rest of
the argument holds then the argument should hold for any state where the adaptive safety cases
remain valid. In this way EBL could be applicable to the aviation domain. Other approaches could
be incorporated into adaptive safety cases, such as the methods of applying formal mathematical
assessment techniques to autonomous agents, which could be explanation-based agents, developed
by QinetiQ [50]. An adaptive system, using EBL to generate GSN safety cases, could reduce
certification workload, which is the objective of this chapter.

The remainder of the chapter is presented as follows: Section 6.2 considers how the parallel be-
tween EBL and GSN can be leveraged in terms of certification. Section 6.3 describes the process
of generating adaptive safety cases with EBL. Example EBL-GSN structures are presented and
discussed in Section 6.4. Section 6.5 concludes the chapter.

6.2 Adaptive Justification

Safety cases can be used to present an argument that a system is safe for use in aviation. Adaptive
systems could require the adaptation of the safety cases to remain valid for each adaptation. The
automatic generation of safety cases for control rules would be advantageous. This could alleviate
some of the workload associated with the recertification of a system after a change has been made.

Generated safety cases could, in concert, present a safety argument. The safety argument could
sit in support of an application for certification. This is provided that the system proposed in
previous chapters is trained offline and online learning is disabled within the flight envelope. The
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proviso is given due to the fact that there is no sufficiently trustworthy method of automatic
validation that could operate alongside changes, justifying them in real-time. Adaptations require
re-certification and therefore learning should not take place in flight as re-certification cannot take
place in flight. Two principal properties can be demonstrated by such a safety argument: Coverage,
and determinism.

EBL is used to generate control rules and is an adaptive technique. EBL is adaptive because
explanations form new rules that can change the action of the controller for a given situation. This
is analogous to changing the gains of the controller.

EBL has already been applied within the aerospace domain [75]. One reason for the inclusion of
EBL in this work is that EBL explanations help to justify situation-action bindings and thereby
support the determinism property, which is key to establishing a safety argument. The situation-
action bindings are justified by the explanation structure. The structure contains the assumptions
and deductions that derive a particular rule. The goal represents an action and the leaf nodes a
situation, while additional parts of the structure represent the reasoning behind a rule derivation.

A set of explanation structures for every fuzzy rule would show, when unconstrained by train-
ing information, all rules that are used by the system. However, an explanation structure itself
would not constitute even a skeletal safety case. A starting point would be to express explanation
structures in a safety case notation.

GSN is a graphical notation used to present safety cases in a manner that aims to minimise am-
biguity and avoid poor writing. GSN presents arguments as a hierarchy of nodes which represent
supporting arguments. There are nodes for representing goals, strategies for achieving goals, so-
lutions (evidence to satisfy arguments), contextual information and unfinished goals. Figure 6.1
shows the components of a GSN diagram. Figure 6.2 is an example GSN safety case.

Figure 6.1: GSN nodes and their purposes. Taken from [1].
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Figure 6.2: An example safety case using GSN nodes. Taken from [1].
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There is a certain parallel in the representations of EBL and GSN, given in Table 6.1. Both are a
hierarchical decomposition headed by a goal. Both structure an argument via a series of intercon-
necting nodes. Both may eventually terminate in branches where a claim is substantiated. The
goal nodes in each representation need to be considered analogous in order for the comparison to
hold. Context nodes, which show when a node applies, could be considered similar to precondi-
tions. These preconditions could be rule meta-data in EBL, preconditions on operational actions
or even embedded as rules in the domain theory. Solution nodes would be analogous to unifications
to operational nodes in EBL. Undeveloped goals need no analogue, but could represent dearths in
domain knowledge.

EBL GSN
Hierarchical structure based on goal
decomposition.

Hierarchical structure based on goal
decomposition.

Goal Node. Goal Node.
Unification with observation. Solution Node.
Unification with domain knowledge. (Sub)Goal Node / Strategy Node.
Preconditions. Context Node.
Conceptual gaps in knowledge Undeveloped Goal.

Table 6.1: Parallels in representation between EBL and GSN.

Since there is a parallel in representation it is possible to represent an EBL explanation using GSN
nodes. Presenting explanations in this form could form a (partial) safety case, depending upon
the system. This is advocated as the first step towards generating an adaptive safety case in this
work.

The next step is to augment the explanation structures with more typical safety case nodes. GSN
nodes, which would have appeared in a hand-crafted GSN structure for the fuzzy rules, comprise
the safety-specific domain theory. Unification is the mechanism which connects nodes in the EBL
structure. The safety-specific domain theory can take advantage of unification to add safety case
nodes to the EBL structure.

A system incorporating EBL could be used as an aid to certification by generating skeletal safety
cases. This would be particularly useful when EBL is the basis for control laws that are auto-
matically generated. As EBL uses a human-readable representation, faulty assumptions and rules
can be found and corrected by a human examining the structures generated. In addition, being
able to generate or update safety cases for an adaptive controller is a good way to illustrate both
the determinism and coverage of the system at a given time. The selection of appropriate domain
representation and goals directly impacts the value of the generated safety case.

This chapter advocates maintaining an incremental safety argument for systems that need to be
change-tolerant, like in [76]. For non-trivial changes the recertification cost is related to the size
and complexity of the system. It would be better if the cost of recertification were related to
the size and complexity of the change itself [77]. The impact needs to be determined so that the
recertification effort can be limited to only relevant parts of the system. The production of a safety
case after a change, for comparison to one from before a change, could be used as an advisory tool
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for determining the impact of a change on claims and evidence. This can show equivalence between
whole, or parts of, safety arguments.

It is worth noting that any change to the fuzzy rulebase should ideally generate a safety case, be
validated using tools, and be manually inspected. This is because of the safety-critical nature of
aviation. "The acceptance of a case is (or should be), in the end, a social process." [57].

Some limitations of specification-oriented certification are summarised in [46]. These limitations
apply to adaptive systems in particular. One problem that can occur when certifying adaptive
systems lies in interpreting the model that the system has learned [50]. The approach of generating
arguments, as well as fuzzy rules, attempts to explain the internal model of the controller in a
manner applicable to certification. The fuzzy rules are generated by discarding information which
is not related directly to inputs and outputs. Therefore, it is the explanation structure that contains
the additional contextual information which could be useful in analysing not just what the rule
does, but why it was derivable.

Additionally, using EBL to generate fuzzy rules only from seen situations limits the fuzzy rule base
size. The rulebase therefore reflects the situations which a UAV has been used in, rather than
having a single monolithic rule base containing all possible permutations. This gives additional
information about what a UAV has previously done and alongside the explanation structures,
which also contain additional contextual information, can aid the interpretation of a rule.

Adaptive certification couples strongly with verification. Verification can help to expand the do-
main theory by discussion of the safety argument. For example, the addition of undeveloped
goals to an augmented explanation structure, which come about through safety discussions, could
identify areas for further domain theory development.

Examination of the system through simulation is useful as it is a non-destructive process, allowing
exposure of the system to a variety of scenarios in a safe environment, albeit in a closed-world
manner. Simulation is also a useful tool in training and guiding the generation of a fuzzy controller
in this work. During verification, greater coverage could lead to a more mature safety argument.
There are tools to help with demonstrating coverage [54].

It may be possible to certify rules post generation, through simulation and validation. However,
the technique proposed in this chapter attempts to provide additional assurance with regards to
what a generated rule’s behaviour is. This is achieved via the generation of safety artefacts from
explanation structures. However, since the information required to generate these structures is
embedded in the domain theory it is important to note that the certification of the domain theory
remains an issue.

It is worth considering further the validation of generated safety cases. Past arguments could be
stored as baselines. Additionally, a baseline could be developed which constrains the form of future
arguments. Before introducing any new rule the argument could be updated and validated, possibly
using the approach in [64], to give some measure of confidence that the rule has no compromising
impact on system behaviour. This could automate part of the certification process for an adaptive
controller. This approach would probably be too costly for online learning, though it could aid in
maintaining offline learning systems.

One concern is that the conclusions drawn by EBL are a direct result of the specifics of the domain
theory, which are usually hand-coded expert knowledge. The confidence in the fuzzy rules elicited
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by EBL is therefore dependent on the confidence engendered by the knowledge engineering phase,
which produces the domain theory. Validation of the domain theory is therefore also an important
issue.

6.3 EBL-GSN Structure Generation

The process for generating automated safety cases is given in this section. This process will be
illustrated by considering a simple explanation structure. The structure is shown in Figure 6.3 and
considers whether a particular linguistic value is smaller than another.

Figure 6.3: A simple EBL structure to be converted to an example safety case.

The structure given in Figure 6.3 does not correspond to a fuzzy rule, as would normally be the
case. This example is a simpler case for illustrative reasons. Further examples will be given in
Section 6.4 which relate to specific fuzzy rules.

The whole explanation structure is taken as a starting point as it contains the goal and leaf nodes.
A subset of the leaf nodes are taken to form a fuzzy rule precedent, while the goal node is used to
form the fuzzy antecedent. However, the structure also contains additional information which is
useful in explaining the background of the rule.

This information is useful during the development as well as the certification process, since concerns
regarding the safety and the nature of the rules to be generated overlap. Discussion of a combined

111



structure can highlight issues for consideration in both processes.

Two steps are taken to generate the skeletal safety case. The first step is to express the explanation
structure in terms of GSN nodes. This is shown in Figure 6.4. The parallel between EBL and GSN
is exploited to do this.

Figure 6.4: A simple EBL structure expressed using GSN notation.

The second step is to augment this structure with nodes from a safety-specific domain theory. Each
node in the explanation structure is taken as the topmost goal of a new explanation structure. Once
this new sub-structure has been generated it is incorporated into the original. The sub-structure
is formed from the safety-specific domain theory. Figure 6.5 shows an EBL-GSN strucure. The
safety-specific domain theory used is given below in Table 6.2. The domain theory is designed
simply to show the process of including each of the nodes from Figure 6.1. The following section
applies this process to more complex examples.

Domain Theory:
strategy(this subgoal is specific to the variable binding) → bigger(medium,small)
goal(The goal compares the variables x=,X, and y=,Y,) → smaller(X,Y)
undeveloped() ∧ context(Other explanations are possible depending on the variable binding of the
topmost goal) → smaller(X,Y)
strategy(this subgoal applies to all instances of the predicate bigger) → bigger(X,Y)
solution(each subgoal is supported by a solution in this structure) → strategy(T)

Table 6.2: Sample safety domain theory
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Figure 6.5: A simple EBL structure annotated to form a sample safety case.
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Figure 6.5 gives an explanation structure which has been augmented with a safety domain theory.
It shows that each of the nodes from Figure 6.1 can be incorporated into an EBL explanation
structure. In this chapter blue nodes represent those from the safety domain theory. These nodes
can also incorporate variables from the explanation structure. Unification can be used to include
one node in multiple positions within the structure, where the argument applies in multiple places.
If a rule is given in the safety domain theory which unifies with several areas of the explanation
structure, then this can be limited by including specific parameters in the head of a rule. A
rule in a safety domain theory might have the antecedent bigger(X,Y), which will unify with all
examples of nodes using the precedent bigger. In addition to this, a rule could have the antecedent
bigger(medium,small). This second rule will only be incorporated alongside the first in the event
that the variable bindings for the goal from the EBL structure match the substitution: [X=medium,
Y=small].

Currently the process shares the same limitations, in terms of forming structures, as the EBL
implementation. One such limitation is that of rules having single term antecedents. The technique
also shares the expressive power of the EBL implementation. There may still be ideas which cannot
be easily expressed using this technique without further implementation. Natural language may
not always fit ideally with the explanation structure as it relates to a much larger universe of
discourse. However, this work advocates this technique as a starting point to generating safety
cases from EBL structures.

The safety domain theory has some differences, in presentation and interpretation, from the domain
theory used to construct regular EBL structures. The predicates in this implementation are limited
to nodes from Figure 6.1. The visualisation program expresses each of these predicates with the
appropriate GSN node. The second difference is that the parameters of each predicate are run
together to generate the text for each GSN node. This allows for the inclusion of variables from
the original explanation structure. Each of the variables is included as a separate parameter.

There are also some differences between the EBL implementation and the GSN-EBL implemen-
tation. The GSN-EBL implementation is responsible for the safety-specific explanations using
goals from an EBL structure. No domain theory of statements, inputs, or observations is given
as an input to the algorithm. The notion of operationality is dropped when forming the GSN
sub-structures. This is because the issues that the notion of operationality was introduced to ad-
dress are not of concern in this domain. The operationality criterion was introduced to limit the
production of rules which had a negative, little, or no gain in overall efficiency. However, these
rules still increased the computational overhead of the system. In this case no rules are produced,
just structures. It is also paramount that all of the nodes from the safety-specific domain theory
be included to express the safety argument.

When a choice point is found a different process is also followed. A choice point is where more
than one node can be added to the explanation structure to explain a goal. Normally, nodes after
the first are noted as alternative paths which can be tried in the event that the first node leads to
a failure of explanation. In terms of a safety domain theory there are no alternative paths, just
more aspects to considering a particular goal. For this reason, all unifying nodes are added when
they are found. An example of this is shown, where more than one rule is used, when annotating
smaller(small,large) in Figure 6.5.

The visualisation of the EBL-GSN structures is handled separately from the formation of the
structures. There are some differences compared to visualising the EBL structures. The rules,
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from the safety-specific domain theory, are themselves omitted from the structure. Precedent
nodes are included without the intermediate which links the EBL goal to the GSN node(s). In this
work intermediate links are displayed in EBL structures when a rule node has its precedent terms
added as separate child nodes. This is not necessarily different from EBL, but it is the case in
this implementation that such nodes are included when displaying EBL structures. This would be
akin to omitting the node !same(large,small) ∧ bigger(large,medium) ∧ bigger(medium,small) →
bigger(large,small) from Figure 6.5, instead adding !same(large,small), bigger(large,medium), and
bigger(medium,small) directly underneath bigger(large,small).

The approach has been used to generate some EBL-GSN structures for derivations of fuzzy rules,
generated in Chapter 4.

6.4 Examples and Discussion

This chapter proposes a method of generating skeletal safety cases in support of EBL generated
fuzzy rules. This is to meet one of the objectives of this project; namely, to reduce the recertification
workload of the software system engendered by a hardware change.

Rules were generated in the first experiment of Chapter 4. This change in the software system
requires an additional certification effort. It would be useful to have skeletal safety cases for the
rules that were generated. The generated structures express a safety argument for the software
system, focused on the control rules. Some rules from Chapter 4, given in Table 6.3, will be used
to form skeletal safety cases.

Run Input Output
Throttle in Energy (f min−1) Climb (f) Throttle out

1 tiny none none none
6 full small small huge
23 full full none huge

Table 6.3: Table of the fuzzy rules generated. These rules are to be explained and augmented to
form EBL-GSN structures.

In order to form the EBL-GSN structures a safety-specific domain theory is required. This domain
theory is given in Table 6.4.

Safety Domain Theory
context(Does,I, exist as a physical sensor outside of the simulator) ∧ goal(Consider the impact of
fuzzification on rule generation) ∧ solution(Link to sensor safety case for,I) → reporting(I,X)
context(height to go is informed by the flight plan. This is not the standard use for this input) →
reporting(vvi_dial_fpm,X)
strategy(Show that timing does not inhibit a necessary rule being generated) ∧ strategy(Show that
the width of fuzzy sets do not prohibit useful input states from being recognised)→ goal(Consider
the impact of fuzzification on rule generation)
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solution(Compare the goals generated over the entire flight envelope with various timing settings)
→ strategy(Show that timing does not inhibit a necessary rule being generated)
solution(Link to a study on the impact of granularity of fuzzy sets on rule generation) ∧ goal(The
system should not change fuzzy set widths after deployment) → strategy(Show that the width of
fuzzy sets do not prohibit useful input states from being recognised)
solution(fuzzy sets are chosen through simulation of flight envelope) → goal(The system should
not change fuzzy set widths after deployment)
goal(Reduction of throttle does not lead to unsafe performance) → reduce(I,X)
goal(The ability to climb is always maintained) → goal(Reduction of throttle does not lead to
unsafe performance)
strategy(Switching mechanism competes with reduction rules)→ goal(The ability to climb is always
maintained)
solution(Comparison over flight envelope in study on the impact of different switch settings autopi-
lot/controller competition) ∧ undeveloped() ∧ context(Competition is also possible via an increase
strategy so as to also be informed by the flight plan) → strategy(Switching mechanism competes
with reduction rules)
goal(Selection of inputs for determining reduction is appropriate) → intend(I,X)
solution(Selected inputs mirror approximation of gradient) ∧ undeveloped() → goal(Selection of
inputs for determining reduction is appropriate)
goal(Use of next fuzzy set down as an appropriate output) → one_smaller(I,X)
solution(Link to a study on the impact of granularity of fuzzy sets on rule execution) → goal(Use
of next fuzzy set down as an appropriate output)

Table 6.4: The safety-specific domain theory used to produce skeletal safety cases.

The process was applied to the rules in Table 6.3. The original explanation structures are comprised
of the nodes outlined in black, while the blue nodes are those from the safety domain theory. One
obvious aspect of the safety domain theory is that it tends towards a greater verbosity. This could
make the management and display of such structures problematic. For this reason, the values of
the GSN nodes are abstracted into Table 6.5. The EBL-GSN structures that were produced are
shown in Figures 6.6, 6.7, and 6.8.

EBL-GSN Key
Goal:
(1) Reduction of throttle does not lead to unsafe performance
(2) The ability to climb is always maintained
(4) Selection of inputs for determining reduction is appropriate
(6) Consider the impact of fuzzification on rule generation
(17) Use of next fuzzy set down as an appropriate output
(25) The system should not change fuzzy set widths after deployment
Solution:
(5) Link to sensor safety case for throttle_ratio_all
(10) Selected inputs mirror approximation of gradient
(14) Comparison over flight envelope in study on the impact of different switch settings autopi-
lot/controller competition
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(18) Link to sensor safety case for total_energy_fpm
(21) Link to sensor safety case for vvi_dial_fpm
(26) Link to a study on the impact of granularity of fuzzy sets on rule generation
(27) Compare the goals generated over the entire flight envelope with various timing settings
(28) Link to a study on the impact of granularity of fuzzy sets on rule execution
(34) Fuzzy sets are chosen through simulation of flight envelope
Context:
(7) Does throttle_ratio_all exist as a physical sensor outside of the simulator
(13) Competition is also possible via an increase strategy so as to also be informed by the flight
plan
(20) Does total_energy_fpm exist as a physical sensor outside of the simulator
(23) Does vvi_dial_fpm exist as a physical sensor outside of the simulator
(24) This is not the standard use for this input
Strategy:
(8) Switching mechanism competes with reduction rules
(11) Show that the width of fuzzy sets do not prohibit useful input states from being recognised
(12) Show that timing does not inhibit a necessary rule being generated

Table 6.5: The key which abstracts the text out of the GSN nodes in the example EBL-GSN
structures.
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Figure 6.6: An EBL-GSN structure representing the rule derivation from run 1.
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Figure 6.7: An EBL-GSN structure representing the rule derivation from run 6.
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Figure 6.8: An EBL-GSN structure representing the rule derivation from run 23.
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As can be seen, there is a great deal of similarity between Figures 6.6, 6.7, and 6.8. The structures
can differ in several ways. In Figure 6.8, the node smaller(none,full) differs from the other two
figures which use the same predicate in this position. The deviation occurs because the domain
theory has two rules which imply the intend goal. A more complex domain theory would produce
more varied diagrams. This difference could be harnessed in the safety domain theory to elicit
a different structure where there are concerns specific to each strategy. Another possibility is to
include more instances of nodes with specific variable bindings to only augment some structures.
These are both points to consider when contrasting multiple structures during the design process.
Both approaches seek to make more specific structures for each rule.

One limitation of the technique is that some nodes may appear more times than is necessary as
they will be unified with each possible node. It may be the case that only the topmost instance of
bigger(X,Y) requires a specific annotation. One possibility is to use an intermediate explanation
pass, to annotate the original EBL structure with additional contextual nodes. These additional
nodes can then be explained further. An example of a context node might be a node to count
the number of occurrences of each particular term in a structure. Alternatively, an additional
explanation could occur separately from the process to add statements into one of the domain
theories, which would have the same effect. The effect is that additional nodes are added to specific
positions to make previously repeated nodes into unique examples. These specific examples can
then be referred to in the safety-specific domain theory to prevent repetition of safety-specific
nodes. These possibilities apply to situations where variable binding will not give the required
uniqueness.

There is one main advantage to this process, apart from in reducing certification effort. This is
that, in order to design the safety domain, theory various stakeholders need to be brought together
during the design process. This will give both domain theories a more varied scrutiny. This could
help to identify development issues early for both processes. Issues which are identified earlier in
the software development process require fewer resources to correct.

Further research would be useful in extending this process, via intermediate annotation and the
inclusion of more types of GSN node. The extended process should be applied to more realistic case
studies in order to ascertain the work that needs to be done in order to have the process accepted
into the aviation industry. As presented, the technique has the potential to generate safety artefacts
to express part of the safety argument. Changes to the system result in updated structures. Whilst
these structures may not form complete safety cases, they reduce the work required by the dynamic
interleaving of one domain theory with another, using specific observations as a bias. In this way
the objective for this chapter has been addressed.

6.5 Conclusion

A process for generating partial safety cases from explanation structures was presented. Several
examples were generated for existing fuzzy rules. An argument for adaptive safety cases expressing
part or all of a safety argument has also been presented alongside the consideration of adopting
EBL within the aviation industry. The method discussed in this chapter is proposed as a way to
reduce the certification effort engendered when a change in hardware requires a change in control
rules. The automation of safety case generation, allowing for a contrast of the system before and
after a change, is how this objective is satisfied. The examples presented are dependent on the
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domain theories and represent a larger range of possibility than was demonstrated.

The ability for a system to explain its actions in relation to safety concerns could be useful in the
context of aviation certification. EBL could be used as an aid towards automatically maintaining
safety arguments, especially where the conclusions or rules that require justification were reached
by EBL initially. This representation could also be useful in identifying faulty logic, thus aiding
interpretation of the internal model. This advantage is realised by the inclusion of extra information
that went into the formation of a given rule. Extra information is information in excess of what
forms the rule itself. Additionally, these safety cases can be used to demonstrate coverage and
determinism, both key properties of safety arguments. Another advantage to this process is in
bringing more stakeholders together early in the design process to consider certification. This is a
result of the need to design a safety-specific domain theory which interacts with the EBL domain
theory. By facilitating this interaction, issues can be identified earlier, which aids the development
process.

This chapter has demonstrated an extension to the MPMS capable of generating safety case frag-
ments. These fragments are centered around the derivation of a given fuzzy rule. Each fragment
is intended to support the consideration of the safety aspects of an individual generated rule, early
in development. The MPMS can augment rule derivations with the core GSN nodes, utilising the
expressive power of unification. This chapter fulfils the third objective of this work. In fulfilling all
three objectives, both the software and certification efforts for modular management are reduced.
The aim of this project has been satisfied. However, this work has both elicited some interesting
angles of future work and may have wider applications which should be considered.

Further work will involve applying this approach to a more realistic case study. The process
should also be augmented to allow for a greater range of GSN nodes to be included. Both of
these could facilitate a more detailed evaluation of the utility of the approach. It would also be
useful to ascertain if there are any aspects of a safety argument that cannot be represented by
this approach. Additionally, the process could be expanded to include the consideration of meta-
data about the original EBL structure to be included in the safety domain theory. This allows a
reduction in repetition of safety-specific nodes. Furthermore, the collection and integration of data
collected in simulation could be achieved to facilitate further automation. It is also possible to
apply EBL to the examination of control laws embedded or generated by different techniques. This
approach could be expanded for use with any tree-structure producing technique. SVMs might be
an interesting technique, when integrated with EBL as in other works, to consider alongside the
automatic generation of safety cases.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

There is interest in changing the hardware that comprises a UAS between uses. This is in addition
to the changes which occur over the lifetime of any aviation platform, such as upgrades and
degradation. When hardware changes it may be the case that the software which manages the
platform also needs to change. This is the case when the change alters the nature of the system
resulting in a different ideal behaviour. Additionally, hardware platforms are certified in aviation.
Changes to a platform require that the platform is recertified, unless that particular combination
has already been certified. These two sources of work engendered by a change in hardware are
the motivation of this project. Therefore, the aim of the project is to: reduce the software and
certification efforts engendered by the management of a modular platform. Three objectives were
proposed which relate to the techniques proposed to address the aim.

The aim is concerned with reducing the workload of an MPMS in two main areas. Firstly, there is
the workload involved with expanding a software system to incorporate new hardware. Secondly,
there is the certification effort required to support the software alterations arising in the first area.

In order to reduce the software workload two problems must be addressed. Firstly, the control
software must be able to adapt to changes in known hardware. Such changes may be incurred
by hardware upgrades, as well as the degradation in hardware performance over time. Hardware
upgrades in this sense involve changing one item of hardware for another that performs the same
task in the same way. However, a change in hardware may require a different set of control rules.
The scope of these changes may exceed a single item of hardware. Secondly, the control system
should be able to adapt to the introduction of new hardware. New hardware in this case refers to
hardware which cannot be catered for with the existing control system explicitly.

Generalisation is proposed to address the first problem; specifically, the use of general strategies
to generate hardware-specific rules. By generating the specific control rules, the effort of effecting
a software change can be largely automated. The automation of software changes is intended to
partially fulfil the aim of the project. This is the motivation for the first objective.

Transfer learning is proposed to address the second problem. Transfer learning could allow the
application of a general strategy to a new hardware item. In this way, the software can use transfer
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learning to extend itself to control hardware which was not originally covered by the controller.
This is the motivation for the second objective.

In order to reduce the certification workload a problem must be addressed. When the software
system adapts, a new safety case must be presented.

This workload can be alleviated by attempting to automate the generation of safety cases. The
generation of safety case fragments from rule derivations is proposed. Augmenting rule derivations
with additional, safety-specific, information can provide for automation. This is the motivation for
the third objective.

The first objective is: To investigate the integration of EBL and fuzzy controllers. The two tech-
niques have been integrated. EBL was proposed to generate fuzzy rules which are executed by
a fuzzy controller. Inputs are fuzzified, with EBL and the fuzzy controller both interpreting the
inputs, as linguistic values, in different ways. This, along with some caveats, facilitated the com-
munication between the techniques. This objective was proposed to investigate an approach to
automate the generation of specific rules for a platform given a general strategy. This is one way
to reduce the workload of changing a software controller when its hardware platform changes.
The kinds of change that are mitigated by this approach are changes where the hardware changed
shares a strategy for control. The technique is tolerant to changes in specifics.

The second objective is: To investigate the extension of EBL to perform transfer learning. The
inclusion of analogy into EBL was proposed. Upon reaching in impasse where no deductive solution
is possible it may be useful to employ analogy instead of unification. Analogies are supported by
deriving a new concept formed using the similarities between the concept which causes an impasse
and one which shares parameters with it. This process may be likened to strategically generalising
the predicate rather than the parameters of a term. This allows for the integrated EBL-fuzzy system
to be expanded to apply to changes in hardware which have no applicable deductive strategy, by
using other strategies to control hardware otherwise outside the deductive closure of the system.
These first two objectives are intended to address the workload relating to the software system,
referenced in the aim.

The third objective is: To investigate the extension of EBL to produce certification artefacts.
Explanation structures are used to generate fuzzy rules and each fuzzy rule is generated from one
structure. The structures contain information in excess of that which is required to form the fuzzy
rule. This additional information, contained within the domain theory, is augmented with further
explanation using a safety-specific domain theory. These composite structures are the basis of a
safety case. By generating these structures, the certification workload for the fuzzy controller is
reduced.

By completing the objectives of this project the aim has been satisfied. The MPMS is comprised
of the components developed for each of the three objectives. The MPMS itself was proposed to
address a dearth in the literature; In aviation control, the work on IMA has so far concentrated on
the IMA architecture and not the impact of modularity on the software operating within it. The
MPMS is one such piece of software and reduces the workload caused by a change in the hardware
being managed. However, the MPMS need not be concerned with only power management or
aviation but can apply more generally to modular control. Additionally, modular systems within
domains which require certification could benefit from this work.

Another area which the MPMS could relate to is the management and control of modular reconfig-
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urable robots. This is an example of a domain where part of the MPMS could be relevant, since it
is a domain where certification may not be required. The selection of EBL and Fuzzy control was
motivated by the desire to utilise human-readable techniques, which certification benefits from.
Without this constraint, other techniques could be integrated. ANNs are a good example, as they
are a black-box system and would present additional barriers to certification, but could potentially
bring tabula rasa learning to EBL. Extending EBL in this manner is another interesting area of
literature that the MPMS could impact after further work.

Without the constraint of controlling a platform with very limited resources, a UAS, a tighter
coupling between techniques could be considered. This could further the impact of the MPMS by
including more domains into a system following the same concept. The shared concept is the aim
of this project.

An existing limitation of the MPMS is the need to train controllers. This requires time and high
quality simulation. The simulations need to be high quality as the system becomes specialised by
its inputs and therefore its fidelity is reliant on the input data provided.

The MPMS as a system requires further work. The most significant limitation is that it is not
clear how to pursue the certification of a rule based on analogy. Further work is required to extend
the system to be adept at including evidence into safety cases in a manner which would support
both deductive and analogical rule derivations. Furthermore, work would be required to adopt this
system into industry. One matter that would need to be addressed before industrial application is
the certification of the MPMS itself. Adaptive safety cases could help to form a safety argument
for the generated rules, but the controller and rule generator would require their own justification.
Currently, the MPMS is limited to domains where certification can be obtained via safety cases.

The work for each objective is considered further. Each area may have a wider impact than was
discussed within the scope of this project.

EBL and Fuzzy Control

An approach for integrating EBL and fuzzy control was presented in Chapter 3. By integrating
these techniques EBL can reason about inputs by employing a set of linguistic values. The fuzzy
controller can have specialised rules generated from a general strategy by EBL. These rules can
benefit from the comparatively rapid execution inherent to fuzzy controllers.

Communication from EBL to the fuzzy controller was considered. Explanation structures are taken
and converted into fuzzy rules. The goal of the structure needs to represent an output and the
leaf nodes of the structure need to describe a state. Any nodes which are not relevant to these
two aspects are discarded. The remaining nodes are converted into a fuzzy rule. The underlying
implication is that the leaf nodes can be taken to imply the goal. This implication is already
employed in EBL as the term chunking. Chunking is part of the generalisation process, along with
undoing variable bindings.

The domain theory EBL uses contains general control strategies. These strategies are specialised
to form fuzzy rules. Specialisation is driven by the inputs, which are fuzzified and communicated
to EBL. The fuzzy rules are executed by the fuzzy controller. By employing general strategies,
rules can be generated for a variety of situations and hardware configurations without additional
work. This approach is successful in preventing additional work where hardware changes require
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a different specialisation of a particular strategy. An example of this is that, when controlling a
particular item of hardware, the system changes. The changes are made to other hardware items,
but the change in platform behaviour requires a different set of control rules for the given item.

Using a general strategy to generate specific rules has some implications. Firstly, the permutations
are driven by a bias. Training data presented to the controller determines what rules will be
generated. This process can be automated to reduce the workload required, but there is still
a training overhead. Secondly, whilst it may be useful to analyse each rule when evaluating a
controller, much can be discovered by considering the strategy which leads to a group of rules.
This allows the consideration of rules alongside additional information relating to their conception,
which can aid in understanding what has been generated.

Communication from the fuzzy controller to EBL was considered. This is realised by converting
inputs into a form which can be interpreted differently by each controller. This takes the form of
fuzzifying inputs and marshalling them into a form which includes a predicate, an identifier for the
input, and the linguistic value. This marshalled input is interpreted using predicate logic by EBL.
Membership is abstracted out of this form and the state of each input is considered in abstract.
When these values are included in the fuzzy rules generated by EBL, membership is considered
during the defuzzification process. In this way the power of fuzzy control is not diluted, despite
being abstracted from EBL.

Another aspect of the EBL-fuzzy integration proposed is that fuzzy sets are interpolated. This
allows the same linguistic variable to be applied to every input, yet have a different meaning. Each
distribution of linguistic values is scaled across the values which have been previously encountered
for that input. This allows for certain hardware changes to be automatically accounted for as
the sets scale. Scaling the fuzzy sets avoids the need for additional work when certain changes in
hardware occur. Examples of this include the degradation of hardware over time, or upgrading a
particular item of hardware such that the input values change but the control strategy remains the
same.

The interpolation of a single linguistic variable over multiple inputs may impact the wider literature.
In conception this allows each linguistic term to be contextual. A bucket being full and a lake being
full are described using the same language but refer to very different volumes of water. Having
only a few terms, contextualised to each input, allows EBL to reason about orders of magnitude
with only a few terms. Additionally, when rules referencing these values are generated they will
be interpreted appropriately to the input.

Chapter 4 presents an experiment for validating the integration of EBL with a fuzzy controller.
The energy requirements of a given flight are recorded. When the EBL-fuzzy controller is employed
an energy saving is noted; this corresponds to the assertion that the approach can produce rules
which reflect the intent of the domain theory. Additionally, this experiment is conducted on a
second platform to consider whether the approach is applicable to modular control. Control of a
different platform is considered as an extreme case of modularity. The throttle is controlled on
both platforms, to reduce energy consumption. A different set of rules were generated for each
platform, both resulting in a reduction in energy expenditure over the flight.

The experiments are concerned with providing a proof of concept. More detailed experiments could
be conducted to establish more specific conclusions. However, the behaviour of the controller is
dependent upon the knowledge engineering, in the form of the domain theory. A different do-
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main theory can produce very different results. This merits consideration when designing further
experiments. Additionally, the fidelity of the simulator in relation to energy management is lim-
ited. Further experiments would benefit from hardware test-beds or matlab-integrated X-Plane
solutions.

The experimental results provide a proof of concept for the integration of EBL and fuzzy controllers.
This approach could apply to many other areas. An example is the games industry, where an entity
might have a single strategy which can be specialised to many situations, rather than developing
a monolithic rule base or decision tree. The commonality which would make this an interesting
additional domain is the need for fast reactions while desiring a simple development process. The
entities in games could be allowed to learn online and develop faster reactions to seeing the same
situation more than once.

The experiment has some limitations. Firstly, the goal selection process is competitive in nature
which could lead to a bias in the rules developed as well as variation regarding when they are
first derived. This had a limited impact on the experiment as only the reduce and state goals
were in competition and these were threaded. Further experimentation may need to consider this
issue. There was also variation in the data received for each flight; a sample size of 50 was used in
order to limit the variations given by the simulator. These can be identified by comparison to the
control group. The control group are the experiments conducted without EBL control. Due to the
variance only general trends are elicited from this experiment. However, the effects of including
the controller are pronounced. A final limitation of the experimental work is the lack of contrast
with other techniques. The existing industry implementation is absent from the simulator and AI
techniques are limited to non-flight critical applications currently. A more speculative study could
contrast this technique with others. However, in flight fuzzy controllers are used and these are a
mature area of study. Additionally, since the specific rules generated are expert knowledge it is
this which would be tested if the technique were contrasted with ANNs.

The results show that the integration of EBL and fuzzy control can be used to automate software
changes. These software changes are a reaction to an update or degradation of existing hardware.
Investigation of EBL and fuzzy control in these terms satisfies the first objective and goes some
way to fulfilling the first part of the project aim.

This research could be of wider interest, in domains other than aviation control. It remains to
propose some further areas for study.

EBL and Analogy

Chapter 5 presented a technique for incorporating analogical reasoning into EBL. When reaching
an impasse it may be possible to replace the predicate by forming an analogy. The predicate
causing an impasse is selected as the source. A target predicate is searched for, using parameter
values as a bias. The definitions of both source and target are used to form an abstraction which
both subscribe to. This is achieved by forming the abstraction from commonalities between the
source and target definitions. Abstractions act as supporting evidence for swapping the source
predicate for the target predicate. This allows explanation to continue.

An experiment was conducted to consider whether useful rules can be generated by analogy. These
experiments were the same as in Chapter 4 except that no deductive rules could be generated.
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The item of hardware being controlled was not given a strategy and instead permutes the throttle
reduction strategy. Controlling an item of hardware which lacks rules within the domain theory is
akin to encountering a new item of hardware for which the domain theory takes no account. The
intent of including analogy into EBL was to further EBL’s ability to generate fuzzy rules for other
examples of modularity than those considered in Chapter 3.

Rules were generated which positively impacted the energy consumption of the hardware platform.
This supports the possibility of extending EBL to include analogy. However, rules were also
generated which had a negative impact on energy consumption.

Rules generated by deduction are as suitable as the domain theory which is used to generate them.
However, analogy does not share this property. Therefore, rules generated by analogy require
justification and may not be applicable. This is the reason why analogy is only used at an impasse
where no deductive option is available. Additionally, the validity of a rule generated by analogy
may not be decidable a priori. It seems likely that rules require evidence to support their adoption
in addition to an analogy. This evidence may need to be gathered by using such a rule.

The autopilot attempts to employ an over-provision of thrust and climb more steeply than was
necessary. The competition between the rules generated and the autopilot was also considered by
altering the switch sampling rates. Different rates had different impacts on the energy consumption
observed. This may imply that the rules generated may be applicable, or not, based on their
interactions with other opposing influences.

EBL has previously been considered alongside analogy in order to form a more complete domain
theory from two incomplete domain theories. This work proposes a different outlook, as well as a
focus on supporting the generalisation of predicates. The outlook is to assume that the domain
theory is incomplete but may hint at deeper relations than are explicitly stated. The extension of
EBL to continue explanation when reaching an impasse is part of a broader literature. This work
may highlight some directions for impasse resolution in general. Perhaps impasses can be used
to highlight areas where a technique should become more explorative as they signal a gap in the
domain theory.

Another area where this work could find value is in considering the value of mixing modes of
learning. By demonstrating the ability of analogy to generate useful rules, the applicability of
EBL can be extended. However, emergent behaviours as a result of this have not featured in this
work.

The ability to generate some useful rules using analogy has been shown. These rules are generated
for hardware which was previously outside of the scope of the system. This has been achieved
using transfer learning. By extending the rule generation mechanism in this way the technique
has been shown to be applicable to modular control. Investigation of this issue satisfies the second
objective. By satisfying the first two objectives the project aim is fulfilled in terms of reducing the
relevant software alteration workload.

Some areas for further study were elicited in this work and are discussed in more detail in Section
7.2.
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Adaptive Safety Arguments

A method for augmenting explanation structures to generate skeletal safety cases was presented in
Chapter 6. Explanation structures are used as a basis as they relate to a particular rule derivation
but include additional information. This additional information can be useful in understanding the
rule and the constraints present during rule derivation. Automation of this process could help in
maintaining an adaptive safety argument for the adaptive elements of a controller. This adaptive
argument could fit within a more traditional safety argument. This was motivated by the desire to
reduce the workload in re-certifying a system after a hardware change causes a change in control
software.

The comparison of an argument generated before and after a hardware change could help in
identifying the impact of such a change, which is an issue with re-certification. This technique
could apply to other domains, but is limited to techniques which use a tree structure. Additionally,
effort is required to generate a safety-specific domain theory which is used to augment the tree
structures. However, this effort may encourage bringing together safety and knowledge engineers
early in the development process, which could prove beneficial.

This approach could be used, by the strategic selection of goals, to examine the domain theory
entire. This would be useful as deductive rules are a result of a given domain theory. An argument
for the domain theory, separate from the specific rules derived, may prove useful. In this case,
any technique which increases the deductive closure of the domain theory could be more clearly
examined.

The approach considers the functionality of the software by expanding each rule and including
information relating to its generation. This makes design decisions made by the automatic genera-
tor explicit. Linking rules and the assumptions that lead to their generation explicitly to software
safety requirements can aid in validation.

The approach could be applied to other industries as well as techniques. The techniques need to be
tree-based, such as decision trees or theorem provers. Currently this approach is only applicable
to domains where GSN is an accepted method of presenting a safety case.

Three rule derivations from Chapter 4 were used as the basis of safety cases. These were used
to demonstrate the ability of the approach to incorporate various GSN nodes. Additionally, the
ability to leverage unification to replicate portions of arguments was shown. Some ways for reducing
replication, when desired, were also discussed.

Two limitations are apparent with the approach to date. Firstly, the structures generated require
manual review. This is likely to remain true for safety argumentation. Secondly, there are no
specific tools or precautions for deriving a safety case for analogically derived rules. These rules
are likely to be under greater scrutiny as they are not a result of deduction.

Safety case fragments were generated for several fuzzy rule derivations. The expressive power of
this technique has been considered. The possibility of the extended MPMS to generate certification
artefacts has been demonstrated. By supporting the automation of safety case fragments the third
objective has been fulfilled. The project aim has been satisfied by fulfilling all three objectives.

Section 7.2 further explores the areas of future work that resulted from the augmentation of EBL
structures to form safety cases.
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7.2 Suggestions for Future Work

Further work is called for in several areas relating to this work. Firstly, the project as a whole
is considered, followed by the consideration of the individual works proposed to fulfil the project
objectives.

The MPMS is concerned with behaviour which impacts power usage. However, the technique is
general and could apply to the management of any area for which a domain theory can be developed.
Adequate inputs and outputs also need to be present. Due to limitations with the simulator the
control strategies border on flight control. An autopilot could be developed using the MPMS
architecture. One concern with this is that if online learning is disabled then the autopilot would
require training for every situation within the flight envelope. This suggests a second line of enquiry
which should be part of such a project: to explore the possibility of certifying the possible rules
which can be generated, by consideration of the domain theory strategies without specialisation.
Flight control is not the only possible alternate aviation application using the MPMS as a basis,
but does border the existing work closely.

In addition to utilising this work to control different systems it may be useful to consider further the
interaction between an MPMS-based system and a more integrated level of control. An example
would be to integrate the MPMS with the FMS and mission planner more tightly so that the
specifics of a flight can be used to tailor behaviour. Value could also be found in examining any of
these examples on a hardware platform, rather than in simulation.

Different industries might also benefit from an MPMS-based system. Given the possibility of
reducing recertification effort, this work might successfully be applied to other industries which
require certification. Some interesting possibilities are the automotive, rail, and nuclear industries.
Similar benefits could be found in application to these domains, though modularity may be less of
a concern.

Alternate application domains can be found by considering areas which consider modular control.
An interesting example is the control of modular reconfigurable robots. In this work there were a
minimum of two platforms, one with limited computational resources, another with laxer restric-
tions. The more expensive task of rule derivation was therefore separated from rule execution.
With distributed robots it may be more useful to fragment the domain theory and rule derivation
tasks as well as allowing each unit to execute rules. Consider a group of robots forming into a struc-
ture to enable locomotion. Different areas would require different rules, need different knowledge
and have different constraints. It would be interesting to consider the splitting of both knowledge
and derivation tasks. One possible line of enquiry is the sensible delegation of explaining sub-goals
within a rule derivation to other modular units. This could obscure the issue of identifying gaps in
the domain theory by having other possible explanations for an impasse. These include communi-
cations issues between units and the delegation of explanation to modules which currently do not
require the knowledge to explain a given goal. Some areas of the overall structure of robots may
not be required to execute rules often, which could also help in distributing explanation tasks.

The project as a whole deals with modular control. One aspect of this is in adapting existing
strategies to work with new platforms. But it may be that a strategy is required but is absent
from the domain theory. It would be a useful line of enquiry to consider integrating EBL with a
technique which could allow for tabula rasa learning from observed data. ANNs might be one such
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technique. One concern is that new ideas would need to be put in a form which EBL can relate to.
If this is to remain human readable then either the internal representation of predicates/concepts
could be separated from what is displayed to people. A possibility here is the manual annotation
or renaming of a predicate to a human recognisable form, which would make the system specific
to a particular human language. Rather than separate the internal and external languages of the
system, the predicates could employ language synthesis to name new ideas as they are categorised,
in a manner which fits with human language. Either approach would be an interesting area of
further work.

The inclusion of a technique which deals with the categorisation of raw data into concepts and
relations, proposed above, fits into another complimentary area for further research. It is worth
pursuing an analysis of such further work as an example of mixing modes of learning and the
overall impacts of such designs.

Further to these considerations, other areas of interesting further work come from each of the
approaches proposed to fulfil the project objectives. These are now explored further.

EBL and Fuzzy Control

Several areas for further research became apparent when conducting the experiments relating to
the integration of EBL and fuzzy control.

Goal selection was achieved using the selection of a single goal and exploiting a hierarchically
designed domain theory. However, in more complex applications this may not suffice. Further
work into goal selection would be advantageous. One possibility is to have agents select goals for
explanation periodically. Each agent could have a pool of goals which relate to its particular area
of concern, for example throttle control. Another possibility could be to have the outputs of a
neural network giving a different goal for explanation and have the system inputs as ANN inputs.
This would be like learning the situations when each given goal is an appropriate concern.

The experiments conducted in Chapter 4 do not provide clear results to show whether the technique
is monotonic. That is, whether learning a new rule always has a positive impact. It would be useful
to establish this aspect of the system. Analysis of the individual impact of rules generated could
prove useful, if the technique is non-monotonic, in order to discriminate between rules to keep.
However, the utility of a rule may be affected by factors other than the rule itself, such as the
timing of the execution of the rule or the combined effect of the rule with another.

The fuzzy set distributions are set and then interpolated across the range of input values encoun-
tered. The distributions, both the number and shape of the individual linguistic values, could be
made into a learning task so as to more optimally apply to each given domain. This would be
another interesting area for future work. One aspect to consider is whether some form of informa-
tion about the relationship of an input to 0 should be included in fuzzification. This can be useful
information but is absent from this implementation. The current fuzzy distribution is linear. A
non-linear distribution may be more applicable to aviation control. However, this would make the
system less transparent and may require extra consideration in terms of certification, which could
also be a fruitful area of future study.

When comparing two inputs, it may be useful to consider different linguistic values. Currently,
the fuzzification process accounts for previous values which relate to one input. When comparing
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two inputs it may be useful to re-fuzzify the crisp values using a different process. It may also
prove useful to consider each crisp value in relation to the historical values of both inputs. Re-
fuzzificaiton may not be necessary; an alternative might be to include meta-data into fuzzified
values or to include such meta-data into another linguistic variable.

Interpolation of the fuzzy sets potentially accommodates for degradations in hardware over time.
This particular aspect is worthy of further experimentation. There may also be times when the
interpolation of the fuzzy sets, which determine when a rule triggers and what its effect will be,
may avoid rule generation. This is another area of research which could be performed with the
existing implementation.

Finally, this approach could be applied to different domains and analysed in more detail. Appli-
cation of the technique to hardware, rather than in simulation, could also be beneficial.

EBL and Analogy

The main area of future work that became apparent in Chapter 5 was the need for a way to
evaluate the utility of rules. Rules generated by analogy are not always beneficial. It appears
that it may not be possible to judge whether a rule will be useful at the time of generation; more
information is needed. It would be useful to devise a universal way of judging the utility of rules
and incorporating this into the rule generation process.

One possibility is to use data from the application of a generated rule to annotate the supporting
analogy. This could prevent the generation of other rules with low or negative utility. Additionally,
this could add some tabula rasa learning into EBL. It would be particularly beneficial to elicit more
from the underlying correlation than just a derived, more general, concept. Analogy holds only in
certain circumstances, and the over-general application of any particular analogy will not always
prove fruitful. For this reason, formation of analogy may be considered the start of an ongoing
learning task.

Analogically generated rules need to be considered with regards to the certification process. Given
that they are derived by analogy, rather than deduction, it may be that less confidence can be held
in each derived rule. More scrutiny may be required to allow such rules to be used industrially.
Eliciting a set of guidelines required for non-deductively derived rules would be a fruitful goal for
further research.

The current implication could be further examined in a few ways. Firstly, the domain theory was
constructed to allow only certain analogies to be generated. It would be useful to consider the
impacts to knowledge engineering when starting with domain theories not designed for the purpose
of analogical reasoning. Application to a more complex domain theory could also help to highlight
the dangers of the overuse, or possibly underuse, of analogy as proposed in this work.

Finally, when there are multiple possible analogies to choose to employ it would be beneficial to
have a better method of discrimination. Currently, the most complex analogy is favoured. However,
it may be that there is an opportunity to learn more about the non-explicit relationships which
underpin the domain theory by further investigation.
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Adaptive Safety Arguments

The process of generating adaptive safety cases should be considered further. Currently, the
process has not been evaluated in relation to a larger argument, which may be standards-based.
The integration between the two approaches should be further considered.

The approach should be considered with a more complex example. This could help investigate
whether all the required aspects of GSN can be generated, or if more work has to be done to
preserve the expressive power of the GSN representation.

When changes occur it would be useful to generate an analysis of the impact of a change. This
can use the state of the controller before and after a rule change as well as safety cases generated
before and after. Change analysis would prove to be a beneficial further work.

The current system should be extended to include and expanded range of GSN nodes. Additionally,
patterns in argumentation could be considered as part of safety case generation. This work would fit
alongside the inclusion of safety case analysis and validity checking during the generation process.

Meta-data could be included into the domain theory by an additional explanation pass of the tree
prior to augmentation. This could allow for additional information about the tree to be included
in the safety case generation process. Furthermore, the collection and integration of data collected
in simulation could be implemented in order to generate richer safety cases.

Currently the work has considered how a given technique, which is able to produce its own safety
artefacts, fits into a specification-based certification process. Further work could consider how the
adaptive safety cases produced here could fit into a larger adaptive argument, as proposed in [74].
The approach developed in this work could be viewed as an argument fragment generation activity.
The safety fragments can then be assembled into a larger argument, as shown in [62].

The existing implementation could be applied to generate GSN structures from any tree structure.
This could apply to decision trees or theorem provers as well as other techniques. This could
expand the utility of the technique to other application domains.
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Abstract. Software for use in aviation requires certification. This cer-
tification is based on a safety argument. These arguments are formed
of claims that are linked to evidence about the system. Adaptive sys-
tems are a grey area within the current certification guidelines (DO-178
document). Safety cases (sometimes called safety arguments) link claims
and evidence in support of an overall safety argument. This paper argues
that it is rational to have an adaptive safety argument for an adaptive
system. This is illustrated by considering an adaptive controller that
uses Explanation-Based Learning (EBL) to generate both control laws
and a safety argument, represented using Goal-Structuring Notation. An
adaptive safety argument, when coupled with analytical tools, could be
used to form the adaptive portion of an otherwise standards-based cer-
tification argument. If the rest of the argument holds then the argument
should hold for any state where the adaptive safety cases remain valid.

1 Introduction

Certification for aviation software, as part of a platform, can be gained by any
sufficient safety argument. A safety argument makes claims about the system
that are substantiated by evidence. DO-178 (currently at revision C) is a guide-
line on how to develop a system that is likely to be certifiable. Addressing the
guidelines in DO-178, satisfying criteria for levels of integrity, is a prescriptive
approach to obtaining certification. This relates to the software system and is
part of a larger safety argument for the whole platform, whose different aspects
have different guideline documents.

A technique that has gained some influence in making safety arguments is the
safety case. A safety case links claims and evidence into overall arguments. An
argument for certification could be presented using safety cases. Adaptive control
is an area highlighted as having additional challenges in an entirely specification-
based framework. Adaptive control may benefit from having an adaptive safety
argument [1].

This argument will be illustrated assuming a controller on board an Un-
manned Autonomous System (UAS), which elicits control laws using Explanation-
Based Learning (EBL). The structures produced by EBL could be used to form
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safety cases that reflect a learning system by adapting alongside the controller.
Consider an adaptive controller capable of generating safety cases, in addition
to control laws, sufficient to form a safety argument for its own action-response
mappings. This could demonstrate both coverage and determinism at the point
where the generated safety cases hold i.e. until further changes to the system
are made. An explanation of each control law would show, if unconstrained by
training information, all rules that are used by the system until further learn-
ing occurs. Past arguments could be stored as baselines. Or a separate baseline,
which constrains the form of future arguments, could be developed. Before intro-
ducing any control law the argument could be updated and validated, possibly
using the approach in [2], to give some measure of confidence that the new rule
would have no compromising impact on system behaviour. This could automate
part of the certification process for an adaptive controller.

This paper proposes the adaptive certification of EBL-based controllers. The
paper is divided into 3 sections. Section 2 describes certification and introduces
the argument notation being considered alongside the adaptive control method
proposed, introduced in Section 3. Section 4 concludes the paper.

2 Aviation Certification

The reason for certification is to have a level of confidence that the software being
produced will safely serve its purpose. Certification is awarded by a regulatory
body, such as the FAA in the US [3] or CAA in the UK. Once certified, the
software can be included in airborne avionics. DO-178 (US), or ED12 in Europe,
is a guideline on how to develop a software-based system that is likely to be cer-
tifiable. Since these documents are guidelines they are not absolute, arguments
may be presented in other ways, though frequently these guidelines are followed
[3]. Flight critical software must demonstrate compliance to airworthiness stan-
dards. DO-178 is identified as the method of choice for this. Alternatives are
permitted but not defined. There are limitations to specification-oriented certi-
fication [4], which particularly apply to adaptive systems. One problem that can
occur, when certifying adaptive systems, is in interpreting the model that the
system has learned [5].

It is worth noting that not all cases are covered by the document, for example
UAS specific software and adaptive control. Adaptive flight control software
changes its gains, which could be conceived as its situation-action bindings, after
deployment. This creates difficulties in adhering to the certification guidelines.
The main areas that adaptive systems may require additional work to conform,
from [6], based on DO-178B, are: (i) defining software performance requirements,
(ii) providing a software verification plan, (iii) defining software requirements
and derived requirements, (iv) providing software verification test cases and
procedures, (v) providing a Plan for Software Aspects of Certification (PSAC),
and providing software life cycle data.

Non-adaptive controllers cannot alter their gains to match evolving situa-
tions, such as decay in system responsiveness. Adaptive controllers can alter
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gains after deployment automatically, but this comes with the issue that cer-
tification guidelines are lacking. Adaptive systems would require adaptation of
the component safety cases, to keep the safety argument valid for each new
adaptation.

3 Certifying Adaptive Systems using EBL

Goal-Structuring Notation (GSN) has been adopted in the aviation industry for
presenting safety cases [7]. GSN is a graphical notation used to present safety
arguments in a manner that aims to minimise ambiguity and avoid poorly writ-
ten safety cases. GSN presents arguments as a hierarchy of nodes representing
supporting claims. There are nodes for representing the goals, strategies for
achieving goals, solutions (evidence to satisfy arguments), context information
and unfinished goals.

Adaptive generation of safety cases would be advantageous, especially in
line with adaptations to the controller. A technique that can potentially derive
control laws and generate a safety case using GSN is Explanation-Based Learn-
ing (EBL). Explanation Based Learning (EBL) was developed as an alternative
analytic learning technique that, rather than using many examples to draw a
conclusion, draws a conclusion and generalises it from one example [8]. This was
posited on the basis that the inclusion of domain knowledge would allow the
algorithm to explain an example. This explanation can then be generalised so as
to be useful in similar situations. EBL typically links rules using deduction (e.g.
Unification) to form an explanation structure. By employing deduction, EBL is
potentially of a high enough fidelity for application to safety-critical software.
However, the conclusions drawn by EBL are a direct result of the specifics of the
domain theory, which are usually hand-coded expert knowledge. The confidence
in the control laws elicited by EBL is therefore dependant on the confidence
engendered by the knowledge engineering phase, which produces the domain
theory.

Adaptations have been developed that concern the generalisations between
examples, though each can potentially gain useful knowledge from a single ex-
ample [9]. EBL can be considered as a search through the space of all possible
explanations. In order to make this search tractable a bias is used. The domain
knowledge encoded provides a bias by restricting the explanations that fit within
the model defined by the domain knowledge. This search is further restricted by
a training example to give a specific explanation. This explanation can be gen-
eralised and chunked into a new rule. Chunking is often done by computing the
most general preconditions i.e. flattening the explanation structure and taking
the lowest nodes which are domain knowledge then using these in concert to
infer the goal. This, if all the nodes used are operational, gives the new rule. Op-
erationality is expressed with an operationality criterion. Operational, in terms
of EBL, has has several posited definitions and in many cases relates in some
way to computational efficiency [8], [10]. This can be considered as a filter for
rules whose inclusion improves the performance of the controller. The final com-
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ponent in EBL is the goal. The algorithm attempts to deductively explain why
the training instance is a positive example of the goal concept.

EBL has been applied within the aerospace domain [11]. Using EBL to gen-
erate control laws is an adaptive technique as explanations form new rules that
can change the action of the controller for a given situation. This is analogue
to changing the gains of the controller. EBL explanations help to justify any
situation-action bindings and thereby support the determinism property. In or-
der to show coverage a series of safety cases could be produced using the GSN
notation as there is some parallel between GSN and a typical way of representing
explanation structures (Table 1).

Table 1. Parallels in representation between EBL and GSN.

EBL GSN

Hierarchical structure based on goal de-
composition.

Hierarchical structure based on goal de-
composition.

Goal Node. Goal Node.

Unification with observation. Solution Node.

Unification with domain knowledge. (Sub)Goal Node / Strategy Node.

Preconditions. Context Node.

Conceptual gaps in knowledge Undeveloped Goal.

3.1 Parallel Representations

EBL and GSN are both hierarchical decompositions headed by a goal. Both
structure (EBL) and argument (GNS), via a series of interconnecting nodes, and
may eventually terminate in branches where a claim is substantiated. The goals
and claims need to be considered analogous in order for the comparison to hold.
Context nodes, which show when a node applies, could be considered similar
to preconditions. These preconditions could be rule meta-data, preconditions
on operational actions or even be embedded in the domain knowledge. Solution
nodes would be the analogue of unifications to training data terms in EBL.
Undeveloped goals needs no analogue though could represent dearths in domain
knowledge. If expanded upon, the undeveloped goals can be used to drive further
knowledge engineering efforts and improve the controller.

Since there is a parallel in representation it is possible to use GSN to rep-
resent an EBL explanation. Presenting explanations in this form could form a
(partial) safety case, depending upon the system. A system incorporating EBL
could be used as an aid to safety argumentation, possibly by generating skele-
ton arguments. This would be particularly useful when EBL is the basis for
control laws that are automatically generated. This clear and human-readable
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representation aid interpretation of the internal model to find and correct faulty
assumptions or rules. In addition, being able to generate safety cases, or update
them, for an adaptive technique is a good way to illustrate both the determinism
and coverage of the system at any time. Choosing appropriate goals and domain
representation directly impacts the value of the generated safety case.

4 Conclusions

An argument for adaptive safety cases forming part or all of a safety argument
has been presented alongside consideration of EBL within the aviation industry.
The ability for a system to explain its actions in relation to safety concerns
could be useful in the context of aviation certification. EBL could be used as an
aid towards generating safety arguments, especially where the conclusions that
require justification were reached by EBL initially. This representation could
also be useful in identifying faulty logic, thus aiding interpretation of the internal
model. Additionally, these safety arguments can be used to demonstrate coverage
and determinism, both key properties of safety arguments. Further work will
involve applying this approach to a case study.
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