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A B S T R A C T

The design of efficient monitoring programmes required for the assurance of offshore geological storage requires
an understanding of the variability and heterogeneity of marine carbonate chemistry. In the absence of sufficient
observational data and for extrapolation both spatially and seasonally, models have a significant role to play. In
this study a previously evaluated hydrodynamic-biogeochemical model is used to characterise carbonate
chemistry, in particular pH heterogeneity in the vicinity of the sea floor. Using three contrasting regions, the
seasonal and short term variability are analysed and criteria that could be considered as indicators of anomalous
carbonate chemistry identified. These criteria are then tested by imposing a number of randomised DIC per-
turbations on the model data, representing a comprehensive range of leakage scenarios. In conclusion optimal
criteria and general rules for developing monitoring strategies are identified. Detection criteria will be site
specific and vary seasonally and monitoring may be more efficient at periods of low dynamics. Analysis suggests
that by using high frequency, sub-hourly monitoring anomalies as small as 0.01 of a pH unit or less may be
successfully discriminated from natural variability – thereby allowing detection of small leaks or at distance from
a leakage source. Conversely assurance of no leakage would be profound. Detection at deeper sites is likely to be
more efficient than at shallow sites where the near bed system is closely coupled to surface processes. Although
this study is based on North Sea target sites for geological storage, the model and the general conclusions are
relevant to the majority of offshore storage sites lying on the continental shelf.

1. Introduction

The effectiveness of carbon dioxide capture and storage (CCS) as a
greenhouse gas emissions reduction strategy (IPCC, 2005; IEA GHG,
2008) depends in part on a rigorous demonstration of storage integrity.
Regulations governing CCS vary from country to country, but in general
require the storage site operator to monitor the deep geological storage
complex for leakage and perform an environmental impact assessment
of any plausible leakage event at the surface (Dixon et al., 2015).
Further, there may be a requirement to quantify leakage, should it
occur, with a view to carbon accounting (IPCC, 2006). Primary mon-
itoring of storage reservoirs will utilise seismic techniques capable of
imaging CO2 through a sedimentary overburden of the order of a
kilometre thick. However such techniques have limitations in that the
detection threshold may be of the order of 103t CO2 and are expensive
to perform (Jenkins et al., 2015). Monitoring for emissions at the sur-
face (land or sea floor) therefore provides an important secondary
monitoring strategy which can be deployed more frequently and rapidly

to detect or respond to any anomalies which might indicate leakage
(Blackford et al., 2015). Such surface monitoring is also necessary for
environmental impact assessment and may have the potential to
quantify CO2 flow. Critically, a comprehensive monitoring program can
provide assurance that no leakage is occurring, as is expected for ap-
propriately sited and operated storage programs.

Globally many potential storage reservoirs are located offshore, for
example in NW Europe, China, Japan, Korea, Australia, Brazil and the
United States. Consequently the ability to detect or discount anomalous
CO2 emissions from offshore storage requires marine deployments of
suitable instrumentation at or near the sea floor.

Offshore storage sites are predominantly coastally located, fre-
quently under continental shelves with overlying water depths between
10 and 250 m (Bradshaw and Dance, 2005). Monitoring systems are
likely to need a combination of fixed sea floor landers, situated near
known risk points (e.g. the injection point) and autonomous under-
water vehicles patrolling wider areas (Blackford et al., 2015). Deploy-
ment of sea floor instrumentation at these depths is routine, and
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methods of transferring data to land in near real time established.
Nevertheless, developing instrumentation that can efficiently cover the
area of the storage complex, which may be in excess of 100 km2, re-
quires some technological development. Further an important con-
sideration is what to measure? Research suggests that leakage events
are complex and resulting signals heterogeneous in time and space. In
particular tidal mixing may cause plumes of high CO2 water to circulate
a release point (Blackford et al., 2013, 2014; Maeda et al., 2015), fol-
lowing a tidal ellipse, and bubble plumes may be intermittent due to
both the tidal cycle and evolution of sub surface pathways (Blackford
et al., 2014; Bergès et al., 2015; Shitashima et al., 2015). Further the
morphology of individual bubble plumes can cause considerable small
scale heterogeneity in chemical signatures (Atamanchuk et al., 2015). It
is likely therefore, that sensors mounted on fixed platforms or auton-
omous vehicles would be exposed to continuous oscillations between
normal and release plume conditions. Current recommendations are for
the combined deployment of at least two types of sensor: chemical,
sampling for changes in carbonate chemistry (e.g. pH or pCO2) and
other associated variables and acoustic, using either sonar or hydro-
phones to locate bubble plumes (Blackford et al., 2015). Further, it has
been proposed that monitoring strategies should be hierarchical in
approach, initially confined to identifying anomalies (or the lack
thereof) only, thus maximising efficiency. Only if an anomaly is iden-
tified should more detailed surveys be performed to confirm, attribute
and assess the phenomenon (Blackford et al., 2015; Shitashima et al.,
2013; Romanak et al., 2012).

Economically efficient and reliable monitoring strategies are the
goal for both site operators and regulators. This translates to mini-
mising the deployment of instrument platforms, while maximising de-
tection range, spatial and temporal coverage and accuracy. Alongside
sensor development, a crucial component is knowing when a measured
signal should be judged anomalous and worthy of further, more ex-
pensive, scrutiny. Understanding natural variability and heterogeneity
in relation to likely signals of leakage is therefore vital.

This paper addresses the natural variability of marine chemistry
relevant to CO2 (carbonate chemistry), using the geological storage rich
North Sea as an example to illustrate how seasonal and spatial het-
erogeneity affect detectability and the selection of appropriate anomaly
detection criteria. Despite this region being one of the most intensely
sampled in the marine world, there is a significant lack of observations
characterising the carbonate system at or near the sea floor. Further,
existing observations are generally not targeted at revealing variability
at temporal and spatial scales relevant to leakage, i.e. over some 10 s of
meters or the tidal cycle. For this reason we turn to coupled hydro-
dynamic biogeochemical models which provide comprehensive spatial
and temporal fields of marine chemistry. Although such models are
never perfect representations of reality, evaluation against available
observations provides a degree of confidence in outputs.

The reaction kinetics of CO2 in seawater are well known (Zeebe and
Wolf-Gladrow, 2001; Dickson, 2010). Adding CO2 to seawater leads to
an increase in bicarbonate ions (HCO3

−) and hydrogen ions, (H+,
measured as a decrease in pH) and a decrease in carbonate ions
(CO3

2−) according to the following equations.

+ → → +
− +CO H O H CO HCO H2 2 2 3 3

+ →
− + −CO H HCO3

2
3

The reaction kinetics are controlled by temperature, pressure, sali-
nity and alkalinity (the capacity of seawater to neutralise acid). Total
dissolved CO2 in seawater (CO2 + H2CO3 + HCO3

− + CO3
2−) is

known as Dissolved Inorganic Carbon (DIC). pH (−log10 [H+], al-
though see Zeebe and Wolf-Gladrow, 2001, for a formal definition) or
pCO2 (the partial pressure of CO2 in seawater) are the most accessible
parameters for routine, automated measurement. This paper takes pH
(seawater scale) as the parameter of choice; qualitatively the same
outcomes would apply if pCO2 were considered.

In marine systems the concentration of DIC and/or the resulting pH
and pCO2 vary according to a number of processes:

• Biological uptake of DIC occurs via photosynthesis and calcification
(the formation of calcium carbonate shells etc.). Release of DIC
occurs via respiration and dissolution of carbonate structures. These
processes are decoupled in time and space and can be especially
dynamic in coastal waters, rich in nutrients. There is variability on
diurnal and seasonal cycles as well as in response to stochastic
weather events and other external influences.

• External inputs, e.g. advection of oceanic or riverine water and
rainfall with varying DIC, or alkalinity contents. Variability on
ocean boundaries is dominantly seasonal while atmospheric and
terrestrial influences are also driven by stochastic weather events.

• Changes in temperature associated with the annual cycle and the
mixing or separation (stratification) of different water bodies. The
primary signal is seasonal, along with gradients which may be
vertical, horizontal (across fronts) or latitudinal.

• Exchange across the air-sea interface serves to equilibrate atmo-
spheric and seawater partial pressures over monthly timescales, so
both out gassing and uptake of CO2 can occur depending on the sum
of biological and physical processes. Over annual to decadal time-
scales the continued emission of anthropogenic CO2 to the atmo-
sphere is responsible for a gradual net uptake of CO2 by the oceans,
resulting in an increase in DIC and pCO2 and a decline in ocean pH
(ocean acidification).

There is sufficient observational evidence to demonstrate significant
spatial, annual and short term variability of the marine carbonate
system, including pH (Hofmann et al., 2011; Thomas et al., 2005, 2007;
Bates, 2007) which reveal annual ranges of ∼0.1 pH units in the open
ocean to ranges of 1.0 pH units in near shore/estuarine systems. In the
North Sea, away from the immediate coast the range of pH is
0.2–0.3 pH units, over an annual cycle (Clargo et al., 2015).

If leakage occurred at the sea floor the resulting pH change would
scale with the release rate, but will dissipate with distance from the leak
point. For a small leak a clearly anomalous pH signal may be restricted
to a few metres from source (Dewar et al., 2013), consequently mon-
itoring over an entire storage complex with limited resolution may well
depend on identifying signals at some distance from the source that are
similar to natural variability.

In this paper a previously evaluated marine system model of the
North West European Shelf (Artioli et al., 2012; Blackford and Gilbert,
2007) is used to produce a three dimensional, 30 year time-series of
marine pH (Section 2). The pH range and it’s variability over relevant
spatial and temporal scales are quantified along with a selection of
criteria that could be useful indicators of anomalies (Section 3). These
criteria are tested by applying a comprehensive range of pseudo leak
signals to the model output, assessing how successful detection varies
with the magnitude of the anomaly, its timing and the frequency of
monitoring observations (Section 4). Finally the application of the
outcomes to global offshore storage initiatives is discussed (Section 5).

2. Model methodology

2.1. The model system

The model system dynamically simulates the spatial and temporal
evolution of DIC over the North West European Shelf and includes all of
the processes that significantly alter DIC as outlined above. The model
system has a long development history and has previously been used to
examine carbonate chemistry in the region (Blackford and Gilbert,
2007; Wakelin et al., 2012; Artioli et al., 2012, 2014) and CCS leakage
scenarios (Blackford et al., 2008). The model system (Fig. 1) comprises
of a coupling between a 3D hydrodynamic model (POLCOMS, Holt and
James, 2001), the ERSEM model of marine ecosystems (Baretta et al.,
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1995; Blackford et al., 2004; Butenschön et al., 2016) and a carbonate
system model (Blackford and Gilbert, 2007). The hydrodynamic model
uses a rectangular grid of approximately 12 km in the horizontal with
40 vertical layers, with layer depth varying depending on the local
depth of the water column. The ecosystem model describes a semi-
complex community of primary producers and their grazers, and fully
resolves the carbon cycle, including photosynthetic and respiratory
process in both the pelagic and benthic systems. The carbonate chem-
istry module uses the internationally agreed protocols for dissociation
constants (Dickson, 2010). The model system is forced by atmospheric
forcing (wind, cloud cover, surface heat flux) extracted from the
ECMWF ERA40 reanalysis product (Uppala et al., 2005) and inputs
(nutrients, DIC, alkalinity) from the principle river systems draining
into the North Sea. Open boundary conditions are taken from global
reanalysis models and the model simulated for the period 1975–2004.

2.2. Evaluation

The model system has been subjected to rigorous evaluation
throughout its development history, focussing on particular model
elements e.g.: hydrodynamics (Holt et al., 2005); biochemistry (Allen
et al., 2007; Holt et al., 2012); zooplankton (Lewis et al., 2006) and the
carbonate system (Artioli et al., 2012). As is typical for models of this
nature, the physical model components demonstrate the best correla-
tion with observations, followed by biogeochemistry with higher
trophic levels lagging (Radach and Moll, 2006). The models ability to

reproduce the fundamental components of the carbonate system DIC
and alkalinity is reasonable, the evaluation against pH (seawater scale)
less so, the latter biased by the lack of seasonality in available pH ob-
servations. An analysis of error shows that these are mostly associated
with coastal waters influenced by major river plumes, where sufficient
data to characterise river flow in the model is lacking. Other mis-
matches are associated with peaks in primary production; small errors
in timing or position of these features in the model leads to large de-
viations in direct like to like evaluation. Nevertheless the model is ac-
cepted to qualitatively represent the NW European shelf system accu-
rately, with reasonable quantitative skill, making it appropriate for this
study of the general trends and dynamics of the carbonate system
(RMSE = 0.04, Bias = −0.0008 for pH, Artioli et al., 2012). In parti-
cular the specific regions chosen for detailed analysis in this study are
not associated with systematic or significant error in carbonate chem-
istry (Artioli et al., 2012). The atmospheric data have a 6-hourly re-
solution and are linearly interpolated on to the 20 min time step used
by the model. As such it is likely that diel scale variability of pH is
under-estimated by the model, although the dynamics of the near-bed
region are not strongly coupled to surface forcing.

2.3. Analysis approach

In addition to quantifying near sea floor carbonate chemistry and its
drivers across the NW European Shelf, three localities coincident with
potential geological storage formations are utilised for more detailed

Fig. 1. i) Bathymetry of the North West European
Shelf Seas, projected onto the model grid (m).
Locations of the localities used in this study are
shown. A) Seasonally stratified region, B)
Intermittently stratified region, C) Permanently
mixed region. The transect used to discuss spatial
patterns is also illustrated. ii) Broad physical char-
acteristics of the region illustrated by the frequency
(days per year) of vertical thermal stratification.
Model derived maps of: iii) pH mean over the annual
cycle, iv) annual pH range.
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analysis (Fig. 1i). Each possesses contrasting oceanographic and bio-
geochemical conditions and hence distinct carbonate chemistry dy-
namics. Further a transect connecting each locality, extending north-
wards to the extent of identified potential storage sites in the UK sector
of the North Sea (Pale Blue Dot, 2016) and south to the approximate
location of a proposed Dutch storage project (ROAD, Read et al., 2014)
is used to demonstrate the range of influences on and general trends of
carbonate chemistry in the North Sea region.

The localities are:

A Seasonally stratified, northern North Sea, water depth of 120 m.
Storage centred at 58.00°N, 0.35°W, and an approximation of the
suggested Goldeneye storage site.

B Intermittently stratified, mid North Sea, water depth of 38 m.
Storage centred at 54.22°N, 1.00°E, and an approximation of the
Endurance storage site previously identified for the White Rose
capture project.

C Permanently mixed, southern North Sea, with a water depth of
28 m. Nominally storage centred at 53.00°N 2.50°E, an approxima-
tion of the Hewett and southern Bunter Closure potential storage
sites.

Reflecting general operating procedures for automated underwater
vehicles, (which are the likely option for monitoring operations,
Blackford et al., 2015), and the dynamics of CO2 plumes (Dewar et al.,
2013), model data has been taken from 5 m above the sea floor. For the
purposes of baseline characterisation each locality is defined as a region
spanning approximately 84 × 84 km (7 × 7 model grid points) centred
on the location above. Although this area is larger than a typical storage
complex, it is chosen to fully encompass regional variability reflecting
the model’s spatial skill (Saux-Picart et al., 2012). In addition to ana-
lysing daily mean pH over the full 30 year simulation, two contrasting
years, 1995, 2002 have been subject to more detailed analysis based on
high frequency (20 min interval) pH predictions. Founded on the nat-
ural variability of the system, a set of detection criteria, firstly utilising
absolute pH values and secondly rates of change of pH over various
temporal intervals are proposed. Finally a comprehensive set of pseudo
leak perturbations are imposed on the time series and detection success
evaluated based on quantifying both true positive and false positive
signals.

3. Natural variability of pH across the NW European Shelf

3.1. Overview of spatial pH variability

The model analysis of North Sea seafloor pH (Fig. 1) shows distinct
spatial heterogeneity. Broadly the region can be described by three
domains, riverine influenced, mixed and seasonally stratified. Beyond
this basic characterisation which is largely depth dependent (Fig. 1-I,
ii), finer scale variability is a feature of the region, driven by topo-
graphy and circulation patterns (Figs. 1 and 2). In brief:

• Coastal–riverine regions associated with continental Europe and
major UK estuaries are typified by a relatively high mean pH (∼8.2,
Fig. 1-iii) and a large annual pH range (0.5–1.0 pH units, Fig. 1-iv).
There are two major drivers of this carbonate chemistry, directly via
variable riverine inputs of DIC and alkalinity and indirectly via
riverine nutrients driving primary production and the uptake and
subsequent respiration of CO2 within the food web. In these very
shallow and relatively turbulent systems the water column is
homogenous and light levels sometimes sufficient to permit primary
production throughout the water column.

• Mixed regions, offshore and especially in the southern North Sea
are typified by a pH mean around 8.1 (Fig. 1-iii) and a range typi-
cally of 0.3 pH units over the annual cycle (Fig. 1-iv). These rela-
tively shallow systems are hydrodynamically mixed with high

biological activity, such that sea floor carbonate chemistry is di-
rectly affected by autotrophic processes occurring nearer the surface
with respiration occurring throughout the water column.

• Stratified regions, away from coastal influences and in deeper
water have lower mean pH (∼8.0, Fig. 1-iii) and annual ranges of
0.1–0.2 pH units (Fig. 1-iv). In these systems thermal stratification
during the summer isolates the sea floor from autotrophic processes,
partially trapping respired CO2.

Across the North Sea, annual pH minima follow the trend in mean
pH. Minima tend to occur during Nov–Dec in stratified systems and
during Jan–Feb in mixed/coastal systems.

South-North transects of near-bed pH, illustrated for model year
2002 in Fig. 2i, further indicate the heterogeneity of regional carbonate
chemistry and Fig. 2ii, iii and iv illustrate the primary drivers of this
heterogeneity. There is a particularly strong positive correlation be-
tween pH and temperature, however this is not a direct effect (the di-
rect impact of temperature on pH, driven by modification of the ionic
speciation of the carbonate system is negative), but due to a number of
related processes, primarily mediated via the temperature effect on
stratification. Within biologically active marine systems, increased
seafloor temperature increases biological activity and generally sig-
nifies a lack of stratification. Moving south to north, large seasonal
ranges and elevated summer pH are associated with biologically active,
shallow, well-mixed, terrestrially-driven coastal regions in the
south.The transition to reduced seasonality occurs at approximately
450 km along the transect where the system deepens becoming sea-
sonally stratified and the seafloor consistently heterotrophic. At 600 km
the transect crosses the Dogger Bank, a shallower region which reduces
stratification and the system briefly reverts to a seasonally autotrophic
mixed type. From ∼700 km the system reverts to seasonal stratification
with reduced pH and variability. Between 1050 and 1250 km the
transect crosses a region generally influenced by the Fair Isle current, a
shelf sea derived water mass which acts to promote mixing. Beyond
1250 km the system becomes influenced by Atlantic inflow and is
seasonally stratified; variability in this region is generally associated
with large scale circulation features and sea floor topography.

3.2. Decadal, interannual and seasonal variability of pH

Temporal variability in pH near the sea floor is complex and distinct
between the three exemplar regions (Fig. 3, Table 1). In the southern
mixed region the dominant signal is the seasonality (Fig. 3c; primary
production dominating in the spring – summer, respiration dominating
during autumn-winter). This follows from the connectivity between the
sunlit surface and the near sea floor found in permanently mixed sys-
tems. Because the system is well mixed there is relatively less variability
within the region (Fig. 3c, shaded region, Table 1 last column). By
contrast in the seasonally stratified region (Fig. 3a), the sea floor be-
comes periodically disconnected from the productive surface waters
and is far more dominated by respiration. Without the signal of primary
production near the sea floor, the seasonal range is reduced. However
variability within the region is comparatively large, due to the presence
of two semi-distinct season regimes. At the intermittently stratified
region the seasonal pH range is larger as the near bed waters are in-
fluenced by primary production while mixed and respiration during
stratified periods. Inter-annual variability is a feature of all regions
(Fig. 3) but has a relatively larger influence on pH in the stratified
system, compared with the weaker seasonal signal. Inter-annual
variability is hard to predict, being a product of several linked, non-
linear processes such as the Atlantic Multi-decadal Oscillation, the
North Atlantic Oscillation, regional currents, riverine inputs and local
weather patterns (e.g. Nye et al., 2014; Harris et al., 2014; Skogen et al.,
2007; Gypens et al., 2011).

All regions show a long-term general decline in pH (Fig. 3), of the
order of 0.001–0.002 pH units yr−1 (consistent with that reported in
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Bates et al., 2014). This is driven by increasing atmospheric con-
centrations of carbon dioxide, a phenomena known as ocean acid-
ification. There is some variability in the slope of the decline between
regions and decades due to interplay with biological processes (e.g.
Clargo et al., 2015), which are themselves subject to direct and indirect
pressures from climate change, ocean acidification, changing nutrient
loads and other drivers.

3.3. Rates of change of pH

As well as examining absolute values of pH, it is also instructive to
consider rates of change in either time or space. The relatively coarse
horizontal resolution of the model precludes a detailed spatial analysis.
Across the domain, the mean difference in daily averaged pH between
neighbouring sea floor model grid cells is of the order of
0.007–0.008 pH units, with a maximum of the order of 0.09 units. The
larger spatial discontinuities are driven by relatively steep changes in

topography (e.g. the Dogger Bank) which influence stratification,
boundaries between current structures (e.g. the Fair Isle Current edge),
proximity to riverine influence and boundaries between regions of
different biological productivity (Fig. 2). Apart from topography such
spatial discontinuities show significant temporal variability. Con-
sidering temporal dynamics, Fig. 4 illustrates the frequency with which
the change in daily mean pH for each grid cell exceeds thresholds of
0.1, 0.01 and 0.001 pH units between successive days. The model
suggests that day to day changes in pH exceeding 0.1 pH units are rare
(occurring less than once a year on average, Fig. 4-i) and confined to the
German Bight and some coastal regions. A day to day pH change of
0.001 units occurs on the majority of days across most of the region
(Fig. 4-iii), while a change of 0.01 units occurs between ∼1 and
100 days per year depending on location (Fig. 4-ii).

Significant short term variability is driven by diurnal processes, in
particular the day/night light-driven biological productivity and the
physical tidal cycle. An analysis of within day pH range for two

Fig. 2. Spatial variability of pH and key drivers
along the South-North transect illustrated in Fig. 1i,
showing the annual mean and seasonal spread for
simulation year 2002. (Patterns for other years are
qualitatively similar). The study regions, mixed (M),
intermittent (I), Stratified (S), are marked by vertical
lines, the x-axis denotes distance from the southern
point of the transect. From top to bottom the figures
show i) pH, ii) temperature, iii) the temperature
difference between sea floor and sea surface and iv)
net biological CO2 production (primary production
minus consumption). i, ii and iv are integrated over
the bottom five metres, ii & iii in degrees Celsius and
iv in mmol C m−3 d−1.
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contrasting years, utilising model outputs at 20 min intervals (Fig. 5)
reveals that short-term variability also has distinct spatial, seasonal and
inter-annual heterogeneity. In all of the study regions, the within day
pH range can exceed 0.025 units. In the stratified region, the highest
diurnal ranges occur between July and January, at the intermittent
region the largest diurnal ranges occur during summer and autumn,
while in the mixed region pH is dynamic year round. The largest in-
stances of short term variability are associated with episodic events,
such as the advection of areas of biological production across a region,
the onset or cession of phytoplankton blooms or the onset or breakdown

of physical mixing. The timing and drivers of these events are complex
and variable and often influenced by weather scale phenomena. As a
consequence, there is distinct inter-annual variability in all regions.

4. Development of criteria to signify anomalies

4.1. Absolute thresholds as detection criteria

Given that a release of CO2 would decrease local pH, quantifying the
natural pH minima provides an obvious and simple criterion by which

Fig. 3. Thirty year time series of modelled pH values
at 5 m above the sea floor for each region. The
shaded area represents the instantaneous range of
data within each analysis box, the thick line re-
presents the daily mean pH, the thinner variable line
represents annual means while the straight line il-
lustrates the linear trend over the simulation period.
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to identify an anomaly, or to indicate the potential for ecological im-
pact. Fig. 6 presents, as a climatology (mean over all years, de-trended
with respect to OA), the range of pH metrics within each region,
thereby reflecting variability within each forty-nine grid cell region and
between years. Each locality displays a unique pattern, in the stratified
region a slow decline in pH minima occurs from spring to mid-De-
cember, increasing sharply over winter. The intermediate region shows
a sharp decline over late summer to early autumn with a slow increase
during spring-summer. The mixed region shows a significant increase
during the first half of the year, followed by a similarly paced decline
over the second half of the year. As a result, thresholds that could be
taken as strongly indicative of an anomaly vary between

• pH 7.99 (Dec–Jan) and pH8.06 (March) at the stratified region,

• pH 7.99 (Oct) and pH 8.10 (Jul) at the intermittent region and

• pH 8.06 (Feb) and pH 8.20 (Jun) mixed region.

Given that detection may depend on discriminating small signals at
some distance from an unknown leak location, the potential for
anomalous perturbations that do not move the observed pH below the
climatological minima suggests a fundamental weakness of using ab-
solute thresholds as detection rather than impact criteria. It might be
expected that while false positives (natural variability miss-interpreted
as anomalies) would be minimised, false negatives (missed anomalies)
could be overlooked. Some increase in detection rate could theoreti-
cally be achieved by using the climatological mean minima, rather than
the absolute minima, or some percentile between the two, as illustrated

in Fig. 6 and tested below.

4.2. Dynamic criteria for identifying anomalies

Deployed instrumentation has the potential to sample at intervals of
the order of 1 min. Fig. 7 illustrates the relative frequency of various pH
changes over a range of short term intervals. Consistent with the ana-
lysis presented in Fig. 5, day to day changes of 0.001 pH unit are very
common at all regions. However when the sampling interval is reduced
to the model time step of 20 min, natural changes of 0.001 pH become
significantly rarer occurring in< 5% of instances. Natural changes of
0.005 pH units do not occur over intervals of less than ∼40 min, while
changes of 0.01 pH units do not feature if the sampling interval is less
than 2 h. Fluctuations of 0.025 pH units are unlikely to have a natural
origin if sampling is more frequent than daily. In general and un-
surprisingly the magnitude of pH fluctuations increases with sampling
interval, however a discontinuity is apparent, such that natural fluc-
tuations over a twelve hour period are less than those that occur over a
six hour period. This is a physical effect whereby the tidal oscillation
has performed a complete cycle, bringing a given water mass close to its
initial position, thereby minimising advective effects compared with
sampling intervals that are a-synchronous with the tidal cycle. Conse-
quently it is hypothesised that high frequency observations may be
optimal in terms of discriminating small anomalies as well as mini-
mising false positives due to natural variability.

4.3. Detection criteria evaluation

The efficacy of a selection of detection criteria outlined above has
been quantified by assessing the true positive and false positive detec-
tion rates for a range of imposed perturbations on modelled pH as il-
lustrated by Receiver Operating Characteristic (ROC) plots in Fig. 8.
The perturbations tested excluded very large changes in pH that would
be trivial to detect, concentrating on a range of detection challenges
spanning from pH changes of the order of instrument sensitivity that
may be associated with small leaks or the periphery of CO2 plumes to
pH changes that are significant but within annual variability. In all,
eight levels of perturbation ranging from −0.00103 to −0.12720 pH
units (Table 2i) are applied. In setting up the detection tests there is, for
each criterion, one test per time step to assess if natural variability
triggers that criterion (a false positive) and eight tests per time step to

Table 1
pH metrics for each region.

Region Mean
depth
(m)

Mean pH Trend y−1 Mean
annual
pH
range

STD
entire
data set

Mean
of daily
STD

Seasonally
stratified

120.4 8.090 −0.0011 0.187 0.038 0.025

Intermittently
stratified

37.5 8.114 −0.0015 0.237 0.043 0.021

Permanently
mixed

27.5 8.155 −0.0014 0.207 0.049 0.015

Fig. 4. The frequency, in terms of days per year, of day to day changes in pH exceeding given thresholds, i) 0.1 pH units, ii) 0.01 pH units, iii) 0.001 pH units.
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assess if the criterion is triggered by the perturbation. The two classes of
detection criteria tested are outlined in the following sections.

4.3.1. Absolute thresholds
The absolute thresholds tested consisted of seasonally varying pH

minima for each region as derived in Section 4.1 and included the:

• daily minima of the forty-nine grid cells

• the percentile demarking ninety percent of modelled minima

• percentile demarking eighty percent of modelled minima

…as derived from the de-trended seasonal climatology (Fig. 6). The
annual cycle of daily mean pH for each of the forty-nine grid cells
centered on each site, for the years 1995 and 2002 were chosen as
baseline data. A false positive was scored every time the daily mean pH
dipped below any of the threshold criteria for the given day, giving a
maximum possible 17,885 (49*365) false positive chances at each re-
gion for each year. The perturbations detailed in Table 2i were applied
individually to each day, for each of the forty-nine annual cycles within
each region for each year, giving 143,080 (49*365*8) potential true

positives for each region and year. A true positive was scored each time
the perturbed pH dipped below one of the given thresholds.

The resulting true positive/false positive rates are plotted in Fig. 8a.
Primarily there is a reasonably linear trade off such that increased de-
tection success comes at the expense of a concomitant increase in the
false positive rate. The skill of this set of criteria is uniformly low.
Nevertheless there are some interesting nuances within the results. The
distinct difference between 1995 and 2002 results illustrates the chal-
lenge that inter-annual variability poses to criteria based on climato-
logical analysis. Clearly and unsurprisingly using the minimum criteria
reduces both true and false positive rates, compared to the 90% and
80% criteria. The stratified region also scores lower true and false po-
sitives than the other regions. This stems from the higher variability
around the mean seen in this region (Table 1) implying that the
minimum criteria are more distinct from the mean regional behavior
than at the other regions. It is hypothesised that absolute thresholds
may have better utility as indicators of impact potential than as de-
tection criteria.

4.3.2. Dynamic thresholds
Given that a higher observational frequency generally reduces the

difference in pH between successive observations (Section 4.2), de-
fining criteria as an abnormal pH change over a given time interval has
potential to offer an alternative approach to anomaly detection. In this
section, the relative success of a set of dynamic criteria (a decrease of
0.001, 0.003, 0.01, 0.031, 0.1 pH units, Table 2ii; coupled with a set of
sampling intervals, 20, 40 min, 1, 6, 12, 24 h, Table 2iii, giving 30
different criteria) is evaluated. Thus the question is, which combination
of pH change and sampling interval can maximise detection of pertur-
bations whilst restricting false positives to an acceptable minimum?
Using the modelled annual cycle of pH, resolved to the model time step
of 20 min, as a baseline, each of the eight perturbations previously used
(Table 2i) were applied at each time step, repeated for each of the three
sites and both years. This results in a total of 210240 (8 × 72 × 365)
potentially detectable events per simulation year. Each individual
perturbation was compared to the non-perturbed pH value at selected
sample intervals over the previous 24 h (Table 2iii) resulting in a ΔpH
value. Each ΔpH perturbation was then compared to the set of dynamic
detection criteria (Table 2ii). When a resulting ΔpH exceeded a given
criterion (i.e. more negative) a true positive was scored for that com-
bination of time, perturbation, sampling interval and criterion. The
analysis was repeated with unperturbed pH data such that when the
natural change in pH between any given sampling interval exceeded a
particular detection criterion a false positive was recorded for that
combination of time, sampling interval and detection criterion. The
precise results of these detection assessments are somewhat dependent
on the relative values chosen for the set of criteria and the set of per-
turbations. The detection criteria were chosen such that the most sen-
sitive (−0.001 pH) was less than the smallest imposed anomaly
(−0.00103 pH), thereby ensuring a theoretical possibility of 100%
detection, (in the absence of natural variability). The least sensitive
detection criterion of Δ−0.1 pH is theoretically only capable of dis-
criminating the largest of the eight perturbations (−0.12720 pH)
giving a maximum theoretical success rate of 0.125 (Table 2ii).

Fig. 8ii shows the relative success of each combination of detection
criterion and sampling interval, amalgamating results for the set of
perturbations, regions, time and year. Each detection criterion performs
well, approximating to its maximum theoretical success rate (Table 2ii),
as based on the distribution of perturbations relative to each criterion.

Self-evidently only the smallest criterion, Δ−0.001 pH, can achieve
near 100% successful detection, in practice scoring between 88 and
95% depending on sampling interval. The underperformance occurs
when pH is naturally increasing over the sampling interval, offsetting
the effect of an imposed pH decrease such that the resulting change falls
below the criterion threshold.

The other criteria show variable responses of the true positive rate

Fig. 5. Daily pH ranges from two contrasting years from each study region, a) seasonally
stratified, b) intermittently stratified, and c) permanently mixed. The ranges are calcu-
lated as maximum minus minimum pH within each calendar day, irrespective of when
these occur.
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to sampling interval − this however is an artifact of the relative dis-
tributions of the perturbation set and the criteria set. A natural un-
derlying decrease in pH between sampling points in combination with a
perturbation would serve to increase the magnitude of the observed
ΔpH. Consequently on occasion a perturbation can be pushed over a
larger (more negative) detection criteria, hence a longer sampling in-
terval can propel detection success over the theoretical maximum. This
is only observed where the chosen perturbations are slightly less than
the chosen detection criteria (as for −0.003 pH and −0.01 pH but not
for −0.031 pH). While the false positive rates are relatively small for
the larger magnitude detection criteria, increasing the sampling in-
terval significantly increases the false positive rate for the smaller de-
tection criteria, such that one quarter to one third of observations with
a detection criterion of Δ pH = −0.001 and a sampling interval of
more than 1 h would register false positives. It can be seen that sam-
pling at 6 h intervals produces a worse result than sampling at 12 h

intervals. This follows from the tidal mixing cycle, such that water
masses are likely to have a more similar distribution if sampled in
synchronization with the tidal cycle.

Given that short term variability is seasonally and spatially het-
erogeneous (Fig. 5), a pertinent question is if monitoring success (de-
fined as maximising true positives and minimising false positives) can
be improved by choosing site specific time periods where natural
variability or underlying pH dynamics facilitate detection. Further by
identifying optimal monitoring time-windows, is it possible to reduce
sampling intervals to save costs? Subjectively defining monitoring
success as better than 95% of perturbations detected with less than one
false detection per day, Fig. 9 defines the periods and associated sam-
pling strategies that deliver acceptable detection success for each site.
Inconsistency between the two chosen years suggests that due to in-
terannual variability there may not be a consistently optimal time-
window for sampling at any site. The stratified region has the best

Fig. 6. Seasonal climatology of pH using de-trended
data from the 30 year simulation. Respectively a)
stratified, b) intermittent, c) mixed. The shaded area
indicates the range of pH between the mean max-
imum and mean minimum of the 30 year data set,
the bounding lines represent the maximum and
minimum pH recorded and the dashed lines the 80th
and 90th percentile of seasonal minima. The bold
central line indicates the seasonal mean pH.
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Fig. 7. Relative frequency of changes in pH ex-
ceeding a variety of thresholds (top to bottom: 0.001,
0.005, 0.01, 0.025 pH units) between different time
intervals (x-axis, 20 min to 5 days) for two con-
trasting years for each region (left to right: Stratified,
Intermittent, Mixed).

Fig. 8. Receiver operating characteristic plots
showing the true positive and false positive scores for
the detection criteria tested. i) Absolute thresholds,
the three regions represented by different symbol
shapes, the three threshold criteria represented by
different shading. 2002 results are encircled, 1995
results are not. ii) Dynamic thresholds, showing each
combination of detection criterion as labelled and
sampling interval delineated by shape and shade.
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spread of optimal monitoring periods, with high frequency sampling
delivering potentially acceptable results over much of the annual cycle
and lower frequency sampling (hourly) delivering acceptable results
during some seasons (Fig. 9a). However for the intermittent and mixed
regions (Fig. 9b, c) the seasonal windows for successful monitoring are
significantly reduced and the requirement for high frequency mon-
itoring significantly increased. Improved detection is uniformly asso-
ciated with low background variability in pH (Fig. 5).

5. Implications for operational CCS

The premise remains that well operated and appropriately mon-
itored CCS will be secure in the very long term. Nonetheless a com-
prehensive and scientifically sound monitoring programme will con-
tribute significantly to public confidence and acceptance of CCS as a
bridge to a low carbon global economy. The balance of operational
versus regulatory feasibility requires that costs for such monitoring

need to be minimised without impacting detection fidelity. For this
reason the focus here is on anomaly detection only. If an anomaly is
detected, additional monitoring will be required for confirmation and if
necessary quantification, in which case additional samples for DIC and
alkalinity may be required. This work shows that in the absence of
comprehensive baseline information on the natural variability of
parameters relating to carbon leakage, models can provide sufficient
resource with which to explore various strategies for monitoring, by
providing biogeochemically consistent, four dimensional data sets.
However caution is advisable, because of the models low horizontal
resolution compared with the scale of leakage events and relatively low
frequency model forcing (e.g. surface wind speed, heat flux and cloud
cover) it is more likely that the model underestimates heterogeneity
and temporal variability, therefore overestimating the potential success
of monitoring. While the sea floor will be relatively immune to vagaries
in surface forcing, we lack sufficient high frequency bottom water data
with which to properly evaluate the model findings.

A clear outcome of this analysis is the dissimilarity between dif-
ferent regions, characterised by different hydrodynamic and to a lesser
extent biological regimes. Results suggest that at a deeper, seasonally
stratified site similar to Goldeneye, anomaly detection may require less
deployments and less data; less false positives will occur and smaller
signals could be discriminated compared with a shallower fully mixed
site similar to the southern North Sea. Consequently monitoring at some
sites will inevitably be less expensive than at others. It is a strong re-
commendation that a bespoke baseline survey and analysis of natural
variability should be obtained for each target storage site in order to
maximise the efficiency of monitoring, and given that observations are
more expensive than models, that a combination of modelling eval-
uated by in situ data has promise in identifying the most efficient ap-
proach to monitoring for any particular region. This study also shows
that there is distinct seasonality in the natural baseline producing
variation in the optimal criteria and sampling strategies depending on

Table 2
i) pH perturbations used to test detection criteria. ii) Dynamic detection criteria tested
with (in brackets) the theoretical maximum detection success rate based on the pertur-
bation data set. iii) The subset of sample intervals analysed for dynamic detection criteria.

i Perturbation set:
Imposed decrease in pH

ii Detection criteria set: ΔpH
(maximum detection success
rate)

iii Sample intervals
presented

−0.00103 −0.00100 (100%) 20 min
−0.00206 −0.00316 (75%) 40 min
−0.00409 −0.01000 (50%) 1 h
−0.00814 −0.03162 (37.3%) 6 h
−0.01618 −0.10000 (12.5%) 12 h
−0.03217 24 h
−0.06397
−0.12720

Fig. 9. Seasonal analysis of detection success. Each symbol represents a time period when detection is deemed successful, according to the criteria of exceeding 95% detection of
perturbations and triggering no more than 1 false positive per day. Data has been binned into five day periods for clarity and is analysed for each of the subset of sampling intervals (y-
axis). White diamonds represent 1995 and black squares represent 2002. a) stratified region, b) intermittent region, c) mixed region. This analysis utilises the −0.001 pH unit detection
criteria.
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the time of year. Although it is hard to predict precise optimal sampling
periods based on this study, avoiding highly dynamic periods such as
the spring bloom or autumnal overturning based on short term opera-
tional modelling would reduce the chance of false positives.
Opportunistic monitoring deployments based on short-term forecasts of
low dynamics may be a strategy worth considering. Of course, inter-
mittent monitoring does not provide the assurance of continuous
monitoring and could theoretically allow release to occur for several
months before detection. However if continuous monitoring was pro-
hibitively expensive, especially for the entirety of large storage complex
areas, it would be important to optimise an intermittent monitoring
strategy. Full scale geological monitoring of a storage complex is ex-
pensive and likely to be deployed at annual frequencies or less (e.g.
Chadwick, 2010).

This study shows that identifying parameter ranges and extremes (in
this case pH minima), even with sub-seasonal discrimination, does not
provide an operationally useful criteria for anomaly detection, although
they have much relevance to impact assessment. While the absolute
criteria of pH minima provide a relatively simple metric, it is quite
possible that given the large range of natural pH, a leak event may not
cause a change in pH sufficient to be distinct from this range, especially
in the case of a small leak, or at the periphery of larger events. There is
little point in conducting an expensive biological impact assessment if
the carbonate system has not been perturbed outside of its normal
variability for a significant amount of time (Lessin et al., 2016).
Nuancing absolute thresholds by considering the distribution of minima
within each region, for example adopting the mean of the minima, or a
percentile, in place of the absolute minima improves detectability
slightly but at the expense of unacceptable levels of false positives.

This analysis does suggest that monitoring for an unusual change in
pH over relatively short intervals may deliver a highly sensitive method
by which to detect anomalies. This approach benefits from the mobility
associated with both target and sensor platform. Within tidally influ-
enced environments, modelling of the dispersion of CO2 plumes sug-
gests that the plumes will be highly mobile, following the local tidal
ellipse (Blackford et al., 2013; Phelps et al., 2015). Monitoring de-
ployments are likely to utilise either fixed landers near particular risk
points or autonomous underwater vehicles (AUVs) for larger areas
(Blackford et al., 2015). Whether via tidal circulation of CO2 plumes,
AUV transit or a combination of both it is likely that deployed sensors
would experience frequent oscillations between the natural and per-
turbed state as plumes were advected over sensors or AUVs traversed
plumes. Based on the minimum time-step of the model system, twenty
minute sampling frequencies are shown to give reasonable detection of
small perturbations, however operational sampling frequencies can be
higher, which could improve detection certainty or offset model un-
derestimations of natural variability, if shown to exist. In practice
sampling frequency is limited by the ability to store and transfer data as
well as the battery life of the sensor and platform. If for operational
reasons only low frequency sampling is possible, then from a baseline
consideration, sampling at semi-diurnal frequencies may minimise false
positives, however from a detection point of view it may also minimise
the chance of registering oscillations between the natural and perturbed
state. Previous studies (Greenwood et al., 2015; Hvidevold et al., 2015)
have shown that appropriate choice of location of limited fixed sensors
is not immediately intuitive, with respect to potential leak location.
This study suggests that heterogeneous natural variability may be an-
other factor to consider when planning the location of such sensors.
Similarly when planning the path of AUVs, traversing across, rather
than with the tidal ellipse should increase the opportunity to detect
anomalous oscillations.

This analysis also suggests that false positives may be very difficult
to eradicate entirely, unless a relatively high anomaly threshold is
deemed acceptable by regulatory authorities. One of the yet to be re-
solved challenges is to optimise the balance between detection sensi-
tivity, the potential for false negatives (at worst rare but potentially

very expensive) and the occurrence of false positives (more common
and moderately expensive). There is also a challenge to understand how
to respond to a detected anomaly and at what stage to trigger a costly
decision to deploy additional sensors or sampling. A single small
anomaly may only necessitate a more in depth assessment of the
monitoring data and ambient conditions, rather than an automatic
additional deployment. However an ability to divert AUV based systems
to resample suspect regions would be a worthwhile capability.

The primary recommendation of this study is for a programme of
baseline observations comprising of high frequency near sea floor
measurements of the pH (along with temperature, salinity, pCO2) with
both a seasonal and spatial component. Lower frequency supporting
determinations of a basic biogeochemical parameter set, such as
oxygen, chlorophyll and nutrients would enable evaluation of the dri-
vers of pH change and improved model evaluation. It would be valuable
to assess if significantly different results arise within one metre of the
sea floor (i.e. the likely height of a fixed sensor) compared to around
five metres (corresponding with the operational safe height of AUVs,
Wynn et al., 2014). Deployment of AUV based baseline surveys would
allow for an analysis of local spatial heterogeneity, which is not cap-
tured by the model. Thus, while this study has focussed on analysis of
single time series, spatial correlation between sensors on mobile and
fixed platforms, operating as part of an array, will also be important for
improving sensitivity of detection (as shown by Greenwood et al.,
2015). Surveys at hydrodynamically contrasting sites would be valu-
able as the model predicts fundamentally different dynamics according
to water depth and stratification. Seasonality is also an important di-
mension. Targeting surveys at periods when low natural variability is
predicted may be more efficient than attempting a full seasonal dis-
crimination.

If criteria are based on historical observations then the potential for
inter-annual variability and long term drift must also be accounted for.
Apart from the signal induced by atmospheric CO2 increase, of the
order of 0.001 pH units per year, other factors such as changes in
buffering capacity (Thomas et al., 2007) and riverine run off due to
terrestrial nutrient management (Provoost et al., 2010; Gypens et al.,
2009) can induce regional changes that are significantly more rapid.
Hence, over decadal scales, monitoring criteria will need to be adjusted
to account for decadal scale change. Consequently combining data from
short-term, high resolution, CCS targeted surveys with longer, term
multi-purpose, marine research data and climate-targeted initiatives
(GOA-ON, Newton et al., 2015) via models is most likely to be cost
effective.

Although this study is predicated on the North Sea, the majority of
offshore geological carbon storage will be situated under the con-
tinental shelf below water bodies with a similar range of hydrodynamic
characteristics to the sites studied here. On a qualitative basis it is likely
that the principles outlined here would apply to other storage sites,
although site specific models and observations would be needed to fine
tune local monitoring strategies.

In conclusion, this study suggests that detection of anomalies based
on pH fluctuations as small as −0.001 pH units may be achievable,
although model under-estimation of natural variability may imply that
fluctuations of, say, −0.01 pH units are a more reliable indicator. This
paper demonstrates that it is possible to utilise the current accuracy of
available sensors (of the order of 0.01 pH units) to detect small and
locally environmentally harmless anomalies that could indicate un-
foreseen release of CO2. Further, future improvements in sensor accu-
racy could enhance detection fidelity. Of course detecting a small
anomaly does not begin to quantify a release rate or impact – such a
signal could indicate a small release close by or a large release some
kilometres distant. Further survey work would be required to locate,
attribute, quantify and assess a release.
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