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Abstract: The Hume-Rothery approach applied in terms of e/a to classify and design 

quasicrystals and BMG is revisited for the case of HEAs. The results were compared with 

other parameters used in the literature, namely VEC and delta. The Self-Organizing Map tool 

is used to classify the experimental results and the experimental map is used to compare the 

predictions of phases and properties of compositions reported in the literature. According to 

the Hume-Rothery approach e/a and the average radius can give a precise rule of thumb to 

identify the domain of stability of HEAs and to estimate the phases that may occur in the 

alloy: i) e/a< 1.65: fcc, ii) 1.65< e/a < 2.05: mixed phases including in particular sigma, iii) 

e/a > 2.05: bcc. Moreover, e/a is to be preferred to VEC to classify phases in HEAs and the 

simple combination of e/a and r give more accurate estimation than complex approaches 

based on DOS and VEC. Self-organizing maps can be used to make interpolative predictions 

for new compositions of HEAs with suitable phases for specific properties. 
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1. Introduction 

The term “high entropy alloys” has been introduced in 2004 to name alloys in equimolar or 

near-equimolar amounts [1-2]. However, a new metallurgy was born by considering not one 

or two main elements with the others as minor additions but with all elements on an equal 

footing from the liquid state. Thus, a new name appeared, closer to the reality of this new 

metallurgy, “multi-principal element alloys”, MPEAs [3]. For simplicity, we will stick to the 

initial term “HEA” in the following.  

In the last 12 years, many reports have reviewed the observed structures and microstructures 

as well as the potentialities of these new alloys in terms of applications of different kinds. The 

most cited report [4] defined HEAs, as compared to Bulk Metallic Glasses (BMGs) and 

intermetallics in terms of the parameter omega, dependent on the entropy of mixing, versus 

the atomic mismatch, delta. The existing location for HEAs was defined at omega ≥ 1.1 and 

delta ≤ 6.6%. This work [4] has strongly influenced the search for more HEAs. 

Determining the phases stable after solidification in high entropy alloys has been an important 

issue since their discovery as the resulting phases influence the mechanical efficiency of the 

alloy and thus the potential applications. Generally fcc phases favour ductility and bcc phases 

favour strength. Scientific issues and challenges have been discussed including aspects of 

definition/terminology, phase formation, microstructure and phase stability, strengthening 

mechanisms, and high temperature properties, as well as the density and cost [4-10].  

Several studies were aimed at finding single-phase HEAs [11-16]. In [14], it was claimed that 

single phase fcc solid solution should form if delta <4.27%, -7.27 kJ mol-1<enthalpy of 

mixing <4 kJ mol-1 and the total valence electron (VEC)>8. While a single phase bcc solid 

solution should form if delta<4.27%, -7.27 kJ mol-1 <enthalpy of mixing<4 kJ mol-1 and 

VEC<6.87. 

Less empirical methods using numerical calculations and models have been developed to 

identify desired or undesired phases and to classify and/or design HEAs. The CALPHAD 

approach has been widely used to achieve an understanding of phase stability and phase 

relationships [3,7,8,17-20]. However, it was concluded in [17] that none of these criteria 

(entropy of mixing, variations in atomic radius, electronegativity, valence or number of 

itinerant electrons, lattice distortion), taken alone, can reliably predict the formation of a 

single solid solution.  

Thus, more complex methods using other characteristics and parameters other than entropy of 

mixing and mismatch were proposed including lattice distortion, hardness and the total (VEC) 

or reduced (e/a) number of valence electrons [21-29]. The comparison with BMGs is often 



mentioned [4,21,24,30]. In [21], the authors claim that the two chosen parameters of the 

method clearly provide separate regions for fcc and bcc by displaying solid solutions, 

intermetallics, bulk metallic glasses and other crystal structures.  

 

In this work, the Hume-Rothery approach applied in terms of e/a to classify and design 

quasicrystals and BMGs [31-37] is revisited for the case of HEAs. Furthermore, the present 

work has the aim to provide a new general tool for classification of HEAs via potentially 

occurring phases and a potential methodology for interpolative prediction for HEAs. Data 

from both as-cast and homogenized alloys have been used. New compositions, the effects of 

thermomechanical treatments and specific industrial applications have not yet been 

considered,  

 

2. Materials and Methods 

 2.1 Experimental details 

235 different compositions were used in this work, based on 3 to 9 elements out of the total 25 

different elements constituting the whole set of alloys:  

- Among them, ingots of 67 compositions were chosen for analysis using a Self-

Organising Map (SOM) map approach, described below. The alloys [38-43] prepared by 

different techniques were investigated with a superconducting quantum interference device 

(SQUID) at temperatures from 5 to 400K. The average magnetic moment per atom as a 

function of applied magnetic field was measured at 5K and the saturation value was estimated 

whenever possible. The plotted values are given in Bohr Magneton for comparison. In order 

to determine the structure of the alloys at the atomic level three different experimental 

diffraction techniques were used: standard X-ray diffraction (XRD), high-energy X-ray 

diffraction (HEXRD) and neutron diffraction (ND) [38-43]. It is thus to be noted that the 

resolution of the determination of the existing phases in the alloys used in the map for the 

classification and prediction is very high as detailed in [41]. An arbitrary number has been 

attributed to each of the phases detected: 1 for fcc, 2 for bcc, 3 for hcp, 4 for B2, 5 for 

unknown, 6 for sigma, 7 for other phases, 10 for multiple. “Unknown” refers to phases not 

possible to identify and “multiple” to a very complex diffraction pattern, appearing as “forest-

like”. The detailed experimental results for these alloys are reported elsewhere. 

- The results of the observed phases for additional 146 compositions were taken from 

[10] and 22 from [28] for the prediction part.  

 



The total, 2P, of the first two main identified phases has been chosen as one experimental 

value for classification purposes, e.g. 2P=6 for bcc and B2 or 3 for fcc and bcc. It is 

distinguished in the figures below between the following cases: fcc only, bcc only, fcc main 

plus one bcc, bcc main plus one fcc, two fcc, two bcc, one bcc and one B2. Moreover, when 

another phase is identified as a third phase, it is also specified in the symbols but it is not 

counted in the 2P summation. For example an alloy for which a bcc and a B2 have been 

identified as first two main phases but also an fcc as third phases, 2P will be equal to 6 but the 

value will be identified in the plot by three symbols: fcc, bcc, bcc+B2. 

Thus, only part of the experimental data used in this work come from our own results, the rest 

being taken from the literature. 

 

2.2. Self-Organising Map 

The current work also uses a basic Self-Organising Map (SOM) [44-47] to classify the 67 

alloys for which the magnetization at saturation (or the maximum one) had been measured. 15 

different parameters were available per each alloy, as listed in table 1. SOM are commonly 

used to draw trends in multiple parameters characterization in various domains. Their 

application to the case of HEAs was to try to observe if the various 15 parameters available 

for the investigated alloys are aligning themselves naturally. Also, the ability of the SOM 

approach to be used in a predictive capacity is investigated, albeit in an interpolative 

prediction mode.  

 

These 15 parameters are defined as the vector ALLOY and are stored in a 67 by 15 array. 

SOMs provide a methodology for representing such multidimensional data in a much lower 

dimensional format, usually in the form of a 2D map [44]. SOMs are widely described in the 

general literature so only a brief overview is provided here [44-47]. Initially each parameter in 

the vector ALLOY is individually scaled from 0 to 1 (e.g. all average radii are scaled between 

0 and 1 etc.). A training vector is then selected. The training vector consists of a subset SUB 

containing n selected parameters from ALLOY, where SUB⊂ALLOY. A 20x20 grid of 

nodes is then set up where each node initially possesses its own uniformly distributed random 

values, from U(0,1), for each parameter in SUB. Construction of the SOM proceeds by 

repetition of the following ‘time’ steps, t. 

1: Randomly select an alloy (1 to 67), ALLOYx. 



2: Determine the node that most closely matches the chosen alloy, i.e. the node that minimizes 

the expression, Node = ඥ∑ ሺ࡮ࢁࡿ௜ − ௫ሻଶ௡ࢅࡻࡸࡸ࡭
௜ୀଵ . The chosen node is now defined as the 

best matching unit or BMU. 

3: Next, the neighbourhood of the BMU is determined. The neighbourhood is made up of 

those nodes that are within a fixed distance of the BMU. This fixed distance decreases as 

more steps are performed so that BMU neighbourhoods become smaller as the number of 

iterations increases. 

4: Within this neighbourhood SUB is adjusted to move towards ALLOYx by an amount 

inversely proportional to the distance of the neighbourhood node from the BMU, 

SUBt = SUBt-1 + ϴ(t) (ALLOYx-SUBt-1) 

 Where the weighting function ϴ(t), the so-called learning rate, is an inverse function of the 

distance of the neighbourhood node from the BMU. ϴ(t) also decreases linearly with 

increasing time steps, t. 

5: The process is then repeated N times until the fixed distance defining the BMU 

neighbourhood becomes just one node. 

Once this process is finished the BMU for each alloy is then determined and the alloys are 

placed on the map at their BMU locations. To aid the reader a flow chart of the basic SOM 

code is presented in figure 1. 

 

2.3. Set-up of the classification 

2.3.1. Hume-Rothery approach 

As pointed out in [27] the simplicity and the generality of the Hume-Rothery rules helped to 

achieve the prediction of solubility in alloys [48-50]. Moreover, Hume-Rothery and his co-

workers demonstrated the importance of the electron-to-atom (e/a) ratio in controlling the 

range of stability of solid solutions, intermetallic compound formation and liquidus 

temperatures in metals and alloys. Based on this, several authors demonstrate that the 

variation of properties as a function of the number of valence electrons is a useful approach to 

classify and design alloys [51-54]. A review on the use of e/a to design alloys with specific 

properties can be found in [51].  

However, several authors noted the non-validity of Hume-Rothery rules in the case of 

intermetallic compounds and have thus proposed adapted rules and new e/a values based on 

Full-Potential Linearized Augmented Plane Wave (FLAPW) band calculations [55-57]. It is 

to be noted that due to their compositions several intermetallic phases are detected in some 



HEAs. Several authors claim that the name HEA should be restricted to alloys containing 

simple phases such as fcc, bcc and hcp and thus corresponding to simple diffraction patterns. 

The present study is focused on classifying alloys as a function of the potential phases which 

can occur, and thus to predict new HEA compositions for potential applications needing one 

phase or the other or a combination of several. Other types of investigation, e.g. using ab 

initio electronic structure calculations, are of course not excluded after this proposed first 

selection test based on e/a and r. Other types of investigation could be used to refine the 

structure, composition and application of newly discovered alloys. 

A solid solution is defined in the literature as a homogeneous crystalline structure in which 

one or more types of atoms or molecules may be partly substituted for the original atoms and 

molecules without changing the structure. In a first approximation to solid solutions all the 

parameters used in SOM were chosen as the sum of the parameters of the constituting 

elements of the alloy weighted by their respective atomic percentage in the composition. 

However, the approximation is not an overestimation the phases considered to exist in HEAs 

are fcc, bcc and hcp, the complex intermetallic ones being additional. 

The first Hume-Rothery rule states that, if the atomic diameters of the solvent and solute 

differ by more than about 14-15% then the primary solid solubility will be very restricted. 

HEAs are multicomponent [2] and multi-principal element alloys [3] and close to equiatomic 

concentrations are usually considered. Thus, all elements are on equal footing in terms of 

solidification in this rule.  

Consequently, the restrictions of the first rule do not apply to solidification and the second 

rule emphasizes the importance of the electron concentration (or electron per atom ratio). 

 

2.3.2. Choice of e/a 

Hume-Rothery rules state that particular alloy crystal structure types are found at specific 

electron e/a values. In the case of transition metals forming generally complex intermetallic 

phases, the validation of these rules has been widely discussed and band and density of states 

calculations as well as artificial neural networks approaches were developed in order to 

estimate more suitable e/a values [55-62]. Mizutani proposed new values for e/a in [56]. 

These values have been used in fig. 2d for comparison. 

 

However, as detailed in [63], it is important to stress that one can express the electron 

concentration in two ways. One is the VEC, more recently referred to as the valence electron 

concentration, where all the electrons are counted including the d-electrons (and other 



electrons) accommodated in the valence band. The other one is e/a, the number of itinerant 

electrons per atom. Depending on the type of material, e/a or VEC have to be considered 

when applying the Hume-Rothery approach.  

Recently Hume-Rothery rules were applied, especially using e/a, for new types of alloys, 

namely quasicrystals to develop a classification and discover new compositions. In this case 

no calculations but rather empirical rule were used to predict the ternary quasi-crystal 

compositions from binary ones. Furthermore it was demonstrated that Quasi-Crystals (QCs) 

are Hume–Rothery phases [31-34]. 

Furthermore, as was pointed out in [63] the calculations of valence electrons for a system is 

sometimes not correctly estimated, with confusion between the VEC, the total number of 

valence electrons and e/a, and the s and p electrons. For example, in [28], a series of high-

entropy equiatomic alloys have been analysed to determine the main factors that influence the 

formation of various solid solutions and chemical compounds. The key factor leading to the 

formation of phases in high-entropy equiatomic alloys is said to be the mean electron density 

(e/a) but in fact VEC values are used. Similarly in [64] e/a and VEC are mixed in the 

classification of simple structure types using Hume-Rothery rules.  

 

In the following, the e/a and VEC values have been calculated, in the standard way, 

according to [63]. For example in the case of Zn, with 3d104s2 as electronic structure and 2 

electrons in the outside layer, e/a=2 and VEC=12. Applying a solid solution first 

approximation, the e/a and VEC for the alloys have been calculated from their atomic 

compositions as a linear combination of the e/a and VEC of the individual constituting 

elements.  

 

Accordingly, we have preferred the standard e/a data from Massalski/Hume Rothery for 

the calculation of e/a and VEC in the case of our study for the following reasons: 

1) HEA can be firstly approximate as solid solution due to their close to equiatomic 

composition and to the phases usually detected, namely fcc, hcp and bcc. 

2) The Hume Rothery approximation that e/a can be used to distinguish domains of 

existence of phases works in the case of solid solution. 

3) Alloys with compositions close to HEA and containing complex intermetallic phases 

are not HEA as they thus do not have a simple diffraction patterns [41]. We thus have not 

used the e/a values from Mizutani.  



Furthermore the aim of the classification/prediction presented in this study is not to find 

compositions with complex intermetallic phases but composition with simple phases giving 

simple diffraction patterns, thus true HEAs. Thorough investigations, e.g. using electronic 

structure calculations are considered as belonging to the second step. 

 

2.3.3. Choice of r 

For another class of materials, namely BMGs, it was shown that two criteria were necessary 

to discuss the stabilization mechanism of metallic glasses, e/a and average atomic size [35-

37].  

As pointed out in [48] the exact “atomic diameter” of an element is always difficult to define. 

The atomic distances used in Hume-Rothery approach are defined [50] as the closest distances 

of approach of atoms in the crystals of the elements. The radii given in [65] are probably the 

most useful for discussing metallic alloys as they are reported for a coordination number of 

12. They were taken from the observed interatomic distances in fcc, hcp and bcc structures. 

However, this diameter cannot necessarily be transferred to the alloy because the ‘radius’ of 

an atom is affected by coordination number. 

Here we considered that HEAs are not binary, but equimolar with a minimum of 3-4 

elements. Thus, only the average radius according to [65], and not the mismatch was 

considered in the classification. However, a display of the properties versus the mismatch 

values, delta, is also performed below for comparison. 

 

Applying a solid solution first approximation, the average radius for the alloys has been 

calculated from their atomic compositions as a linear combination of the radius of the 

individual constituting elements. Providing error bars for all of the calculated data (average 

radius, mismatch, e/a, VEC) is acknowledged as challenging referring as it does to commonly 

used databases of physics, such as the radius for bcc, fcc and hcp structure (Teatum, reference 

[65]) and the number of different electrons per atom. 

 

3. Results 

3.1. Two dimensional plots of experimental results and bibliography data 

In [51, 63], the relation between phase formation and magnetism was stressed for choosing 

e/a to classify alloys. Furthermore, BMGs and HEAs are often compared [4,24]. Thus, we 

have chosen to investigate in detail the variation of M, the average magnetic moment per 

atom at 5K, and 2P, the first two detected phases, as experimental properties to be classified 



as a function of e/a and the average radius. Figure 2, a to c, presents the variation of M for 67 

compositions [38-43] as a function of standard e/a, delta and VEC as well as the e/a values 

proposed by Mizutani in [55-57], respectively, for the detected phases. The M values get 

classified into two (figure 2, b and c) or three domains (figure 2, a and d). The comparison of 

figure 2a and figure 2d confirms that the use of the proposed calculated values of Mizutani 

[55-57] for transition metals does not give better results than the simple standard ones 

calculated according to Massalski/Hume Rothery [63]. 

Lines were drawn in order try to separate domains of fcc, bcc, and mixed phases in figure 2, a 

to c.Two regions are apparently observed versus delta and VEC in figure 2, b and c, although 

there is some overlap. According to the literature [4,17], HEAs should form at delta < 6.6. As 

shown in figure 2b, the investigated alloys from [38-43] and [10, 28] are in this region. Thus, 

nothing can be concluded. As strongly emphasized in [10], the delta based classification has 

limited use in terms of controlling the formation of fcc- or bcc-structured HEAs because the 

fcc-type solid solution forming delta range largely overlaps with that of bcc solid solutions. 

Figure 3, a and b, presents the variation of e/a as a function of the sum of the two main phases 

detected and of the average radius, respectively. The values correspond to the alloys of figure 

2 as well as to other compositions from the literature [10,28]. Lines were drawn in order try to 

to separate domains of fcc, bcc, and mixed phases in fig. 3, a and b.  

When the four parameters discussed in part 2 are combined, namely e/a, the atomic radius, the 

average magnetic moment per atom and the two first detected phases by diffraction, presented 

in fig 2a, 3a and 3b, the following domains can be identified: 

i) e/a< 1.65: fcc,  

ii) 1.65< e/a < 2.05: mixed phases including intermetallic phases, in particular sigma,  

iii) e/a > 2.05: bcc. 

Because of the controversial use of e/a values for transition metals (TMs) VEC has often been 

preferred to study the electron concentration effect on phase stability in HEAs and has been 

presented by several authors as a key parameter to classify HEAs [14,17,21,24,26]. For 

comparison the variation of VEC for the same alloys [10,28,38-43] as a function of the two 

main detected phases as well as the average radius are presented in figure 4, a and b. 

However, if fcc phases in HEAs seem to stabilize preferentially at higher VEC, the bcc phases 

do not only occur at lower VEC (figures 2c and 4). The division in three domains is much 

clearer when using e/a (fig. 3 a and b) as when using VEC (fig. 4 a and b). However, HEA 

compositions can lead to the occurrence of intermetallic phases. The present classification 



aims to distinguish between the fcc, the bcc and the other phases. In this paper it is considered  

that the use of e/a is more appropriate for this aim. 

In [29], the authors claim that VEC is the physical parameter controlling phase stability in 

HEAs and that fcc phases should be stable for VEC>8 and bcc ones for VEC<6.87. In figure 

4a, bcc phases can be found in both regions, they are not only localized in one single domain. 

In [13] structure and hardness are predicted as a function of VEC and delta. The authors claim 

that fcc structure is found for 7.80 < VEC < 9.50 and bcc for 4.33 < VEC < 7.55. The domain 

for fcc occurrence fits with the results presented figure 4a. However, bcc structure appears in 

a much larger region. 

More complex approaches have been developed in order to classify HEAs using several 

parameters, including both delta, e/a and VEC [14,21,24]. In order to compare with these 

works, the variation of VEC as a function of delta and e/a as a function of VEC, with 

indication of the two main phases is presented figures 5 and 6 respectively with the domains 

identified in [14] and [24] delimited in colour.  

In [14] an empirical rule is proposed and it is claimed that fcc forms if delta <4.27 and 

VEC>8, and bcc if delta <4.27 and VEC<6.87. The coloured regions on figure 5 represent the 

two identified regions. Although the fitting is rather good for fcc, it completely fails for bcc. 

In [24] using a thermodynamic approach and the application of Hume-Rothery rules the 

authors claim that fcc phases are stabilized by VEC>7.5 and 1.6< e/a < 1.8 and bcc at VEC 

<7.5 and 1.8<e/a <2.3. These regions are identified with colours in figure 6a. However, the fit 

is not apparent especially for the fcc region. 

In the complex classification proposed in [21] the interatomic spacing distribution and the 

bulk modulus distribution are also introduced. It is claimed on a representation of e/a versus 

VEC that these two parameters accurately separate fcc and bcc regions, in particular for some 

fcc and bcc alloys. These three regions are represented in figure 6b. The regions are located 

where fcc occurs for the fcc domain in [21] and where bcc occurs for the bcc domain. 

However, in two regions out of three, additional phases have also been observed. 

 

From the first 2D plots of figures 2 to 6, the following conclusions can be drawn: 

1) The classification of the alloys in three domains by fcc, mixed and bcc with the use 

of VEC and delta is not very efficient. In particular the values corresponding to the alloys 

containing bcc phases are widely spread.  



2) As expected from the literature and discussed above in part 3, properties can be 

organized if they are plotted as a function of e/a in case of magnetic properties. Moreover, 

two of the well identified domains correspond to the simple phases, namely fcc, bcc and hcp.  

3) Furthermore, the domain between e/a=1.65 and e/a=2.05 define an interval where 

no “real” HEAs can be found, i.e. where the diffraction pattern is not simple as defined in [39, 

41]. 

 

3.2. Mapping of the experimental results 

In order to get a picture of several combined parameters the Self-Organising Map (SOM) 

approach has been used. In order to differentiate the influence of some parameters not all of 

them are necessarily used to construct the map. Thus, e/a, VEC, the first identified phase by 

diffraction, the second phase, the sum of the first two main phases (2P), the density, the 

atomic mass, the mismatch delta, the average radius, the hardness, the average magnetic 

moment per atom at 5K and 300K and the average volume per atom have been combined with 

one another and tested for their efficiency in reproducing the results from figures 2 and 3. See 

Table 1 for the list of these parameters. 

Figures 7, a to f, presents the results arising from the selective choice of e/a, delta, VEC, M at 

5K, the 1st detected phase, the 2nd detected phase to make up the training vector. Thus, in this 

case SUB = e/a, delta, VEC, M at 5K, the 1st detected phase, the 2nd detected phase and these 

six parameters alone are used to construct a single SOM. Once the SOM is constructed the 

resulting distribution of the individual parameters within it can be visualized. 

The maps show the locations of the different alloys (labelled as M1, M2 etc.). The alloys are 

always at the same positions on the maps shown in figures 7 a-f. One can observe that the 

domains in figure 7a and 7d, corresponding respectively to e/a and M at 5k, are correlated. As 

in figure 2a, the lowest values in e/a correspond to high values of M (figure 7a) and low 

values in first and second phase, fcc, (figure 7, e and f). This also corresponds to middle 

values of VEC (figure 7c). As in figure 2a, the other domains of high values of e/a (green and 

red in figure 7d) correspond to the high values of M in figure 7a. This also corresponds to 

high values in delta (figure 7b). But no other real correlations can be observed.  

 

Thus, figure 8, a to f, has been produced by reducing the parameters of interest from six to the 

two discussed in part 3.2 and 3.3 and represented in figure 3, a and b, namely e/a and the 

average radius. In this case SUB = e/a and r. The data for M at 5K and 2P, the average 

magnetic moment per atom and the sum of the two main detected phases by diffraction (as 



shown in fig 2a and 3a) are not used to construct the map. Their distribution on the map is 

only visualised after the SOM has been created. Although M at 5K and 2P were not used to 

construct the map, figure 8, c and d, show their strongly correlated distribution. Figures 8a 

and 8c on one side and figures 8b and 8d on the other side are correlated. The highest and 

lowest values of e/a in figure 8a (red and blue) correspond to the highest values of M in figure 

8c (green and red). The mainly fcc domain in figure 8d correspond to the lowest values in e/a, 

r and M in figures 8, a, b and c respectively. 

For confirmation, figure 9, a to d, presents this same choice of SUB using the same data but 

with the SOM started from a different start point in the pseudorandom number sequence. As 

expected the alloys are not in the same place from figures 8 to figures 9 but the same 

correlation can be observed in figures 9a and 9c and in figures 9b and 9d. The different choice 

of random number to start the SOM does not affect the underlying relational organization of 

data in the map.  

Thus, it appears, as expected from the literature and detailed in part 2.3, that the two 

parameters, e/a and r, are sufficient to produce a map with correlated M at 5K and 2P. 

 

3.3. Predictions compared with literature 

The SOM approach has been used above in a first step to describe, in a visual format, the 

different phases identified as indicated in [10] and [28]. It is now used in a second step to 

assess its ability to make interpolative predictions for new alloys.  

Figure 10 is figure 2a including the predicted values of M at 5K from the SOM procedure 

from the e/a and r of the alloys investigated in [10] and [28]. Figure 11 presents the phases 

predicted by the SOM from the e/a and r of alloys from [10] and [28]. These values are 

predicted by identifying the BMU on the pre-calculated SOM for the new alloys and 

assigning the data associated with the BMU to the new alloy. Importantly, the SOM used to 

classify the new alloy is constructed without knowledge of the new alloy data. This represents 

an interpolative prediction. The vertical lines represent the three domains identified in Fig 2 

where only the experimental data from the map (from [38-43]) were plotted. Figures 10b and 

11b present figure 10a and 11a without the alloys for which only fcc phases were identified, 

namely without fcc and fcc+fcc. Figures 10c and 11c present figure 10a and 11a without the 

alloys for which only bcc phases were identified, namely without bcc and bcc+bcc and 

bcc+B2.  

The variation of the predicted values for both the M at 5K (fig 10) of the alloys from literature 

[10, 28] follows the same variation as the experimental ones from [38-43] (fig. 2a). Fig 11 



presents the same three domains of appearance of the phases, especially the domain where 

other phases than fcc, bcc and hcp occur. 

Thus, it appears that Self-Organizing-Maps based on e/a and r can be used predictively for 

new compositions of HEAs alloys. The comparison between the predicted and the reported 

two main phases for alloys of [10,28] is well (fig 11a), especially for fcc phases (fig 11c). 

However, for bcc phases (fig 11c) some predicted 2P values have been set to 0 by the SOM.  

The observed limitations of the map are the following: 

- The predicted values depend on the initial values of the map used for the SOM 

approach. For example, some of the alloys of the map had no defined values for 2P because 

they had not been analysed by diffraction. Thus, their 2P values were 0. This has thus 

introduced 0 as a possible value for the further prediction, especially for the bcc alloys (fig 11, 

a and b). 

- Furthermore, the SOM approach cannot create an extrapolated value outside of the 

data used to construct the map. For example, the prediction for the M at 5K for the AlNiCo 

alloy has not resulted in a value larger than the maximum value present on the original map. 

This drawback must be taken into account when constructing the map. The use of alloy data 

containing a wide range of values to initially construct the SOM can help to reduce this 

drawback.  

 

It is to be emphasized that the SOM presented in this study, i.e. based on e/a and r and to 

predict M at saturation and 2P, has been used to confirm new compositions which have been 

produced and which are now being investigated. These will be presented in forthcoming 

papers. Thus the SOM approach may be a useful additional tool in guiding the development 

of new HEA compositions. Finally, the values in figures 10 and 11 appear to be well 

distributed according to the three domains identified from figures 2a, 3a and 3b. This result 

supports the idea that the simple rule based on the two Hume-Rothery parameters, e/a and r, 

is sufficient to classify HEAs according to phases in a first step. 

 

4. Conclusions 

According to a Hume-Rothery approach e/a and the average radius can give a very precise 

methodology to identify the domain of stability of HEAs, and to estimate the phases that may 

occur in an alloy:  

i) e/a< 1.65: fcc,   

ii) 1.65< e/a < 2.05: mixed phases including in particular sigma,  



iii) e/a > 2.05: bcc. 

 

According to the Hume-Rothery approach, e/a is to be preferred to VEC to classify phases in 

HEAs. 

 

Furthermore the simple combination of e/a and r gives an accurate first estimation to identify 

compositions with simple phases giving simple diffraction patterns, thus true HEAs as 

opposed to other compositional domains where complex phases occur.  

 

Self-organizing maps can be used to make predictions for new compositions of HEAs 

possessing suitable phases for specific properties. 
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Table 1. Available parameters used for the Self-Organizing Map. 

Parameter Definition of the parameter 

1 y, as in CoCrFeNiAlx where y=4+x 

2 average radius [65] 

3 delta 

4 average density 

5 average atomic mass 

6 e/a 

7 VEC 

8 average magnetic moment per atom at saturation at 5K 

9 average magnetic moment per atom at saturation at 300K 

10 main detected phase by diffraction 

11 second main detected phase by diffraction 

12 total of the detected phases by diffraction 

13 average volume per atom calculated from the lattice constant of the 1st main 

phase 

14 average volume per atom calculated from the lattice constant of the 2nd main 

phase 

15 2P 
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Figure 1. Flow chart of Self Organising Map algorithm. 
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Figure 2. Variation of the experimental average magnetic moment per atom, M, at 5K [38-43] 

for the different detected phases (■ fcc+fcc, □ fcc+bcc, ○ bcc+fcc,  ● bcc+B2, ◄ hcp, * 

multiple) as a function of (a) standard e/a, (b) delta and (c) VEC and (d) e/a according to 

Mizutani [55-57]. The bars are attempts based on visual inspection to separate phase domains.  
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Figure 3. Variation of e/a for the different detected phases from experiments [38-43] (■ 

fcc+fcc, □ fcc+bcc, ○ bcc+fcc,  ● bcc+B2, ◄ hcp, * multiple) and from bibliography [10,28] 

(▲fcc,▼bcc, ◄hcp, *multiple, X unknown, ✳ sigma and ✬ other phases) as a function of 

(a) 2P, the two first main phases and (b) r, the average radius [65]. The horizontal bars are 

attempts based on visual inspection to separate phase domains. 

  



a b  

Figure 4. Variation of VEC as a function of (a) the two first main phases and (b) the average 

radius [65]. For clarity the recorder detected phases are identified. From experiments [38-43] 

(■ fcc+fcc, □ fcc+bcc, ○ bcc+fcc,  ● bcc+B2, ◄ hcp, * multiple) and from bibliography 

[10,28] (▲fcc,▼bcc, ◄hcp, *multiple, X unknown, ✳ sigma and ✬ other phases). 

 

  



 

Figure 5. Variation of VEC as a function of the mismatch delta. For clarity the recorder 

detected phases are identified. From experiments [38-43] (■ fcc+fcc, □ fcc+bcc, ○ bcc+fcc,  ● 

bcc+B2, ◄ hcp, * multiple) and from bibliography [10,28] (▲fcc,▼bcc, ◄hcp, *multiple, X 

unknown, ✳ sigma and ✬ other phases) The coloured regions correspond to the ones 

identified in [14]: yellow fcc, pink .bcc. 
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Figure 6. Variation of e/a as a function of VEC. For clarity the recorder detected phases are 

identified. From experiments [38-43] (■ fcc+fcc, □ fcc+bcc, ○ bcc+fcc,  ● bcc+B2, ◄ hcp, * 

multiple) and from bibliography [10,28] (▲fcc,▼bcc, ◄hcp, *multiple, X unknown, ✳ 

sigma and ✬ other phases) The coloured regions correspond to the ones identified in (a) [24] 

and (b) [21]: yellow fcc, pink bcc. 
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Figure 7. SOM results for (a) e/a, (b) delta, (c) VEC, (d) M at 5K, (e) the 1st detected phase 

and (f) the 2nd detected phase when SUB = all and all are used to construct the SOM. (g) is 

showing the interval of colours, red corresponding to the maximum value and blue to the 

minimum. 
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Figure 8. SOM results for (a) e/a, (b) r, (c) M at 5K and (d) 2P when SUB = e/a and r. The 

interval of colours, red corresponding to the maximum value and blue to the minimum, is 

similar as in figure 6g. 
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Figure 9. SOM results for (a) e/a, (b) r, (c) M at 5K and (d) 2P when SUB = e/a and r. A 

different random number has been chosen to start the SOM. The interval of colours, red 

corresponding to the maximum value and blue to the minimum, is similar as in figure 6g. 
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Figure 10. Variation of the predicted [10,28] (▼fcc, ▲fcc+fcc, ∆fcc+bcc, ►bcc, ◁bcc+fcc, 

◄bcc+bcc, ◁bcc+B2, ►hcp, ✰ multiple, X unknown, ✳ sigma and ✬ other phases) and 

experimental [38-43] (■ fcc+fcc, □ fcc+bcc, ○ bcc+fcc,  ● bcc+B2, ◄ hcp, * multiple) 

average magnetic moment per atom at 5K as a function of e/a for (a) all alloys, (b) without 

alloys for which only fcc phase were identified and (c) without alloys for which only bcc 

phase were identified. The two vertical bars are identical to those describing the three 

different domains. 
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Figure 11. Variation of the predicted main two phases for the different alloys from 

bibliography [10,28] (▼fcc, ▲fcc+fcc, ∆fcc+bcc, ►bcc, ◁bcc+fcc, ◄bcc+bcc, ◁bcc+B2, 

►hcp, ✰multiple, X unknown, ✳ sigma and ✬ other phases) as a function of e/a. (a) all (b) 

without alloys for which only fcc phase were identified. (c) without alloys for which only bcc 

phase were identified. The two vertical bars are identical to those describing the three 

different domains. 

 


