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CHAPTER 1: THE HIGH TECH ELECTRONICS MULTINATIONAL
CORPORATION - SOME ISSUES FOR RESEARCH

1.1 INTRODUCTION

The unprecedented growth in the 1960°s and 1970’ s of
the microelectronics industries captured world attention.
The computer and semi-conductor industries were new
industries producing products that seemed to have the
potential for continuing market growth. These industries
also held out the hope of improved employment
opportunities in a world where traditional manufacturing
industries no longer served as the primary creators of
wealth and jobs. Leading firms in these young industries
had grown fairly rapidly: employment at their home bases,
most of them in California in the US, exploded during the
early 1970s, and they expanded early in their development
to overseas locations, where they also created a lot of
jobs. These corporations attracted the attention of
labour, and industry analysts and development economists
(among others) because of their unusual form of
internationalisation: their plants overseas were export
platforms manufacturing one (or a few) part(s) of the
completed product before sending them back to the US or a
third market for final sale. Their employment overseas -
particularly in the Far East - grew very rapidly.

The semi-conductor firms were new’ multinational
corporations, and the computer firms, many of them long-
" established, were transformed by the capability and
cheapness of the chip. These firms experienced
unprecedented sales growth and, as a result, global
expansion. These microelectronics multinationals gained
significant global economic and political clout because of
their record and potential for growth in both the First
and Third Worlds. Global corporate expansion during this
period was not to extract raw materials or to capture
foreign markets, the conventional rationale for the
internationalisation of production. The incentive in most
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cases* was to tap new labour supplies, the cheaprness of

which could not be matched in the home-base economy. This
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pattern challenged.the adeqguacy of the dominant theory on
multinationals which argued that firms expanded overseas
to control product markets. This form of
internationalisation of capital, introduced by the US
semi-conductor industry as it expanded from California to
the Far East, understandably captured a lot df research
attention.

By the late 1970s and early 1980s, these same firms
along with new cbmpetitors were establishing manufacturing
facilities in Europe. There was little investigation into
the structure and behavior of these subsidiaries, perhaps
because they employed predominantly female labour like the
plants in the Far East and the pattern in older
electronics firms. They were assumed to be the same
labour—-intensive, low capital volume assembly plants
already dotted around the world.?

By 1979 many market-leading computer and semi-
conductor firms had established manufacturing facilities
in Scotland. This concentration of high tech® was,
however, little noticed outside the region. Regional
officials called the development Silicon Glen. However, by
the beginning of the 1380s, the number of high tech firms
located in the area increased and established firms were
expanding. Even at this point, the role of these
subsidiaries within the global corporation went
unauestioned. While the Scottish economy had as many
differences as it may have had similarities to the
economies in the Far East, there was no suggestion that
these plants were any different from the predominant
subsidiary form in the Far East or that they represented
any alteration in the industry’s international division of
labour. The aim of the research on the region’s high tech
industry reported here was to investigate whether this

assumption was Jjustified.

1.2 RESEARCH INTEREST IN THE MICROELECTRONICS INDUSTRY

While the research reported here focused on the

structure and behaviour of the multinational corporation



as an economic unit, the character of the industry itself
is fundamental, not incidental, to the analysis. Until the
early 1980’s, US firms propelled the industry and
dominated the definition of its character. The US micros
industry maintained phenomenal growth in employment, as
well as sales and international markets, for a period of
more than twenty years. The industry’s economic compulsion
to innovate produced many generations of products within
its relatively short life.

Also the US microelectronics industry has a colourful
history. It rapidly developed a reputation as a group of
glamorous, fast-paced companies and manhagers: often
beginning in California garages, their record of turning
high profits within a few Years captured the imagination
of international audiences. The industry’s entrepreneurs
were always interesting, if not flamboyant.

The industry’s vibrancy - seemingly continuous
expansions of manufacturing capability to cope with
surging demand and a fervor for technological innovation -
contrasted starkly with so much of manufacturing as it
existed at the time in most of the western capitalist
economies. The US and UK, among others, were experiencing
deindustrialisation in traditional industries and a shift
to service industries. Further, many long-established
manufacturing firms had transformed themselves into
financial holding companies to take advantage of the
incentives of international subcontracting or the
substitution of acauisition for investment. As a result,
well-paid, skilled manufacturing jobs were lost. The
growing concern in industrialised countries about the
economic implications of deindustrialisation and
dependence on hollow corporations’ assigned great
importance to the microelectronics industries as major
manufacturers and potential new engines of job creation.
The benefits of the industry’s health and rapid growth
reached far outside the home base economy. Many other

countries including Third World countries gained



investment and jobs as the industry. spread across the
world.

The industry’s growth concentrated in particular
regions of the US and the world. High tech firms have
accumulated in large numbers in Silicon Valley
(California) and in and around Boston (Massachusetts) in
the US, and in Scotland and the M4 Corridor (" sSilicon
Gulch’) in the UK, Singapore, Hong Kong and a number of
other Far Eastern countries, as well as Japan. In many
cases these areas became dynamic growth centres, fuelled
by the support and intervention of the state. As a result,
the health and welfare of many regions became dependent on
the robustness of the industry and on the success of local
operations. Public officials throughout the world, having
watched other regions benefit from the industry’s success,
began competing to attract the industry’s new investment
as a way to mediate domestic unemployment problems. By the
end of the 1970’s and the early 1980°s the industry’s
successes, record of growth and international scope had
made this industry an important variable in economic
development and policy-making worldwide.

The products of the microelectronics industries also
have great economic importance. The integrated circuit
and the computer are technologies that have fundamentally
changed methods and costs of production, the exchange and
processing of information. These are products that have
altered the ways work is done in every sector of industry
- creating new opportunities for efficiency, reducing
some labour inputs, lowering unit costs, and promoting new
product possibilities. The productivity of the entire
economy now to some extent depends on the output level,
price, auality and capability of the product of these two
industries. The market relationship of these firms, as
intermediate and capital goods suppliers, with other
industries has become a pivotal economic nexus. Any
disruption in production or distributiorni in the
microelectronics industries will delay production and

investment schedules elsewhere. As suppliers of critical



technical inputs, the industries can alter income
distribution amongst sectors of industry. Favouring large
customers over small ones to deal with product shortages
or channeling resources to new products and customers,
which, in effect, ignores the needs of existing customers,
can determine the market success or failure of dependent
firms.

The importance of high tech electronics as a major
employer has influenced the rest of industry in other
ways. The industry’s efforts to rewrite the management-
labour relationship has influenced and may help transform
the employment relation in and vitality of other sectors.
This high profile, dramatic industry may be
disproportionately attracting labour and financial
resources - both public and private, denying access to
other industries. Industry leaders recognising their
political clout have in recent years actively pressured
the state for supportive legislation and preferred
treatment in the US, the UK and elsewhere. Protectionist
trade laws and preferential labour market intervention by
the state can alter (in some cases drastically) the
conditions under which other industries must operate. The
successes and fallures of high tech can influence the
competitive conditions for other sectors.

The computer and semi-conductor industries also
employ large numbers of women workers across the globe:
these sectors offer a valuable window for assessing
women’s position in the labour market in new and non-
traditional sectors. While inheriting employment and
structural patterns from its evolutionary predecessor, the
electrical eauipment industry, the microelectronics sector
has been a major source of new jobs that aquickly acauired
a female gender-identification. These jobs were not
"naturally’ women’s work, lifted directly from the
household as food processing, textiles, garment-making and
child care were. This is capital goods manufacturing which
has historically employed men. However, electricals as

“1ight’ and “clean’ work became acceptable work for women
]



in contrast to the oily, noisy and dirty work with huge
machines that dominated traditional manufacturing. The
gender-ascription was transferred as electronics grew to
dominate the industry. This sector provides a good
opportunity to examine the changes in the industry’s
reliance on women workers, the quality of these relatively
"new’ Jjobs, the extent of ghettoisation and potentially

the process of the gendering of Jjobs.

1.3 THE DEFINITION OF THE PROBLEM

My research interest was to explore if these
corporations had maintained, without change, their past
pattern of overseas investment in the face of radically
new competitive conditions. The industry established
global operations early in its history. By 1983/4, the
time of this study, all of the world market-leaders were
multinational corporations because of advantageous
relative labour costs overseas. By the late 1970’s and
early 1980°s, however, escalating competition and costs
imposed phenomenal pressure on US multinationals to grow
and to change.

In particular, customers demanded that major US firms
produce better auality product, a challenge that severely
threatened their sales and market base. While quality’
has nhow become a& buzzword in industries as diverse as
autos and food processors, in the early 1980°s the
quality problem was a critical yvyet underestimated factor
in transforming the industry. Also by this time Japanese
semi-conductor and computer firms had significantly
increased their shares of the US market. The Japanese
challenge, which had already eroded the power of US auto
and steel firms, shocked the industry. No one imagined
that the strategy of continuous product innovation would
ever fail to maintain US firms’ control of US and world
markets. (See Chapter 4.)

With these pressures, the static theory of the

multinational corporation as a rigidly hierarchical global



structure, (Vernon, 1966; Cohen et al., 1979) was
problematic. It gave us only a simplistic model of the way
capital extended across economies and created and
exploited an international division of labour. Many,
following Vernon’s seminal work (1966), had divided the
world into two - the US or other advanced industrial
economy (eg Japan or Germany) and the low-wage economies.
All overseas manufacturing operations were essentially
clone plants to exploit low-wage labour.

The significant economic changes in the industry by
the 1980°’s brought complexities and uncertainties that
suggested that this model is too simple. The aim of this
research is to examine how changing competition has
influenced corporate strategies and the industry’s
international division of labour. Was the multinational
corporate structure established in the 1960°’s and 1970’s
suitable to handle changing competitive conditions? Lonhg-
established examples of multinational corporations defined
overseas production as relatively unskilled work for low-
wage labour. Could the low relative costs of overseas
manufacturing with cheap labour, in this case women’s
labour, continue to provide competitive advantages in
spite of dramatic market changes?

If this were no longer the case, what were the new,
compelling features of competition and how did management
alter the global distribution of responsibilities,
technologies and employment as a result? The central

research questions of this study, then, are as follows:

how did US microelectronics multinationals adapt
to the new competitive conditions provoked by
rapidly changing technologies and markets and by
the Japanese challenge, and

. how did new strategies alter the role of overseas
subsidiaries?

To answer these aquestions the research focused on the
industry’s development in Scotland during the five years,
1979 through 1984. The region had been the location of a

number of US semi-conductor and computer multinationals
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prior to the study period: this suggests these
subsidiaries had contributed to the international division
of labour that had been successful for US firms in the
past. Furthermore, industry investment in Scotland grew
significantly between 1979 and 1984, indicating that the
region offered economies important to new global
strategies.

The study concentrates on identifying changes in US
multinationals’ operations in Scotland. As both an
indicator and conseaquence of change, the impact of new
corporate strategies on women’s employment and work in the
region was an important secondary focus. However, during
the course of the study it became clear that industry
changes were affecting the work of and relationships
amongst all workers and occupations. That meant opening up
this last Question to examine the impact on the structure

of work. These were the auestions at the centre of this

research.



CHAPTER 2: PRODUCT LIFE CYCLE THEORY AND THE THEORY OF
SEGMENTED LABOUR MARKETS:
A Survey of Relevant Literature

2.1 INTRODUCTION

The multinational corporation and segmented labour
markets are two areas of prodigious theoretical and
empirical work. This chapter explores the conventionally
separate bodies of literature on the multinational
enterprise and segmented labour markets: the aim is to
examine the explanatory power of the theory of these in
analysing the global structure of the high tech
electronics industry.

The chapter is divided into two sections. The first
half considers the literature on the development of the
multinational corporation as the internationalisation of
productive capital. The multinational corporation has many
forms: the discussion here focuses on it as the
institutional attempt to organise production globally to
improve capital accumulation. As such, it is a business
organisation whose market strategies and competitive
successes and failures can affect job opportunities and
employment patterns in many global locations
simultaneocusly. There is a wide and rich literature on
the multinational corporation. Theoretical work has
concentrated on the macroeconomic issues of the role of
the global corporation in trade, capital flows, economic
growth, and uneven development and the micro concerns of
how this company form succeeds in overcoming market
imperfections and inefficiencies. Also, the theoretical
debates have explored the political economic activity and
implications of corporations so large and powerful that
they threaten the political and economic sovereignty of
nation-states (Warren, 1975; Murray, 1975).

The discussion here, however, telescopes in on the
development of theory to explain the reasons that
corporations invest in production overseas and the
resulting division of labour within the global firm.

Raymond Vernon framed the theoretical discussion of the



product life-cycle (PLC) theory (1966). This section
examines his work closely and discusses how it must be
modified to take into account the pressures on
multinational corporations in ~information’ markets and
from new technologies.

Vernon’s work was an important contribution for its
timing as well as its theoretical approach. His entry
point was the explosive growth of world trade in the
1960’s. His interest was to investigate the nature of US
participation in trade and the seemingly counter-intuitive
finding by Leontief (1953) that the US global
corporation, a rapidly growing business form during the
1960’ s, contributed to this pattern of trade and focused
his attention there. His analysis of the multinational
corporation was particularly interesting in that he
explored the relationship of the competitive nature of
product markets and management decisions about the global
allocation of technologies and the role of the nature of
the product, its age in the market, and competitive
conditions at home and abroad in investment and technology
decisions, his work allowed both a specificity and a
complexity that improved greatly on theories that depended
upon calculable transaction costs to explain overseas
investment.

Vernon’s product-life-cycle theory deserves attention
because it continues to have wide support both in industry
and academia. In spite of the many changes in global
industrial development and trade in the 1970°s and 1980’ s,
many still use the PLC theory as an explanation of US
deindustrialisation and as a guide for empirical research
on location and investment decisions (eg Heckman, 1984:
Crawford, 1984). Consequently, it also remains the
ideological framework for formulating policy for economic
development and saving jobs.

For these reasons, the PLC model of the multinational
corporation is an excellent starting point for analysing
the global microelectronics industry. Vernon’s

consideration of the relevance of product market
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competition, technology choices and location, and the role
of information and R&D focus on the most salient features
of high tech electronics in the 1980°s.

At the same time, the extraordinarily rapid pace of
change of product and production technologies may test the
applicability of a theory which is appropriate to a
Fordist, mass-production economy. Most of the chapter’s
second section explores the contributions and limitations
of Vernon’s PLC theory. This section includes analysis of
the work of those who offered a similar conceptualisation
of the structure of the multinational derived from a
Marxist perspective.

The second half of the chapter examines the
literature on segmented labour markets. This body of
literature developed out of the recognition of the
increasing concentration of capital in large corporations
and the power these complex institutions commanded in
shaping labour markets. The dual labour market theory
(DLM) is never defined or applied wider than one national
economy, and, while applied in analyses of many other
advanced capitalist economies, the theory arose from the
experience of the growth of the US corporation. However,
the DLM model of capital’s structuring a class of jobs as
secondary to require few skills and to employ economically
inferior workers is consistent with Vernon’s description
of the overseas manufacturing investment of
multinationals. This chapter considers the DLM theory
first as an analysis of the organisation of work in the
modern firm. As today’s corporations are faced with
compelling reasons to expand globally, the chapter then
examines how well segmentation theory extends to the
international organisation of capital and explains the
relationship of a multinational firm to regional and

global labour markets.

2.2 THE THEORY OF THE MULTINATIONAL CORPORATION (MNC)

The multinational corporation is the dominant

organisational form of modern capitalism. This firm,
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operating across national borders, has come to dominate
international trade and currency flows and to wield
authority over the economic health and welfare of
individual sovereign economies. As it became a more
obvious actor in internatiohal economies in the 1960s and
1970s, an extensive and varied literature developed to
analyse its élobal activities, the reasons for its

development, and the implications.

2.2.1 Neoclassical Transactions Cost Theory

Oorthodox microeconomic analyses of the global
corporation contend that the multinational is an efficient
agent in allocating factors of production and distributing
commodities, given the distortions of the market ét both
the national and international levels (Caves, 1974;
Kindleberger, 1969; auoted in Cohen et al, 1979). By
concentrating on the economic pressure to overcome
information problems, theoretical and empirical work
attempted to identify and calculate transaction costs as
the cost-minimising trigger for investment overseas.
Foreign direct investment results as the way a firm
minimises the transaction costs of selling abroad, eg
losing control over exploitable intangible assets such as
R&D through licenses, etc., or the expense of training
foreign nationals. Understandably these firms with
significant investment in exploitable information assets
and with potentially large losses from uncertain turns in
the market have the most to gain from investing abroad.
The drive to maximise the return on technologies was found
to be a potentially significant motivation for
multinational expansion: firms with extensive R&D have
tended to operate transnationally (Gruber et al, 1967).
Managers committed resources to R&D based on the
expectation of earning a return worldwide (Mansfield et
al, 1969).

However, the literature ignores the potentially high
costs and risks of managing a firm made up of

interdependent vet globally dispersed parts. Low unit
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shipping costs, for example, cannot satisfactorily explain
the willingness of more and more firms to undertake risky
investments in foreign lands. Company size and economies
of scale (by, for example, global centralisation of
separate part-processes) seem more compelling economic
Justifications for overseas investments. Furthermore,
theories arguing that calculable cost differences (between
exporting and overseas production of between technology
licensing and foreign direct investment) determine
investment decisions are static in nature: they igrnore
that firms operate in and must respond to dynamic markets
and global economic conditions.

Market power and strategy shape global investment
patterns: calculations of relative costs may support or
trigger reassessment of these decisions. An oligopolistic
firm actively competing over unit costs or product
differentiation would invite further competition by
licensing its technology rather than controlling
manufacture abroad. The transactions cost approach and,
more generally, a static neoclassical framework fail to
consider the dynamics of market power in corporate
decision-making. Furthermore, as a static analysis,
orthodox microeconomics cannot incorporate the economics
of changing technologies and the introduction of new
products, factors that have dominated microelectronics
markets since the 1970°’s. Relative price signals cannot
explain change in a dynamic economy with highly
concentrated markets. Theory explaining multinational
investment must centre on market strategies to survive or

stifle competition.

2.2.2 The Product Life Cycle Hypothesis

Vernon viewed the multinational corporation as an
organisation derived from and well-suited to economic
change. The product-~life-cycle hypothesis deserves
careful examination because it periodises the changes in

corporate organisation that respond to market changes. It
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looks at the dynamic adjustment processes that are outside
the framework of the static transactions cost model.

Vernon’s product life cycle theory, a hypothesis
about the dynamic structural adjustment of an
international firm, developed as a partial answer to a
macroeconomic debate about shifting trade flows. In the
1950s and 1960s a theoretical debate over the reasons for
international trade and trade shifts was at the centre of
the international economics literature (as it is today) .1

Vernon entered the debate partially to solve the so-
called Leontief “paradox’ (1953, in Wells, 1971). The
neoclassical theory of factor proportions, as an
explanation for international trade, derived from a
competitive model which, by relying solely on
international price differentials, could not explain the
tendency for US export industries to be more labour-
intensive than import substitution industries.

Vernon (1966) argued that the assumptions of
perfectly competitive conditions were too restrictive to
interpret the post-World War II international economy. The
theory, by relying on automatic responses to price
differentials, ignored the development of institutions
important to the flow of trade, such as common markets.
Vernon also roundly criticised the neoclassical assumption
that knowledge was free and instantaneously availlable. He
argued that clinging to this assumption ignored the
obvious differential abilities of entrepreneurs to know
and respond to market opportunities and to turn ideas into
commercial products. The patterns of innovation,
manufacture and trade, while conditioned by differential
factor allocations, could not be explained simply by
calculating factor costs plus transportation costs. ?
Further, the resulting proprietarial knowledge and
abilities effectively created product monopolies that were
much more important than relative prices in stimulating
trade in manufactured goods.

In spite of the macro entry point, Vernon focused on

the role of the entrepreneur and the changing structure of
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the firm.> His model’s focus on the actual global
structure of the corporation and on the dynamics of the
allocation of technology and labour makes it a singularly
useful starting point for analysing global structure of
firms in the highly international electronics industry.
Companies are at the centre of trade. Trade flows
depended on management choices between exporting and
investing in production overseas. His hypothesis focused
first on the economics of this choice given monopoly
control of intangible assets, then on the resulting
structure of foreign direct investment as a product
matured. His model reflected the importance of three
factors which were underestimated or ignored in earlier
work - the process and importance of product innovation
and its timing, the role of ignorance and uncertainty, and
the effects of scale economies. The economic role of
information, particularly the monopoly control of

information, was central to his analysis.4

The Model

Vernon argued that the ease of getting information
about a market and thus proximity to that market were
major factors in explaining the ability of some
entrepreneurs to develop a new technology and turn it into
a commercial product. He further argued that the shape
and success of those innovations would depend on the
relative factor scarcities of that economy: an economy
with a relatively expensive labour supply would be more
likely to generate ideas for labour-saving products.
Entrepreneurs were more likely to commercialise this kind
of product successfully in a relatively high income
economy with the willinéﬁess and ability to purchase
labour-saving devices.®

Vernon further suggested that the production of the
new product would take place in the same economy (and
possibly the same site) as product innovation and
development. The producer, uncertain of market response

to the new product, wants auick and easy communication

with that market (customers, suppliers and potential
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competitors) to try to refine the product and production
specifications appropriately, to sharpen production
methods, to define the market, etc. Inh addition,
management would be highly dependent on skilled production
and professional labour to perform these tasks
effectively. Maintaining and exploiting access to market
information are key in successful commercialisation and in
the location decision. The producer would be relatively
protected from competition over price during this period
because the price elasticity of a new technology product
in & high income economy is low, and the producer has a
monopoly by virtue of the innovation.

These were the economic concerns of the first or
growth phase of a new product. The economics that drove
management decisions on manufacture, marketing and trade
would change as the product aged, suggesting a
periodisation to frame the analysis. (The periodisation
was further refined by his students Hirsch, 1965, and
Wells, 1971.)

Standardisation and Scale Economies

The “maturing product’ was a stable’, standardised
product: all specifications were fixed to enable mass
manufacturing. The experience of early growth had
eliminated the unoertéinties of product and production
specification. Company success was now dependent on
developing a mass market and on achieving economies of
scale. During this phase, management might consider
replacing exports with manufactufing capability overseas.

Fundamental to a decision for global expansion,
however, was that the income level of the overseas economy
must be high enough to support a large market for the
product and, as a result, the subsidiary could capture
scale economies (Vernon, 1971). Vernon suggested that
firms would first invest in the higher income economies of
Western Europe and that this would only happen once the
price of the product had dropped sufficiently to create a

mass market in an economy less wealthy than that of the

16



US. Firms would not commit resocurces abroad until the firm
had sufficient experience and success with the production
technology to minimise factor costs and to achieve
reliable and certain results. Further, manufacturing
was no longer dependent on a specially skilled labour
force, due to a fixed production function: without high
skill requirements, the firm was free to locate production
anywhere there was an average labour supply.

Vernon argued that a simple transactions cost
calculation, while consistent with his analysis, was
inadequate to explain this decision. If continuing or
expanding exports improved the scale economies of
production at the home base plant, and/or if
transportation costs were declining, the reliance in
centralised production would grow stronger (Vernon, 1966;
p.388). However, other considerations - such as import
control policies - would more than likely dominate the
corporate location decision. In fact, the most important
trigger to investing overseas, according to Vernon, was a
threat to the firm’s monopoly power in those markets.
Substituting overseas manufacturing for exports can pre-
empt a threatened loss of market or market share in an
oligopolistic market. This defensive rationale for
internationalisation was particularly powerful for firms
in research and development (R&D)-intensive industries;
these sectors tended to be highly concentrated and
oligopolistic (Gruber et al, 1967).

For an older, mature product, the dynamics of
production would create wider opportunities for global
expansion. Extensive production experience and scale
economies would have further reduced product price. The
lower price would create markets evern in low income
economies that were large enough to support a mass
production facility. Production in a low wage economy
would be attractive not only for increasing the returns on
the corporation’s technology by moving into a new market,
but also as an opportunity to slash unit costs. Given the

wider field of competitors for a mature pr*oduct,6 this
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relative unit cost advantage and potential profit margin
increase might convince management, in Vernon’s view, to
manufacture in these new locations for a much wider
market, even exporting back to the home base economy.

The drive to maintain market control in the maturing
phase and to increase revenues and profit margins in the
more competitive mature phase provokes management to
invest overseas in Vernon’s model, mediated by
opportunities for achieving scale economies. He argued
that neither hominal exchange-rates nor price-adjusted
exchange rates affected the power of his hypothesis.

This model successfully explained much of the growth
of multinational corporations in the post-war period,
supported by Vernon’s (1979) own and others’ empirical
research (Hirsch, 1965; Gruber et al, 1967; Wells, 1971;
Forsyth, 1972; Horst, 1972; Magee, 1977; Caves, 1982). It
also explained the tendency of US firms to become
multinationals (and of such a large proportion of
multinationals to be US-based firms) and of overseas
investment to be concentrated in innovative industries
(Caves, 1982).

The PLC theory offers a particularly useful starting
point for analysing the international pattern of the high
technology electronics industry. Vernon’s emphasis on the
economic role of information in establishing a
technological monopoly and in directing the pattern and
timing of overseas investment suggest that the PLC theory
should describe the international organisation of this
information- and R&D-intensive industry. Empirical
research on parts of the microelectronics industry has
provided support for his model (See for example,
Scibberas, 1978; Lake, 1979; Heckman, 1984), particularly
his emphasis on achieving scale economies as a necessary
condition for overseas investment. A micro analysis like
Vernon’ s, the research reported here on the high tech
electronics industry in Scotland attempts to assess the
extent to which Vernon’s model of the global corporate

allocations of technology, labour and product
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responsibilities predict the organisation of these

multinational corporations.

2.2.3 Hymer’s Analysis of the Global Division of Labour

Stephen Hymer’s contribution to the analysis of the
multinational corporation deserves consideration in this
discussion. He wrote extensively on the economic
motivation of overseas investment and the profile of the
multinational corporation. He originally intervened in the
debate, like Vernon, to argue against the explanatory
power of macro trends, such as comparative advantage. His
analysis (Hymer, 1976) centred on industry and firm
characteristics: the motivation to expand transnationally
was to protect or create monopoly control over foreign
markets. The model of the firm in his later work (Cohen et
al., 1979) looked very much like Vernon’s product cycle;
however, he examined more explicitly the impact of global
corporations on labour.

As an organisation well-suited to economic control,
the multinational corporation expanded globally to tap the
differing economic advantages of the world’s labour
markets and, in the process, reinforced those differences.
The geographical hierarchy of multinational operations, in
Nis view, set up hierarchical and rigid divisions amongst
workers around the world. His work, then, makes explicit
~where Vernon was implicit - the connection between
corporate technology decisions and global differences in
labour markets and jobs. Hymer provides an international
model of segmented labour markets. This is an important
link and contribution to dual labour market theories,
considered in the next section, which ighore the
internationalisation of capital and labour.

Hymer’”s original research on the multinational
demonstrated that a popular argument about diversifying
one’s portfolio of investments could not explain the
pattern and growth of the multinational firm. He argued

that management did not decide to establish manufacturing
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facilities overseas as a response to changes in the
interest rate: foreign direct investment was not simply an
alternative to other portfolio financial instruments whose
return was diminished by a falling interest rate. The
interest rate had little to do with overseas investment in
productive capital.’ As in Vernon’s analysis, the
possibilities for overseas investment in manufacturing
originated with monopoly and differential advantages of
firms in the world’s markets. Overseas manufacturing
provided firms with opportunities either to maintain
control in important markets or to exploit more fully a
market advantage, either eliminating competition abroad or
expanding to appropriate greater returns on particular
skills, knhowledge or abilities (Hymer, 1976).

The multinational corporation expanded globally, in
Hymer’s view, to establish economic control - control over
foreign product markets and labour. He argued that a
spatial hierarchy and the resulting international division
of labour best served that goal, fostering a growing
centralisation of control by US capital and dramatic
qualitative changes in the world economy (Cohen et al,
1979).

The corporation centralised planning and decision-
making in the major capitals of the world (New York,
lLLondon, Paris, Tokyo, etc.) which offered immediate access
to the biggest capital markets and easy communications,
including face-to-face contact, with media sources and the
industry and political leaders who might influence
corporate strategy. Management would locate R&D and
related activities in other large cities in the home base
economy ( regional subcapitals’) where there were
communities of scientific and technical personnel and
other white collar professionals. This environment would
facilitate information exchange and stimulate product
development. While separate from headauarters, rapid and
effective communication between these two levels was
important to maintaining general understanding, employee

confidence and loyalty and effective coordination.
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The overseas subsidiary looked like that of Vernon’s
model. Hymer argued that stable, continuing production was
the role of the subsidiary. Involving overseas workers in
technological development might lead them to want to
further develop some of their ideas and to try new methods
of production rather than continuing to produce output in
the old way, according to management prescription. It was
in management’s interest to cut the subsidiary off from
idea development and involvement in decisions.
Subsidiaries were restricted to standardised production
processes staffed with low wage, relatively unskilled
workers. These facilities were dispersed to low-wage
economies around the world, the exact locations determined
by labour and materials costs (Cohen et al, 1979).

The global organisation of the parts of the firm
would mirror their places in the corporation’s "pyramid of
power" (Cohen et al, 1979). Further, this corporate
organisation would imprint a global hierarchy of
dependency.

“A regime of multinationals

corporations would tend to produce

a hierarchical division of labour
between geographical regions
corresponding to the vertical

division of labour within the firm...
[Clonfin[ing] the rest of the world

to lower levels of activity and income,
that is, to the status of towns and
villages in a New Imperial System.
Income, status, authority, and
consumption patterns would radiate

out from these centers along a

declining curve, and the existing
pattern of inequality and dependency
would be perpetuated...[Tlhe basic
relationship between different countries
would be one of superior and subordinate,

head office and branch plant." (Cohen et
al, 1979; pp.157-8)

Like Vernon, Hymer viewed controlling communications
as a critical concern of corporate management. Management
recognised the necessity for reliable and smooth
communications both to and from the product development
and marketing functions and would keep them nearby in the
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home economy. The marketing function features prominently
in both Vernon’s and Hymer’s work. Vernon considered it
critically important in the first product stage, when
positioning the product in its biggest, most receptive
market determined its success. The interplay of marketing
with all corporate decisions kept product development and
manufacturing in the home base economy. Hymer, in
contrast, argued that the marketing function could not be
confined to one stage but grew in importance and
complexity, simultaneously integrating all the steps of
capital accumulation - production, education and
consumption - and, with the objective of control, thrust
the corporation into global expansion. To capture and
control overseas markets; firms had to understand and
adapt to overseas cultural and social consumption factors.
A sales office alone could not do that

effectively: controlling an overseas market reaquired a
manufacturing facility which would allow the firm to use

its techhological expertise to satisfy local needs.

The Branch Plant

As might be expected, research outside the US
frequently concentrated on the phenomenon of the “branch
plant’ itself and its impact on the host economy.
Empirical work demonstrated that the subsidiaries of
multinational corporations fit Vernon’s and Hymer’s
brescriptions. They produced standardised products with
relatively low skilled and inexpensive labour (Forsyth,
1972; Firn, 1975A; Massey, 1978; Moxon, 1879). The parent
devolved little if any decision-making and for a number of
reasons (eg creating low-pay Jjobs and having few links
with the local economy) provided few benefits for the host
region (Firn, 1975B; Hood and Ybung, 1983). These authors
explicitly or implicitly endorsed the PLLC formulation. The
subsidiary was both " headless and heartless’ because
product development and growth was centralised in the home

pbase economy. The branch plant was also potentially
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individual multinational corporations had established
extensive and complex international operations, and many
major markets were becoming truly international.

Vernon (1979) acknowledged both of these points (see
also, Vernon and Davidson, 1979). When taken together, the
altered international business environment means that the
unique conditions in the US market no longer explains the
global structure of a US multinational (much less the
world market dominance of US multinationals). Vernon
conceded that, because of the conQergence of per capita
incomes amongst a number of industrialised countries, a
corporation might not wait so long béfore manufacturing a
new product overseas. His own and others’ research found
that the more international experience a corporation had
(both in introducing new products and in producing
overseas), the faster it was likely to transfer new
products and production to those economies (Vernon and
Davidson, 1979; Lake, 1979). The shortened time period
before investing overseas was due both to the economic
well-being of particularly First World markets and also to
the likelihood that these corporations would be better
informed about and experienced in foreign markets than the
firms of the 1960s (Vernon, 1979; Vernon and Davidson,
1979).

Vernon, however, stopped short of the logical
implications of the new assumptions. Firstly, there is no
overseas. Why should corporations wait at all before
manufacturing a product abroad if there are overseas
markets that are economically receptive and, as has been
suggested, if there is greater international homogeneity
of demand? Indeed, given the rapidity of communications
and the high degree of internationalisation in many
sectors, a product in many markets is now effectively a
global product from the day it is introduced. Management
wanting to exploit the monopoly period of its new
technology would surely strive for simultaneous new

product manufacturing in all important global markets,
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unless there are other factors that explain multinational
locational and timing decisions.”

Secondly, if similar demand conditions held across a
number of economies, there was no longer an explanation of
why a US firm must develop a product and manufacture it
first at home. A firm (either a domestic company or a
multinational subsidiary) in any of the sophisticated
industrial economies would have access to the market
information on which product and production technology
development depends. Similarly these economies would have
acquired, through the developments of their markets, the
skilled production and professional personnel needed for
product development: Vernon had considered the supply of
skilled labour a critical factor in the pattern of global
expansion.

To ackhowledge these changes requires a
reconsideration of the pattern, timing and economic
strategies of the modern multinational corporation. The
assumption of a standardised product was at the centre of
the PLC analysis of the global reach of a firm and the
eventual shape of the transnational corporation. This
weakens the theory’s explanatory power in a transformed
market economy. Vernon’s (1966) multinational was a
corporation producing a standardised product horizontally
in more than one countrvy.

By 1979 his view had altered but without irreparably
harming his theory. By the 1970’s multinationals were
commonly vertically disintegrated; the product had been
broken down into mass produced component parts and
production was widely dispersed around the globe. This
structure enabled the firm to take advantage of
international input and operating cost differentials and
to integrate more countries into an international
marketplace (Piore and Sabel, 1984). The driving force
behind this global dispersion and “crosshauling’® was
achieving scale economies on a global level.

In recent years, however, the dominance of the

standardised product has been severely challenged in
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international markets. The demise of GM and Ford’s “world
car’ strategy, for example, derived from the failure of
one car style and structure to satisfy a wide range of
culturally-specific tastes and aquality requirements
(Sabel, 1987; Piore and Sabel, 1984, cites other major
failures of global standardisation strategies, eg
steel.). Standardisation is a par'ticularly inappropriate
strategy for capital goods markets where heterogenous uses
demand heterogenous product (Rosenberg, 1982).

The development and growth of “information-intensive’
products in the information society’ of the 1970’s and
1980’ s have dramatically altered the viability of the
standardised commodity in world markets. Vernon and Hymer,
in spite of their interest in the economic role of
information, did not anticipate how information processing
would transform products and production methods nor how
these changes would affect competitive conditions and the
resulting corporate strategies for capturing markets and
organising production and distribution. These changes
severely undermine the applicability of the PLC theorvy.

Many information products (ie products that contain
and process a lot of technological information about the
specific end-use of the product) cannot be standardised
either over time or across markets. In many high tech
markets, the rapid technology advances and the economic
benefits of adopting new technologies have forced
potential customers to become much more sophisticated in
their understanding of product developments and their own
application needs. Markets can now keep pace with the
newest technological improvements of the product through
inexpensive and rapid communications opportunities and
conseduently demand continual product advances. While
these pressures are particularly severe in high tech
electronics and information technology markets, the
necessity for firms to cater to many different markets and
customers has been documented in a wide range of
industries in the 1980s (Hirschhorn, 1984; Piore and

Sabel, 1984).
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Secondly, markets have demanded increasing
customisation of products. In microelectronics in
particular a product designed or adapted to a specific use
will perform more economically: it is usually faster and
more reliable. Marketing an information-processing
commodity demands a high level of understanding of the
product’s end-use: the product must deal with if not
incorporate the procedures and technologies of the
customer’s use. Increasingly, selling the product reauires
adapting it to that specific application.

The supply conditions and structure of the
manufacturing firms must change to meet the demand for
heterogenous, application-specific products. Neither
Vernon’s nor Hymer’s rigid, hierarchical model can cope
with the evolving supply conditions for a highly
differentiated product and market. Firstly, the rapid pace
of technoiogical and market change challenges the concept
of a fairly predictable, staged cycle of product life.
Corporations could profit more from a technology monopoly
by shortening the time gap between product introduction
and exploiting world markets if the technology is likely
to change auickly. Also, market demand for mature products
seems likely to shrink rather than expand as Vernon
predicted given the many newer, more capable (and cheaper)
products that would already have appeared on the market by
that time. The unpredictability of the market size for a
mature product would seem to discourage a management
strategy that delayed overseas production until the
product matured.

Secondly, defining and creating a mass market is more
difficult. With rapid product changes, potential customers
are less likely to warehouse large amounts of components
or equipment because of the threat of rapid obsolescence.
This makes producing for inventory to achieve scale
economies (Vernon, 1979) a very limited strategy.

The pace of change and the demand for customisation
call for greater capiltal flexibility and a pattern of

continuing feedback from the market (Piore and Sabel’s
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flexible specialisation model, 1984; Hirschhorn’s post-
industrial model, 1984) beyond the scope of the branch
plants in both Vernon’s and Hymer’s work. The organisation
of production must prove capable of gathering changing
information from volatile markets and must accommodate
variations in demand and specific customers. The structure
of the corporation must adjust to cope with these changes.
A different relationship with the market is necessary to
establish continuous feedback from customers to all the
steps and stages of production - R&D, production design,
testing - and administration and marketing. The responsive
company structure that Vernon associated with the new
product stage proves to be necessary throughout (and
potentially to extend) the life of a technology wherever
there is a major market .10

Interestingly, Hymer predicted the growing importance
and complexities of a multinational’s communications among
its parts and with its markets (Cohen et al, 1979).
However, he underestimated the limits of a rigid
corporate structure to respond to these changes. Neither
Vernon nor Hymer anticipated the competitive necessity for
the multinational corporation to adapt to significantly
different methods of competing in and controlling markets.
In addition, increasing specialisation'and customisation
suggest the possibility of fragmented rather than
concentrated world product markets. Corporate strategies
to operate globally may no longer be the result of
monopoly control. The rigidly hierarchical multinational
corporate structure of Vernon’s and Hymer’s models seems
ill-suited to respond to continually new information
inputs and product demands and to win the heterogenous

markets around the world.

2.3 DUAL LABOUR MARKET THEORY :
CONTRIBUTION AND CRITICISM

Dual or segmented labour market theory provides an

appropriate lens for viewing employment patterns and
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changes in the modern business organisation. This labour
market model (in all its variations) derives specifically
from the growth of and concentration of power in twentieth
century US corporations, the same corporations that
conseauently became multinationals in the 1950°s, 1960’s,
and 1970’s. Because the institutionalisation of “good’
jobs and bad’ jobs which the DLM theory describes
generated the profits and the technological and managerial
expertise that enabled corporations to expand globally, it
would follow that the oorporationsAwould reproduce this
employment pattern in their transnational structure. In
fact empirical research throughout the 1970’s and 1980°s
found the international employment structure that Hymer’s
model explicitly predicted. US multinationals expanded
into lesser developed economies by creating low-skilled,
low-pay Jjobs, shifting the exploitation of a “secondary’
labour market from the US overseas (see, for example,

NACL A, 1977; Froebel et al, 1980; Elson and Pearson, 1980;
Grossman, 1979).

DLLM theory provides an analysis for understanding the
links between company and industrial growth and the
structure of work in US monopoly capitalism. By
incorporating Hymer’s international perspective, the DLM
theory offers a model for interpreting the historical
economic role of overseas Jjobs and workers and a gauge for
assessing current global employment patterns.

This theory developed out of the inadequacy of
orthodox competitive models of the labour market to
describe the actual operations of the unigue market for
labour and, in particular, to explain the existence and
the persistence of discrimination. The postwar influx of
women into the British labour market was marked by severe
and continuing occupational segregation by gender. Sixty-—
three percent of all women workers work in jobs done by
women; 80% of all male workers had all-male jobs (198D
Census:; Martin and Roberts, 1984). This means that in
spite of the growing participation and attachment of women

to the labour force, the gender segregation of 1901 has
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remained intact throughout the twentieth century. Table

2.1 shows the historical pattern.

TABLE 2.1. OCCUPATIONAL SEGREGATION: 1901 -1980

% of men working in % of women working in
Jobs with 70% or more jobs with 70% or more
male workers female workers

1901 * 89% 71%

1921 83 56

1951 * 82 50

1961 % 77 53

1971 77 51

1980+ 80 63

SOURCES: * Hakim (1978) from population census reports,
1901
through 1971.
+ Martin and Roberts (1984) from population
census,
1980.

To explain this segregation, dual labour market
economists claimed that institutions developed within
labour markets to serve the interests of large
corporations. Powerful corporations established barriers
between Jjobs and workers to maintain market power,
technological profits, etc. by controlling their labour
supply. The resulting institutional barriers limited the
firm’s need to compete in external labour markets and
blocked the (potential) effectiveness of wages and
salaries in allocating workers to the economy’s better
jobs. The creation of “good’ jobs and " bad’ jobs were both
the objective and the result. Different socio—-economic
groups of workers were associated with the job groupings,
and formal and informal barriers blocked access for many
people to the better jobs.

The DLM model is a good starting point for attempting
to analyse the highly gender-segregated employment
structure of the high tech electronics industry precisely

because it begins where orthodox theory failed. Dual or
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segmented labour market theory recognised the theoretical
impoftance of the growth, market power and economic
requirements of the postwar industrial enterprise and the
existence of persistent inequalities in the labour
markets.

This section of the chapter introduces and assesseés
the work of major DLM economists, Doeringer and Piore, who
worked both separately and jointly, and Gordon, Edwards
and Reich (whose Jjoint work will be abbreviated GER). The
analysis of their work is preceded by an analytical
summary of its theoretical context. The final part of the
chapter reviews the contributions of feminist economists
and sociologists who have criticised DLM theories for
their incidental treatment of gender-exclusive labour

markets.

2.3.1 Neoclassical Analyses of Gender Discrimination

The increasing participation of women in the US and
UK labour markets throughout the 1950s, 1960s and 1970s
ras drawn a great deal of attention from academics and
policy-analysts. That attention has been due at least in
part to the tendency for women to be channelled into a
relatively few occupations and their experience of low pay
relative to male workers, a situation that persisted even
as their participation grew to close to half of the labour
force. This called for an explanation which economics
orthodoxy could not provide. In a perfectly competitive
labour market, individual productivity determines labour
market outcomes. The market would not allow two workers of
equal productivity to earn different wages. Profit-
maximising firms paying more for their labour than their
competitors would face a competitive disadvantage that
would soon eliminate them from the market. And with
perfect mobility, workers would move to jobs and companies
with better pay. Within the model of perfect competition,
any divergence between marginal productivity and pay could
only be a short-term imperfection that the dynamics of

competition would soon eliminate.
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Gary Becker, a major contributor to the literature on
discrimination, argued that gender-associated pay
differences derived from individual choice or from
different original endowments. Employers may have a
preference for male workers: they can choose not to
maximise profits by paying men more than women (of equal
productivity), preferring to indulge a "taste for
discrimination”" (Becker, 1971). These employers would
employ women, then, only if they were willing to work at a
discount. Discriminating male workers also might cause pay
differentials. Men who did not want to work with women
might consent to work only if they were better paid. In
both cases, discriminating employers refusing to minimise
labour costs would lose profits. In a competitive economy,
they could not sustain this behavior; competitors relying
entirely on lower-paid women workers would in time force
discriminating employers out of business. While attempting
to explain women’s experience in the labour market, this
model clearly considered discrimination a temporary and
aberrant phenomenon. Becker and his followers refused to
recognise the persistence of discrimination.

Dropping the assumption of perfect competition led to
a more convincing explanation. Madden (1973) argued that
an employer could continue to employ women willing to work
for less pay than men if there were no other firms
competing to hire the women. Women’s more limited mobility
(due to domestic responsibilities and perhaps access to
transport) could restrict them to jobs in one nearby firm.
This firm could maintain pay and job discrimination even
if the women were introduced into a male labour force. The
women would have little choice in a monopsonistic labour
market. This “power relations’ model, as Bruegel (1982)
labeled it, replaced individual choice with the
effectiveness of (or absence of) market power: the market
and its inecaualities would remain stable unless new
competitors entered the region willing to bid women
workers away with better jobs and pay. Importantly, Madden

rejected the orthodox dogma of the wage reflecting
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individual productivity. Her analysis. revealed that
distinctions between "male’ and ~female’ work can save
employers money.

The model of men and women working side by side at
different pay rates for the same job is, however, not
convincing over the long term. Employers could reduce
total labour costs by substituting lower-paid but equally
productive women for all their male workers. The entire
labour force would in time be female. This does not
accurately describe what has happened. The model does,
however, allow major employers market power: employers
have the power to distinguish between "male’ and female’
work and to maintain that distinction by control over (for
example) a geographical labour market. Firms reduce their
wage bill b§ employing women and men in gifferent, non-
competing jobs and benefit as long as their power in the
labour market remains unchallenged. The model also
acknowledges that women’s lack of market power v.a.v. men
and their employers (eg less mobility, lower unionisation
rates, etc.) makes them weaker agents in the labour

market.

Industry and Occupational Segregation

Where women and men work - the industry, the type of
firm and the type of Jjob - turns out to be extremely
important in explaining and maintaining discrimination.
Workers with similar work experience and education earn
different wages according to the industry and the size of
the company (Bibb and Form, 1977; Lloyd and Niemi, 1979).
Layard, Piachaud and Stewart (1978) found significant
earnings differences amongst workers in different
industries - holding skill, training and experience
attributes constant - with the lowest paid industries
having predominantly female work forces. Workers in small
firms are paid less than people doing similar Jjobs in
large firms (Bibb and Form, 1977; Blau, 1984A), and women
are more likely than men to work in small firms. Further,

studies by Treiman and Hartmann (1980) and Bielby and
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Baran (1986) both located earnings differentials between
men and women in their differing diétributions across
occupations, a relationship that grew stronger the finer
the occupational definition. The latter study (like the UK
report cited earlier by Martin and Roberts) found that the
vast majority of a large sample of US workers were in
occupations that were exclusively female or male. This
segregation, rather than skill, size of firm, or education
and training, was thg major determinant of earnings
opportunities. This has been supported in many other
studies, even when productivity factors are controlled
(See for example, Oppenheimer, 1968; Hakim, 1981;
Stevenson, 1975). Blau (1984B) showed that men working in
"female’® Jjobs earned less than other men in similar but
different occupations. Clearly job and pay inequalities
were not different kinds of discrimination but different
faces of the same problem. -
Neoclassical economists Chiplin and Sloane (1976)
attempted to analyse Jjob discrimination. They claimed that
the reason gender segregation lasted in a competitive
labour market was that women chose their jobs. Women
preferred, for example, Jjobs in small firms because these
jobs could freauently be found close to home and small
firms offered a more casual, family-like atmosphere than
large firms. While the pay might be lower in a small firm,
all individuals of equal potential reaped identical net
benefits’; so the system was stable. Chiplin and Sloane
simply fell back into subjective rationalisation when the

neoclassical tools failed (Bruegel, 1982).

Investing in Human Capital

Individual choice is also at the heart of human
capital theory. In human capital theory, neoclassicals
argue that labour market ineaualities are not caused by
discrimination, but result from workers (in specific, men

and women) having differing productivities. The market

cannot then fairly assign them the same jobs and wages.

These productivity differences arise because men and women
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make different choices about investing in their own human
capital - that is, the education and training that will
qualify them for (well-paid) Jjobs. Women, expecting their
domestic role to reduce the time and continuity of the
labour force participation, want to maximise their
earnings during their period(s) in paid employment. So
they are less willing than men to forego wages for
training (on and off the Jjob). They choose jobs that do
not require training (Mincer and Polacheck, 1974). They
also seek employment where they will not be penalised for
a break in their career or needing to work part-time (ie
where wages/salaries do not vary with experience).l?

The theory, which maintains a tenacious hold on the
ideology of pay and employment analysis, places individual
choice and expectations at the centre of labour market
operations. It disregards the externally imposed barriers
that frame that choice. Further, the sexual division of
labour in the family is taken as given, and the result -
~women’s constrained labour market choices - is portravyed
as logical and fair. Yet Becker’s theory (1957, 1973)
follows a confusing circular path. Becker asserts that the
decision to marry and to have children derives from
women’s expectation of occupational segregation in and
lesser returns from paid employment. The utility’ of two
people can be maximised by allowing the man to realise
his earnings potential in the labour force and by the
woman accepting responsibility for unpaid work in the
household. Occupational segregation reinforces the
division of labour in the family and that sexual division
of labour compels women to choose less well-pald, less
permanent jobs than men (Amsden, 1980). Becker and, more
generally, neoclassical theory fail to acknowledge sexism
in the domestic sphere, so simply cannot explain the
subordinate position of women either in the labour market
or in the family.

In spite of its seductiveness, the ideology of
individual choice at the root of neoclassical theory

obscures the fact that an individual’s opportunities, as
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well as preferences, are socially constructed. External
social, economic and political factors shape behavior.
Acknowledging the element of power implies that the
options for some are more restricted than for others and
compels an analysis explaining why. Bergmann (1%74) and
Madden (1973), building on much earlier work by Edgeworth
and Fawcett, argued that barriers that could develop
within imperfect competition severely limited women’s
employment choices. Their "crowding hypothesis” claimed
that social conventions and outright bans excluded women
from a large number of occupations, types of companies and
industries. All women workers are crowded into a limited
number of occupations. The resulting wages are lower than
in other occupations (for both men and women) because of
the oversupply of labour to those Jjobs. The broader range
of men’s occupations are protected from competition from
women workers; an artificial barrier reduces the
competition there, c¢reating a higher wage than would be

the case if all barriers were removed.

2.3.2 Labour Market Segmentation

The crowding and power relations models, while
focusing on labour supply to explain discrimination in the
market, recognised that barriers within industry could
also be important in restricting employment opportunities
for womeh. Theories of dual or segmented labour markets
developed from the view that the potential barriers on the
demand side had grown to dominate labour market operations
because of the concentrated market power of large firms in
capitalist industrial economies in the late 1960’ s and
1970’s. Institutions within and between firms replaced the
market forces in defining and allocating Jjobs. Barriers
restricted access to job categories to certain groups of
workers, blocking the mobility of capital and labour that
is necessary to bring the wage and marginal productivity
into line. The industrial structure and the nature of the
firm determined the supply of good and bad jobs and which

workers got them, not the supply of high and low guality
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labour or the numbers of people applying. Where
neoclassical theories assumed that the economic system was
neutral in the creation of low-paid employment, theories
of segmentation targeted system structures as the cause of
inequalities. In the neoclassical models,

"women’s low pay is explained by lower

productivity (caused either by less

human capital investment or innately

lower productivity), by imperfect

mobility or by discrimination which

distorts the profit-maximisation process.

It is argued that the economic system

has no vested interest in such practices;

indeed, efficiency would be improved by

their elimination." (Humphries and Rubery,
1984, p.335)

In contrast, the segmentation theories contended that the
demand for labour structured the labour market to
discriminate.

Segmented labour market theory offered a stylised
model of two'institutionally and technologically disparate
job segments, primary and secondary. The segmentation
resulted from the growing economic importance of
oligopolistic firms with extensive investment in physical
capital. These large corporations depend heavily on
employees who know how to make the eauipment and the
labour force work well: these company- and Jjob-specific
skills had become much more important to productivity and
profitability in contemporary production than in earlier
generations (Doeringer and Piore, 1971). The high fixed
costs of extensive capital investments compelled employers
to want to retain these employees. Firms offered these
workers higher pay, better benefits and job ladders inside
the firm to keep them in the company (Harrison and Sum,
1979).12

Piore (1975) further divided the primary sector to
reflect the pattern he saw in large manufacturing firms
and in class structure. The upper tier comprised
managerial and professional jobs and the lower tier, well-
paid blue collar skilled, craft work and a few white

collar administrative Jjobs. The top Jjobs 'in the hierarchy
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offered the best pay, benefits and career ladders. Also
these employees had more job control, and education,
personal achievements and personalities rather than formal
rules fixed their position in the hierarchy (Piore, 1975;
Harrison and Sum, 1979).

The secondary labour market comprised more general,
less skilled jobs, usually referring to less capital-
intensive manual work. Because only a minimum (if any)
training was needed in these jobs, there were few costs to
the employer for high turnover in these jobs. Employers
could save money by minimising pay and investment in
working conditions for secondary jobs.

The disparate segments referred both to jobs and
workers (Doeringer, 1975; Doeringer and Piore, 1971)
distinguished by the differing behavioral expectations.
The most important of these was employment stability
(Piore, 1971). Secondary workers were not expected to have
a long-term commitment to the job, so the jobs, in turn,
offered little to solicit the worker’s lovyalty.

Firms structured work, hiring and employment
practices in these segments in order to cost-minimise.
Employers minimised costs by maintaining low turnover in
the highly standardised, capital-intensive production
areas through employee satisfaction and by filling lesser-
skilled vacancies with the lowest-cost labour.13:14

A key feature in primary sector employment is the
internal labour market. The employer designs a hierarchy
of linked jobs and associated training opportunities
within the primary sector to give an employee additional
skills and/or to promote her/him. The internal labour
market (ILM), then, is a system of job ladders and formal
criteria within the firm determining pay, promotions and
layoffs and cushioning the pﬁimary sector worker from the
impact of the external labour market (Buchele, 1981].
Managemeht pays for this protected environment to retain
long—-serving employees as the least cost way of filling
new vacancies that require company-specific knowledge. It

will work as a cost-minimising strategy for workers with
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transferable skills in primary sector work areas and for
employees who heed only incremental enhancements of skill
or knowledge to prepare them for the next Jjob.

The conditions in the external labour market frame
the extent to which employers rely on to which primary
sector workers reap the benefits of an ILM. The external
labour market determines the costs and benefits of the
choice to train employees for Jjob vacancies rather than
recruit from outside. The most advantageous situation for
the firm is one where the vacancy requires only an
incremental addition to a worker’s skills and knowledge,
minimising the time and cost of training. The conditions
in the external labour market can, however, convince
employers to invest more heavily to train/upgrade and
promote employees. The circumstances include when (1) the
employee knows so much about the firm that losing him/her
to competitors would be costly; (2) it is the only
alternative because the needed skills do not vet exist in
the labour market, and (3) labour shortages would make
recruiting new workers very expensive (Doeringer, 1975).15

Management offers employment security and mobility
only to primary sector workers. There are no ladders and
few promotion options for workers within the secondary
sector. The job gives them no saleable skills and no
incentive to stay. There is no incentive to upgrade
secondary workers into primary sector Jjob vacancies
because, with the very different production technologies
in the two sectors, the training necessary would be long
and expensive. Secondly employers hesitate from investing
in secondary workers who are not expected to stay long at
the firm. The ILM, then, progressively enhances the
position of one group of workers, while continually
reinforcing the negative characteristics of the secondary
group. Primary sector employers and workers nave vested
interests in perpetuating the system. The barriers between
'the two sectors become insurmountable, making escape from

the secondary sector all but impossible.l6
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2.3.3 Weaknesses in the DLM Model

Doeringer and Piore recast the analysis of labour
market discrimination: the 7fFirm attaches pay, benefits,
better or worse working conditions, and opportunities for
advancement to occupations, not individuals. The factors
that determine the mix of good and bad jobs - the product
market position and size of the firm and the method of
production - simultaneocusly set pay (or at least
differentials) for the jobs, not the productivity or the
educational qualifications of the individual (Blau and
Jusenius, 1976). The theory abandoned the neoclassical
concepts that labour is a commodity like any other and
that individual behaviour propels the market.

"[s]egmented theories are explicitly
historical and focus on systematic forces
which restrict the options available to
(members) of the labor force. The primary
unit of analysis is no longer the
individual and his [sic)] free choices, but
rather groups or classes who face
objectively different labor market
situations which systematically condition
their " tastes’ and restrict their range

of effective choices. The orthodox models
(take) institutional parameters as given
and then analyze the equilibrium which
results from the choices of ...individuals
within those parameters." (Carnoy and

Rumberger, 1977; auoted in Harrison and Sum,
1979; p.695).

The theory, however, refuses to face one of the
fundamental issues in analysing labour market
inequalities: why do certain groups and not others end up
trapped in secondary Jjobs? Doeringer and Piore offer only
a convenient, functional explanation. Class cultures and
subcultures produce young workers with the characteristics
that channel them into secondary and upper and lower tier
primary jobs (Piore, 1975). The social structure

"produces the differentiated labour
supply that the system demands. ..

"w =

[Tlhe particular characteristics
of the secondary workers are largely
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"accidents"” which the economic system
makes use of but does not create.’"’
(Piore, 1980, quoted in Humphries and
Rubery, 1984; p.336)

This assumes that groups accrue social and political power
outside and prior to any economic role and the social
system will harmoniously continue to provide the needéd
quota of subordinate jobs for the maintenance of the
economic system.

This happy "coincidence of wants" (Humphries and
Rubery, 1984), oversimplifies and distorts the
relationship between the demand and supply sides. Firstly,
the model considers the secondary sector a homogenous
group of workers all with roughly eauivalent labour market
qualities. The model views women both homogenous as a
group of workers (Beechey, 1978) and interchangeable (in
terms of behavioral characteristics and labour market
power) with all other subordinate workers. That black,
white and ethnic workers'and men and women have differing
experiences and advantages/ disadvantages in the labour
market has been the source of a rich and growing
descriptive and analytical literature (Wallace, 1980;
Buchele, 1980; Malveaux, 1984). Further, Doeringer and
Piore simply ignore that women workers face unique
constraints and expectations in the labour market because
of their domestic role. In addition, their gender-
blindness orevents them from realising that all women are
not identical in the workings of the labour market.
Employers distinguish between white, black and ethnic
women (Covyle, 1980; Phyzicklea, 1980; Siegel and Boross,
1980), young and older women (Goldstein, 1986), and
"first’ and " third’® world women (Green, 1983; Pearson,
1983) when hiring, resulting in a diversity of work
experiences.

Secondly, the fact that secondary workers do not
display the characteristics that employers attribute to
them shatters the explanatory power of the model.
Doeringer and Piore claimed that the fundamental defining

feature of subordinate Jjobs is management’s expectation of
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and willingness to tolerate high turnover from some
workers. However, research on women workers shows women to
have a strong attachment to paid employment. An IFF study
(1980) of women in the labour force, for example, found
that, age for age, full-time women workers stayed as long
as men with individual employers (though‘they may leave
the labour market more often due to childbearing and
domestic responsibilities). Women, particularly after
childbearing, remain in their Jjobs for long periods while
continuing to be concentrated in secondary jobs. Short
tenure, then, cannot be used to define the secondary
sector and cannot explain the relegation of women to the
"bad’ jobs and low pay in the subordinate sector.
Conceding the possibility of statistical discrimination
(that is, some individuals may be trapped in secondary
Jjobs because employers mistakenly attribute to them the
statistically valid and undesirable characteristics of the
group; Piore, 1971) does not rescue the theory. Millions
of single women without children in low-pay unstable Jjobs
in the US and UK cannot all be a mistake of employer
perception. Employers value these workers for secondary
jobs precisely because they must keep their Jjobs to |
support their families and have few better alternatives.
The DLM model fails to explain why particular groups of

workers continue to be relegated to subordinate jobs.

2.3.4 A Marxist Analysis of Segmentation

Radical economists, most prominently Gordon, Edwards
and Reich (GER), challenged the Doeringer and Piore’s
concept of a coincidental and harmonious match of supply-
side characteristics with demand-side requirements. Their
analysis of segmentation disputed the central tenets of
Doeringer and Piore’s model: to suggest that firms
structured labour markets primarily to protect job- and
firm-specific skills fundamentally misread the propulsion
of the system. GER’s model focused on the opposition of

capital and labour. Capitalists developed highly
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compartmentalised and hierarchical job segments to
increase their control over the production and
accumulation processes. By segmenting labour markets, they
could buy off, contain or aquash the development of working
class strength and minimise the cost of labour more
effectively (Edwards, Reich and Gordon, 1975).

The increasing concentration of capital in the
twentieth century made segmentation both possible and
necessary, according to GER. Giant corporations wanted to
protect and to exploit their market power. The labour
movement, growing strong under monopoly capitalism,
threatened capital’s profitability and control. At the
same time, product market control provided the stable
demand to support investment planning and the resocurces to
create a primary market, developing durable labour-
management institutions to placate, incorporate and
regulate the workers central to the company’s operations.
In GER’s secondary labour market, capitalists use a
divide-and-rule strategy to exploit social divisions and
antagonisms amongst disadvantaged groups in the labour
force. Playing these groups off against one another
discourages unionisation and depresses wages.

While GER viewed the secondary labour market as a
consolidation of common employment practices in the
earlier, more competitive period of capitalism, ILMs
created in the primary market were an innovative, more
sophisticated form of control. As Doeringer and Piore had
explained, more stable product demand and the large number
of differentiated jobs in monopoly capitalism’s
corporations made the strategy of institutionalising
rewards and control both possible and more important. The
central concern was control - how to
supervise the growing numbers of diverse workers,
particularly white collar employees, in the large,
complex, often geographically far-flung corporations of
the postwar period. This, along with the problems of
dealing with increasingly powerful skilled trade unions,

threatened capitalists’® control over operations and
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profitability. As corporations became more bureaucratic to
cope with their growth, ILMs replaced the direct, personal
contact of traditional supervision of workers. ILMs
outlined the rules of behavior and career pathways for
primary workers to get ahead. ILMs imposed the corporate
hierarchy directly on the daily behavior of and
expectations for primary workers (Edwards, 1975).

Class Pelations are the engine of the Marxist model,
both the central opposition of capital and labour and the
role of unequal class fractions. GER attributed capital’s
success in establishing segmented labour markets to the
cooperation of unions, mainly those representing the
relatively more powerful skilled workers. Union leaders
agreed to adhere to employer work rules and internal
hierarchies in exchange for high wages, relative
employment security (Adler and Bowers, n.d.) and
mechanisms that controlled the supply of skilled labour,

impeding any infringement on their privileges.

A One-Sided Argument

This was GER’s only ackhowledgement of the
interaction of the demand and supply sides in the
segmentation of labour markets. Their model is a

functionalist one17

in which capital uses pre—existing
social divisions in the working class to serve the
interests of capital. The relationship of the groups is
stable and exogenous to the development of segmentation.
While the model explores how the demand-side structure
keeps workers in their segments, it does not explain how
they came to their positions of relative
power/powerlessness or how the system responds to changes
in those positions. GER document, for example, the
relegation of women to secondary Jjobs in the growing post-
war service sector (GER, 1982) and refer to the history of
"new’ subordinate jobs being created to employ women (in
clérical work, for example, Davies, 1975). Yet they never
ask why women. They ignore women’s unpaid work in the

household  -sphere and the resulting constraints on their
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participation in the labour market: being female was a
disadvantage in the labour market without theoretical or
operational distinction from being Chicano. Further, they
neglect to consider the role that the relationship between
women and male workers plays in shaping the demand for
labour and the path of capital accumulation. Marxist
feminists criticised this disregard for the gender

dimension.

5.3.5 The Marxist Feminist Critique

Any analysis of women’s participation in the labour
force must start with a recognition of women’s
subordination in the family.l® (see Elson and Pearson,
1981, for a thorough analysis.) Women tend to enter, leave
and re—-enter the labour force to fit around childbearing
and other domestic responsibilities. They are often unable
to hold full-time or full-year paid jobs because they have
primary responsibility for these chores. This alleged lack
of attachment has significant value for capital: female
labour uniquely lends itself to part-time, flexible
employment (Hurstfield, 1978; Beechey and Perkins, 1982;
Munt, 1975).1°2 Part-time and adjustable working hours
reduces the cost of the employment contract. Women’s dual
role makes them a unique reserve army of labour that can
be quickly mobilised for paid employment or returned to
the household according to the requirements of capital
(Beechey, 1977; Bruegel, 1979; Humphries, 1976; Humphries
and Rubery, 1984). However, that expendability does not
always dominate their role in the labour market. The same
qualities of women’s labour have convinced some
capitalists that using women as a core labour force offers
useful cost-savings opportunities during recessions.
Retaining women workers and expelling more expensive male
labour may prove more cost-effective, as Bruegel (1979}
found to be the case in some industries and occupations.

Most feminist accounts disagree with the GER
assertion that women’s subordinate status is exploited by

capital alone. Working class men and their institutions
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have historically devalued women’s abilities and
experience. The concept of skill has itself been defined
in traditional male craft terms that belittle or ignore
women’s capabilities (Phillips and Taylor, 1980; Cockburn,
1983). Male trade unionists - through actions on the shop
floor, local and national collective bargaining and
lobbying for state support - have acted to exclude women
from access to primary jobs (Hartmann, 1976; Rubery, 1980;
Kenrick, 1981). This has often been with the support of
male capitalists and, in some cases, with the help of

women (eg in the defense of household living standards,
Humphries, 1977).

The “Patriarchy First’® Argument

Indeed, many believe that the patriarchal
relationship dominates the role of capital in defining
women’ s disadvantaged position in the labour market.
Certainly patriarchy existed prior to the advent of
capitalist production. The “patriarchy first’ position
contends that capital had to adapt to the pre-determined
sex~-differentiated hierarchy: male power in the domestic
and political sphere had to be protected within the work
place. Cross-class male solidarity certainly offered
significant material rewards: male managers and workers
maintained both the benefits of women’s domestic labour
and privileged access to better jobs. The patriarchal
relationship has, at times, prevailed even when auashing
male power would have been in the interest of capital (eg
when homogenising the work force would have been useful:
Hartmann, 1979; Phillips and Taylor, 1980).

By asserting the autonomous and superior role of male
domination, however, these arguments deny the
interrelationship of the system of social reproduction -
integral to the shape and pace of economic development -
and that of capitalist production. The value of this
literature, however, is that it clarifies that gender
power relations have roots independent of and prior to

capitalism thét cannot be explained as simply functional
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to the requirements of capital. Also, acknowledging male
interest in sustaining women’s subordinate position both
in market and non-market activities exposés the
possibility of collusion and conflict within classes
(Humphries and Rubery, 1984).

Where the DLM theorists subordinated the sphere of
social reproduction to that of production, the “patriarchy
first’ arguments declare women’s subordination in the
domestic sphere autonomous and predominant. Both
oversimplify and misrepresent labour market operations.
The two domains have a dynamic relationship. US
electronics firms, for example, expanded overseas -
changing into transnational firms to tap the supplies of
“green’ female labour in Far Eastern countries. Why was
the competition among secondary labour market groups at
home insufficient to produce low wages for capital? Given
that the companies expanded in low-wage and severely
underemployed economies overseas, why did male managers
not hire male workers to preserve the male breadwinner
tradition which still has extraordinary ideological power
in most cultures? Why did these companies relocate to
other countries when constraints on the female labour
supply (and in some case attempts to organise unions)
pushed their secondary Jjob wages up? Given the
interchangeability of disadvantaged groups in the GER
model, why did firms not hire local unemployed men? How
would the DLM theory explain the substitution of men for
women in the US computer industry and the simultaneous
upgrading of Jjobs once the employer recognised that the
industry might create a lot of those Jjobs, as in the case
of the first computer technicians, the ENIAC girls? Why
would employers in some industries restructure primary
sector male work into deskilled jobs that were then given
to women (in computer programming, Kraft, 1984; in
telecommunications, Hacker, 1979). In these last two
examples, the male employees had considerable expertise
and control over the work process or the labour market (ie

through unionisation). The patriarchy first argument
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cannot provide an explanation for these substitutions.
The functionalist DLM analysis - in its gender-blindness
does not acknowledge much less explain that gender

differences give capital economic choices amongst workers

and work structures.

The Sphere of Social Reproduction

The demand-side determinism of the DLM theory is its
gravest error. Cabital neither defines nor operates
impervious to the social context. Eliminating capital
would in no way guarantee the elimination of gender

divisions, the logical implication of the GER analysis.

"In the feminist account,..[women’s
low pay and exclusion from certain
jobs] does not simply operate at the
level of individual decision-

making: the process of mutual
reinforcement of the domestic
division of labour and the segregation
of paid labour is more deeply,
historically rooted in both the
institutions of the trade union
movement and of the state...[W]lomen’s
unequal pay and limited job oppor-
tunities...cannot be fundamentally
altered while the existing division
of domestic labour between the
household and the state, as well

as between men and women, is taken

as sacrosanct." (Bruegel, 1982)

In fact the sphere of social reproduction alters the
structure of capitalist production. As suggested in the
example of the Far East above,

“the geography of gender relations
[eg the availability of new supplies
of inexperienced, green’ female
labour ] has been an important element
in British industry’s attempts to
reorganise geographically; to

restructure itself out of crisis.”
(Massey, 1983)

The “willingness’ of women in economies with high un- or
underemployment to work extremely long hours at very low

pay rates knowing their capabilities will last only a few
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vyears (eg losing their eyesight due to the miniature tasks
of the job; Grossman, 1979) gives capitalists the
productivity to postpone investing in automating
technologies (Froebel et al, 1980). While this may
enhance short-term company profitability, the availability
of this specific labour supply slows the industry pace of
technological change and the shape of competition.
Eventually, some firms, relying on manual labour rather
than new capital investment, may lose market share and

power to those investing in new technologies.

The Assumption of Stability

The quotation above points to another fundamental
problem with the theories of dual and internal labour
markets - their assumption of a stable economic state.
Both Doeringer and Piore and GEé suggest that the
secondary labour market provides the flexibility necessary
for capital to adjust to changing competitive conditions.
Their models presume the continuance of the long period of
relatively unfettered capitalist expansion in the 1960s
and early 1970s and ignore the inherent unevenness of the
capital accumulation process. External demand shocks or
major changes in the conditions of profitability can
jJeopardise the market advantages and the resources of the
large corporation and thus corporate ability to maintain
the payroll and upkeep of a significant cadre of primary
sector emplovees. The institutionalists (adherents of DLM
theory) incorporated technological change into their
model: it reinforced employers’® reliance on company- and
job-specific skills, so perpetuated the economics of the
DLM.

However, corporate investment in new technologies are
often precipitated by crisis (Massey and Meegan, 1982).
Profitability crises largely determine the nature and
timing of major investments in new téchnologies. Employers
use new production technologies to break labour’s control
over the work process and the associated labour costs or

to change the corporate cost structure. That gives
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management the opportunity to reorganise work and the
allocation of people to Jjobs.

This may not only shift the balance of employment
between the primary and secondary sectors. Major
restructuring may also cause redundancies, including the
abrupt termination of career ladders in the primary
sector. In crisis employment stability amongst primary
sectors workers - the economic rationale of the system of
segmentation - can become a liability for capital. DLM
theory was developed during the extended (and seemingly
endless) expansion of the 1960s and early 1970s when
perhaps crisis seemed avoidable. By the early 1980s crises
abounded throughout manufactuhing industries globally, and
importantly they reflected resurgent international
competition amongst fractions of capital. Capital-labour
conflicts were key only in specific industry cases. The
monopolistic market control by powerful US corporations
which financed the labour market segmentation of Doeringer
and Piore and GER was under severe siege by overseas
producers. Rigid labour market structures could noE
withstand the advent of the crises of the 1980s. Neither
can the DLM theorvy.

The challenges to monopoly control over markets came
from many directions. Market demand for newer or
customised products can threaten the viability of
standardised product and production techniques (that Piore
viewed as the basis of labour market differentiation).
Wildly fluctuating demand, cyclical changes more severe
than anticipated, and new or more effective competitors
can all threaten the stability and the size of the mass
market necessary to the profitability of these large
manufacturing firms.

The potential for c¢risis has multiplied with the
internationalisation of capital. Because the DLM theories
are wholly domestic in their analyses, they overestimate
the stability of the system. The internationalisation of
capital has promoted international labour markets. The

high degree of differentiation of labour intérnationally
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opens up a world of diversity that can shape the
conditions for the purchase of labour power (Massey and
Meegan, 1979). The prices, labour force characteristics
and the conditions of the employment éontract in one
country now affects employment in others. Corporate
strategies can take advantage of global opportunities for
cost-minimising and minimising labour turnover (eg
operating in countries where there is persistent
unemployment or where the state protects the employment
contract) more varied than the rigid and expensive rules
of ILMs. That diversity is particularly important during
crisis when capital consolidates, automates, restructures
and potentially relocates production. All workers, not
just secondary workers, are forced to compete over wages
and employment conditions with workers around the world.
Crisis eliminates the stability of internal labour markets

and the employment protection for primary workers.

2.4 CONCLUDING POINTS

The criticisms raised in both sections are likely to
be very important in analysing the growth and development
of the high tech electronics industry. First, the industry
is by definition both information- and technology-
intensive. As a result, the industry’s profits depend on
company success in producing both rapidly changing and
highly variable rather than standardised, mature products.
That also suggests a company reliance on a bigger, thus
more costly, group of primary workers than has
historically been the case for mass manufacturing
industries. Secondly, it is an industry that has been
volatile since its beginnings and has been in flux
throughout the 1980°s. As a highly internationalised
industry, in terms of markets and the organisation of
production, ‘the industry provides a particularly useful
case study for examining whether or not the economic
benefits resulting from the PLC and DLM models are
appropriate and adequate for companies in the midst of

sighificant technological and market change. The
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criticisms here suggest that the hierarchical and rigid
structures of the two models and the dependence on - at
least in the PLC international organisation of production
- conventional scale economies will not be able to cope
with the demands of fast-paced information industries.
Furthermore, as the industry has been a major emplover of
women globally, investigating the recent developments in
this industry offers the opportunity to assess whether
gender does in fact affect the allocation of jobs and how
those decisions can influence the structure and

competitiveness of the entire industry.

Chapter 5 examines in detail the extent to which the
PLC hypothesis explains the pattern of high tech
electronics investment in Scotland in the early 1980°s.
The aim is to examine if multinational organisation has
responded to the important new dimensions of competition
discussed above - fast-changing product demand, product
customisation and more intense international competition.
Preceding that, Chapter 3 outlines the research
methodology of this study, and that is followed by a
chapter that reviews the history and changing dynamics of
the industry. Chapter 6 then investigates multinational
employment policies in the subsidiaries located in
Scotland to determine if current economic pressures

altered the segmentation of jobs and workers.
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CHAPTER 3: RESEARCH METHODOLOGY

The research focus on corporate investment and
employment strategies for coping with industry crisis
reauired specific and up-to-date information that
published data could not provide. Consequently, the
research relies in the first instance on personal
interviews with corporate managers, the only reliable and
adeauately informed sources. Further, the terrain of the
study had to be restricted. While the research interest
concerned the international shifts in roles and resources
amongst subsidiaries and locations of multinational
corporations, limited resources narrowed the geographical
scope of the study. The field survey, thus the study,
focused on Scotland, a major concentration of the
industries’ global investments.

The field survey included fourteen computer and
semiconductor multinational corporations (ie SICs 366 and
367) operating in Scotland in 1983/4. Thirteen of the
firms originated in the US, one in Japan. All but two of
the firms ranked in the top twenty in world sales in their
industries (1981 for the computer industry, 1984 for the
semi-conductor industry). In fact four of the seven
semiconductor firms and six of the computer firms were
amongst the top ten firms. Using published or publicly
available data, Appendix 1 lists the survey firms and

outlines their history in Scotland.

3.1 DATA COLLECTION

The field survey also included seven multinational
corporations with headquarters or advanced manufacturing
and research facilities in California. Corporate
executives and managers were interviewed to identify major
international technological developments and global
corporate strategies and to understand the economic forces
behind the changing geographicgl dispersion of corporate
investment. These firms included both headquarters for the

survey firms and other corporations which were major
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actors in their industries. They also are listed in
Appendix 1.

Because of the pace of change in these industries and
the absence of reliable or illustrative data (See
discussion below.), most of the analysis in this study
relies on data from these corporate interviews. Corporate
executives in these firms agreed to cooperate only on the
conditions of a guarantee of confidentiality. To keep that
promise, actual company names are omitted in the text.

Interviews were arranged with the managing directors
of the Scotland subsidiaries and appropriate executives in
the firms in California (eg Vice-President of
International Operations or Technology Development). These
were considered the people most able to speak with
authority about the corporation’s overall investment
strategies, overseas operations in Scotland and the ways
in which the firm had altered the organisation of
technologies and employment in response to new competitive
pressures. In a few cases executives in Scotland
substituted their personnel or plant production managers.
Management in all of the selected firms granted
interviews. According to others involved in industry
research in the US, Scotland and England, the 100%
response rate was unprecedented.1 Appendix 3 includes the
field survey aquestionnaire. The field visit in all cases
included a reqguest for corporate data to document the
following:

a. employment and output in the Scotland subsidiary

(measured by sales or value added) from 1970 to
1984 ; and

b. the occupational distribution of employment for
the subsidiary at the time of the survey, for five
vears earlier (1979) and for the end of the next
five years (1989).

Unfortunately, managers were extremely reluctant to gather
or divulge this information and, though a number of firms
forwarded data, a complete data set could not be

constructed. The data was either inappropriate (eg data at
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the corporate level rather than the subsidiary),

incomplete or incomparable (eg measured in differing

units).

Data from these firms were supplemented by interviews
with a range of industry actors and experts who
corroborated, explained and added to the stories of the
managers. As a result, the field research included more
than eighty separate supplemental interviews; some were in
California, Boston, Massachusetts, and London, but most
were in Scotland. The distribution of industry

perspectives represented by these interviews is, as

follows:

-—- Managing directors of six small Scotland-based high

tech firms, three in the computer industry and
three in chip design;

-—— Managing directors of three firms supplying the
region’s high tech industry;

-—-— Seven academics, most of them regional leaders in
the education and training sector in Scotland and
Nnine academic research professionals who have

investigated the high tech industry in Britain and
the US;

-—— Twenty industry experts from both the public and
private sectors in Scotland, England and the US;

—-—— A Nnumber of public sector officials, including
three high ranking officers in the Scottish
Development Agency, the region’s development
authority (two of them policy-makers for the
development of high tech in the region); an
economist as the Scottish Council (Development and
Investment), the Director of Planning at Fife
Regional Council, an elected representative on the
Fife Regional Council; a representative of the
Strathclyde Regional Council; the economists for
two regional planning agencies and three
professionals from the EITB 1in Glasgow and London;

-——— Twelve trade unionists active in trying to organize
in the Scottish and US high tech industries;

-—— Sixteen industry workers, including production
workers, engineers and administrators:; and

—-——-— Directors of three JobCentres in Scotland located

in areas with a high concentration of high tech
jobs.
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All of the interviews in the UK and US were conducted in
the autumn of 1983 and the spring, summer and autumn of
1984.

These interviews proved to be important supplements
to the interviews of managers in the primary survey firms.
A number of factors limited the reliability of the
interview data from primary corporations. In an industry
where control of information dominates competition,
creating market and revenue advantages, executives were
often vague, if not secretive. Confidentiality was
assured, yYet managing directors all avoided giving details
in areas they considered sensitive. Also, the industry
style is one of friendly, freewheeling bravado:
distinguishing hopes or momentary opinions from strategic
and operational decisions was at times very difficult. The
supplemental interviews helped cross—check information
and, as these interviewed were competitors, consultants or
suppliers, added detail to the vague picture the
multinational executives provided. The additional
perspectives provided by these respondents offered
evidence that helped distinguish important directions, 1if
not trends, from minor or transitory activities. (The
complete list of interviews is in Appendix 2 and the

questionnaires are in Appendix 3.)

3.2 METHODOLOGICAL ISSUES

One of the primary purposes of the field survey was
to determine whether or not the nature of the technology
investments and, thus, technology-related responsibilities
in the Scotland subsidiaries had changed from earlier
investments in Scotland or other overseas locations. To do
this, the survey asked managers for specific information
about capital eauipment purchased and installed during the
study period (1979-1984). The survey gathered information
on both the year of installation and descriptions of the
functional capability of specific machines to identify
those investments that were state-of-the-art technologies

and those that were established technologies.
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It was, however, impossible to realise this objective
for three reasons. First, managing directors in some cases
did not know the details of all their investments or the
functional capabilities of all installed eauipment. Their
responses to these questions were, as a result, often
ambiguous. This problem was compounded by the fact that
many of them considered specific details on technological
capabilities sensitive information. Furthermore, the fact
that capital equipment for design, manufacturing and test
was often custom-designed for the producer firms made
distinguishing different generations of technologies by
date and/or capability impossible. Conseauently, the
findings reported here rely on managers’ responses about
whether or not the specific technologies had been
previously used within the corporation or within the
industry. While this means conclusions about technology
responsibilities at the Scotland subsidiary rely on
managers’ interpretations and assessments, these men were
all experienced and knowledgeable electronics engineers.
In addition, each had the responsibility of accepting from
corporate headquarters and devolving responsibilities for
technology assessment, investment and installation at
their subsidiaries. Consequently, the findings reported

here are in all probability quite robust.

The Frame of Reference -
The Industry vs. The Firm

The focus of interest was from the beginning the
industry. However, as an industry developed by
individualistic entrepreneurs, there was likely to be
considerable diversity amongst firms. It was not clear
that industry-wide technological and market changes would
cause an industry-level response rather than a series of
individual firm adjustments. In addition, the industry,
particularly the semi-conductor sector, had historically
supported so-called niche strategies (ie market pockets
for specialised products). So, the field survey
concentrated on management policies in individual firms to

capture this diversity.
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The differences, however, were only ones of degree.
The competitive pressures of the industry and the dynamics
of industry development in Scotland were compelling: as
major global market leaders, the firms were pushed in the
same direction as the rest of the industry - competing
through product differentiation and reducing unit
production costs. A study of the entire high tech
electronics industry, or even one dynamic region such as
Silicon Valley in California, would have included a large
number of small new competitors, starting with only a
rented office and a telephone and a range of market
strategies. Firms facing bankruptcy, merger and take-over
would also have been included. Industry growth in Scotland
had nourished some diversity: there were many domestic
start-up firms, for example, a few spin-offs from the
industry’s largest firms. However, this was a very minor
portion of the region’s industry in terms of both
employment and output. This study focused on the largest
part of the regions’ industry - the segment of well-
established multinational corporations. There was
considerable consistency in their strategies to set up or
expand in Europe to compete for market share in a prime
overseas market.

My research approach depends on "descriptive
synthesis"”, as Amsden (1985) and others before her called
it. Descriptive analysis captures the political economies
of change while it happening. In cases of strategic,
technological or institutional change, aquantitative
analysis is simply inadequate. Because it derives from
historic patterns and existing relationships, it cannot
capture change.

This research is essentially an in-depth case study
of an industry segment, and the method proved to be
particularly appropriate for this industry. At the time of
the study, the industry was changing rapidly, both growing
after a two-year downturn and shifting priorities to
profit rapidly from that growth. While there had been a

number of important descriptive studies, particularly of
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the semi-conductor industry (Borrus, 1983 and 1984; Ernst,
1983 ; Scibberas, 1977), they had not considered the
international organisation of the industry an important
variable in strategic market response or competitive
capability. That made an in-depth examination of the
industry in one region a useful contribution to

understanding structural change.

The Inadequacy of Pubplished Data

A descriptive approach was also necessary because the
strategic changes taking place could not have been
discovered from any published auantitative data. Neither
annual reports nor government data could capture changing
strategies of, for example, the global distribution of
technological responsibilities or altered recruitment
policies, each of which signaled a new role for the
subsidiary. In addition, the time lag between data
collection and publication was a more important problem in
this fast-paced industry than is usually the case in
industrial analysis. In 1984 no quantitative data were for
the period 1980 through 1984: conseaquently, there was no
way to capture the critical years of industrial change
through published data.

Secondly, there was no reliable and consistent
quantitative data available either at the national or
regional level. At the national level, it was impossible
to separate out activity in the computer and semi-
conductor industries from that in older industries
included in SIC’s 366 and 367. At the three-digit level,
each of these SIC’s combines high tech firms with many
older electrical and electronics firms producing older and
very different products, using much less advanced
technologies than in the sample firms. For example, SIC
367 includes radio and electronics components and capital
goods which combines conventional transistors and passive
devices such as resistors and capacitors with
semiconductors. Manufacturing processes and industry

structure in these slow-growth product sectors have in
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many cases changed little over the past five to ten years,
years of phenomenal growth and change in integrated
circuits. To use employment, occupational or investment-
related data that combines these traditional products
with information-intensive products would mask the
discovery of any distinctiveness or new relationship in
the newer industries. Published data at the national level
was insufficiently disaggregated to be useful.?

Further, there were no consistent time series data
for the industry’s employment, occupational distribution,
capacity utilisation, capital growth or wages/
salaries anywhere within the Scottish public sector. The
regional development authority and planning departments
relied on a highly imprecise and unreliable data set based
on a postal survey. Known as SCOMER (Scottish Manu-
facturing Establishment Record), each year’s data was
based on a unique decision about the principle for
inclusion of firms, so company and industry data were not
comparable across years. The survey was only irregularly
run. Responding was voluntary. The response rate was said
to be rather low and often did not include the region’s
major employers, most of whom were the multinationals
examined here. Large employers, continually negotiating
with the public sector for money and favours, had vested
interests to maintain secrecy, so had no incentive to
respond. As a result, smaller and less technologically
advanced firms were overrepresented in survey results
though the large firms accounted for most of the
industry’s employment and investment. Further, the SEPD,
the agency responsible for data collection, did not follow
up auestionnaires with interviews or any kind of cross-
checks to determine the reliability of reéponses. The
data was so unreliable that only by analysis of national
Census data in 1983 was it discovered that employment in
decade which was thought to have been one of growth. The
industry actually lost as many as 10,000 jobs from 1970 to

1979, in spite of official boasts about the industry’s
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growth in the region. The discrepancy was due to reliance
on the SCOMER data (Young, 1983).

The only wage data disaggregated by region and
industry was collected by the Scottish Development Agency
(sDA). It included firms in the electronics and high tech
sectors of the industry. At the time of this study,
however, the agency had conducted only three half-yearly
surveys (1982 and 1983) which, according the SDA’s
statistics department, were not strictly comparable
because of data collection problems.

As a result, publicly-available regional data was
wholly unsatisfactory for any analysis of industrial
restructuring. The field survey was the only reliable way
to learn how the industry was actually coping with change.
The interviews were an opportunity both for learning the
nature and logic of corporate decisions and for reauesting
quantitative data. While the firms fairly consistently
provided current and historic employment levels, getting
full and comparable data sets on past, current and future
occupational distributions or output or value added
figures proved impossible. The reasons varied from the
absence of any data disaggregated to the subsidiary level
(Ie the UK corporation was often the lowest level of
analysis available.) and wide variability in company
measurements of output to flat refusal to disclose

competitively sensitive data.

3.3 _CONCLUDING POINTS

At the time of the study the lack of knowledge about
the actQal activities of the survey multinationals and the
economic role of Scotland’s subsidiaries made the industry
in Scotland a rich research focus. Given the rapid pace of
change in technologies and market strategies, the survey
interviews proved to be the only way to uncover
contemporary economic pressures and responses. In spite of
the limitations of the research method in providing
reliable and comparable data, interview data describe

industry changes surprisingly consistent across firms that
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would be difficult if not impossible to capture with
quantitative data.

Chapters 5 and 6 report the findings of the field

survey and assess whether or not they support the product

life cycle and dual labour market theories. The final

chapter considers the impact that the research method, the
limitations of interview data and the timing of the study

has in interpreting and generalising from these findings.
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CHAPTER 4: THE US HIGH TECH ELECTRONICS INDUSTRY:
ITS HISTORY OF DRAMATIC GROWTH, TECHNOLOGICAL
CHANGE AND INTERNATIONALISATION

4.1 INTRODUCTION

The US microelectronics industry expanded globally
early in its history. This chapter looks at the history of
the industry and its global spread to explore the extent
to which the product-life-cycle analysis explains the
pattern of internationalisation. After a brief analysis of
the economics of industry growth until the late 1970s, the
chapter then outlines the changing economic conditions and
mounting competitive tensions that led to a shift in
corporate strategic priorities by the early 1980s.

To understand the role of Scotland within industry
dynamics, the chapter reviews the history of high tech
multinationals in the region. The economic role of the
region shifted markedly in 1979/80: changes in Scotland in
the early 1980s resulted directly from corporate efforts
to resoclve this crisis of accumulation. Chapter 5 will
examine in detail the new’ multinational subsidiaries in
Scotland and compare their role within the corporation to
that predicted by the the product-life-cycle hypothesis.

The integrated circuitl or chip as it is colloquially
called, is a product that processes information, so has
endless applications. It can work wherever information can
be used to run or control operations, eg a switch to turn
on household heating, a calculator a fuel level indicator,
etc. The number of applications and their economic
feasibility grows as the product becomes more powerful and
the cost per function drops. The computer is an informa-
tion processor used both on its own and in tandem with
other industrial systems. It depends on the chip as its
key component.Zs3

This study focuses on the manufacture of the central
processing unit or the brain of the computer. This product
focus, however, 1is obscured by the complex interrelation-
ship of hardware and software. To produce a finished

product, a firm must design, manufacture and test the
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hardware and software operating system together.a In fact,
soTtware is a critical factor in the success of both
computer and semi-conductor firms in defining and
capturing markets. The chapter’s discussion of software,
however, is limited to its role in altering the costs and
strategies in microelectronics multinationals.

The US semi-conductor and computer industries have
different yet intimately intertwined economic histories
and structures. Their interdependence derives from the
relationship of their product technologies. This chapter
discusses the development of the two sectors in parallel,
tying them together where similar and exploring the

dynamics of their relationship.

4.2 THE ECONOMIC DEVELOPMENT OF THE SEMICONDUCTOR AND
COMPUTER INDUSTRIES THROUGH THE 1970s

4.2.1 The Product Market

The semi-conductor industry, a $13 billion market by
1979, gained attention because of its exceptionally high
growth rates year after year. While the growth rate for'
the entire electronics industry (that is, consumer and
capital goods) averaged 20% and 23% annually for the US
and Europe, respectively, between 1963 and 1973, the sales
of integarated circuits (ics) grew 541% and 600%, annual
averages, in those markets over the same period calculated
from data in Scibberas, 1977).5 That phenomenal growth
continued into the 1980s: from 1979 through 1981, the
value of worldwide shipments of ics grew by an annual
average of 31% (Cane, 1981A). The growth resulted from the
rapid proliferation of new microelectronics applications
for standardised memory chips throughout industry. By the
mid 1980s there was concern about slowed growth. However,
the slower growth rate still far exceeded that in
traditional industries. World sales between 1981 and 1985
grew 21% (annual average: Sylvester, 19854).°

The US computer industry, too, expanded rapidly in
the 1970s due to, amongst other factors, a more generally
perceived need for computing power and better developed

and marketed applications. As Table 4.1 shows, the value
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of global shipments by US—-based firms grew throughout the

late 1970s, averaging 15% p.a., while US GNP averaged only
4.2% growth (1977 - 1979).

TABLE 4.1. THE INTERNATIONAL COMPUTER MARKET*

Shipments of US-Based Manufacturers

No. of Percent $M Value Percent
Systems Increase Shipped Increase
Shipped
1976 35, 800 6,234
1977 50, 690 +42% 7,214 +16%
1978 88, 000 +74 9,112 +26
1979 161,070 +83 10,627 +17
1980 221,980 +38 11,252 + 6
1981 330,070 +4.9 12,296 + 9
1982 437,190 +51 13,778 +12
1983E 707,450 +4.2 15,714 +14
1384FC 376, 340 +38 18, 244 +16
Average
Annual
Increase + 52% +15%

Source: International Data Corporation,
Reprinted in Financial Times,
April 11, 1983

* The data refers to totals of all general purpose
(mainframe) computers, minis, small business computers,
desktop computers and other systems (such as IBM’s S$/7)
shipped by US—-based manufacturers.

US computer and semi-conductor firms dominated world
markets throughout the 1960°’s and much of the 1970’ s.”/
Tables 4.1, 4.2 and 4.3 show the overwhelming domination
of both the computer and semi-conductor markets by US
firms. While some European economies had major electronics
producers that dominated their local markets (eg ICL in
the UK in the early 1970’s), indigenous firms came under
severe attack by US multinationals in the 1970’s. The US
producers had, for the most part, superior technologies,
product responses to fast-paced markets and price for

performance indicators. US firms also dominated the
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TABLE 4.2. SHARE OF SALES OF GENERAL PURPOSE COMPUTERS
(Mainframes)

UK Market OnlyX World Market Share**
% %

1964 1968 1972 1973 1978
IBM 40 23.4 38.4 65.8 64.2
Burroughs 0.9 6.4 3.9 6.6 7.6
Univac/
Sperry 2.5 8.8 3.7 7.1 7.1
NCR 7.6 10.7 2.9 3.8 2.9
Control Data - 5.4 1.8 3.0 2.4
Honeywell 5.2 6.4 7.0 12.6 11.0
BUNCH Total 16.2 32.6 19.3 33.1 32.0
UK Cos. 42.5 41.9 30.5
Others:
IBM-PCMMs - - 1.3
Other 1.1 2.5

* Source: Select Committee on Science and Technology,
Subcommittee D, House of Commons, UK Computer Industry.,
HC 272; Volume II - Appendices, Appendix 2; 196%9/1%70.
Also Appendices to Minutes of Evidence, Select Committee
on Science and Technology, Subcommittee A; Appendix 143
October, 1973.

x*xgource: Financial Times, September 21, 1979; Reprinted
in Locksley, Table 2.9, p25.

development and control of the minicomputer segment, the
faster—-growing segment in the 1970’s. (Micros did not
exist then.) In the semiconductor industry US-based firms
dominated the technological innovations, as well as world
sales from the industry’s inception through most of the

1970s, as indicated in Table 4.3.

4&.2.2 The Structure of the Two Microelectronics
Industries

The US computer industry was an oligopol?. It
maintained a fairly stable market structure throughout the

1960’s and mMid-1970’s (See Table 4.2.), both in terms of
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market leadership and distribution of market shares.
Markusen (1986) found the US industry modestly
concentrated: four firms accounted for 51% of sales (1981;
see Table 4.5). However, that concentration declined

throughout the late 1970’s. IBM dominated the market from

TABLE 4.3 RANKING OF TOP COMPUTER FIRMS BY WORLD SALES

Sales Share of Ranking by Sales in
World Minicomputer All Computer Markets**
Market*
1975 1981
% )
DEC (US) 37.0 IBM (US)
Hewlett- DEC (us)
Packard 17.4 Control Data (US)
Control Data 8.4 Burroughs (US)
Honeywell 4.6 NCR (US)
General Sperry (US)
Automation 4.4 Hewlett-Packard
(us)
Texas Fujitsu (Japan)
Instruments b.l Honeywell (US)
ICL (UK)
TOTAL 75.9%

*Source: International Data Corporation, Reprinted in
Scibberas, Senker and Swords-Isherwood, Study of the UK
Minicomputer Industry; SPRU, September, 1978.

xx gource: Financial Times, April 3, 1983.

1955; five corporations, known as the BUNCH - Burroughs,
Univac (later Sperry), NCR, Control Data and Honeywell -
followed in market share. However, IBM led the pack by
far: it held 71% of total world sales (1977) and its total
revenues were seven times those of its nearest competitor
(1979). Each of the competitors held onto particular end-
user markets as their revenue bases. Competition between
them focused on adapting product to particular uses and on

improving price/performance ratios.
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TABLE 4.4 WORLD MARKET SHARES OF MAJOR SEMICONDUCTOR
MERCHANT MULTINATIONALS
Percent Shares

1972 1976 1978 1980 1984 *
Us Firms 37.9 43.5 38.7 41.9 44.1E
Japanese
Firms 12.1 17.8 24.2 21.5 36.7E

Source: 0O’'Connor, 1983; Table V.1, p130.

* Source: Global Electronics Information Newsletter,
March, 1985. The data from the two sources are not
strictly comparable. The figures for 1978 through 1980
derive from the industry’s top 20 firms, while the data in
the final column refers to the industry’s top 50 firms.
However, the figures correctly reflect the growth in the
number of Japanese competitors and their rather sudden
entrance in world markets. Before 1979/80 their market

share primarily reflected their sales in the Japanese
economy.

TABLE 4.5. CONCENTRATION RATIOS FOR_US COMPUTER
PRODUCERS

RBases on Percent Value of Shipments by
Largest Firms

1367 1372 1277
CRé4 67% 51% 44%
CR8 83% 64.% 56%

Source: Markusen, 1986; Data from Figure CP5 in
draft manuscript, p9.

However, the development of the minicomputer outside
the computer producer establishment signaled the entry in
the mid-1970’s of new competitors, altering the nature of
competition. By 1981 one of those start-ups, Digital
Equipment Corporation (DEC) had become the second largest
computer producer in the world.

In addition, a number of new firms producing IBM-
compatible machines entered the market in the early 1370’s
to exploit IBM’s huge customer base. While their growth

had little impact on total market concentration, they did
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challenge the market leaders’ competitive strategies. IBM
management could no longer depend on continuing sales to
existing customers to support and expand its revenue base.
The rest of the BUNCH faced a more difficult marketing Jjob
because customers suddenly had the choice of a much wider
variety of product capabilities within the IBM operating
system.

The semi-conductor industry was more volatile. While
the concentration ratios looked relatively stable
throughout the 1970’s, the firms included in the CR4 and
CR8 rankings changed every few years, as indicated in
Tables 4.6 and 4.7. Three firms in the 1972 top eight
world producers had fallen out of the ranking by 1980, and
three new firms had gained significant market share (Table
4.7). Many of the industry’s firms were growing very fast
during this period, doubling their revenues every two
vyears. However, two US firms remained market leaders by a

wide margin - Texas Instruments (TI) and Motorola.

TABLE 4.6. INDUSTRY CONCENTRATION IN SEMICONDUCTOR MARKET

Based on World Market Revenues

1272 1274 1278 1278 1280 1982
CR4 32% 36% 31% 30% 30% 25%
CR8 47% 52% 48% (9% 47% 39%

Source: 0’Connor (1$83).

Wnile there was some industry consolidation during
the 1970°s, market power was actually more widely
dispersed by 1982. The concentration ratios, particularly
CR4, had dropped significantly and the revenues earned by
the top ten world producers had declined as a proportion
of the total world market (from 54% in 1980 to 44% in
1982). This reflected the growing competitive strength of
new entrants, often smaller specialist firms. Also, end-
user firms became a major source of competition in the

industry. Those that were large buyers of chips began
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TABLE 4.7. TOP SEMI-CONDUCTOR FIRMS
Ranked in Descending Order by Value
of World Sales.

Market Rank (% Market Share)

TEXAS T -
INSTRUMENTS 1 (11.8) 1 (11.4) 1 (11
(Us)

MOTOROLA 2 ( $.8) 2 ( 8.0) 2 ( 7.8) 2 (7.1)
(us)

PHILIPS 3 ( 5.1) 6 ( 4.5) 3 ( 3.9) 8 (3.0)
(Neth)

FAIRCHILD 4 ( 4.8) 4 ( 5.3) 8 ( 4.0) -

(us)

TOSHIBA 5 ( 4.2) 8 ( 4.0) 6 ( 4.6) 3 (6.0)
(Japan)

HITACHI 6 ( 3.9) 7 ( 4.2) 5 ( 4.7) 4 (5.6)
(Japan)

ITT 7 ( 2.8) - - -~

(Us)

RCA -US \ 8 ( 2.3) 9 ( 3.2) - -
SIEMENS /

(Germany)

SGES-ATES S ( 2.2)

(Italy)

NATIONAL 10 ( 2.1) S ( 4.5) 3 ( 5.5) & (3.9)
SEMICONDUCTOR

(us)

NEC - 3 ( 6.0) 4 ( 5.4) 2 (7.1)
(Japan)

INTEL - 10 ( 2.6) 7 ( 4.1) 7 (3.6)
(Us)

SIEMENS - - 10 ( 3.0) -

IBM** - - 5 (4.7)
(Us)

SIGNETICS - - - 8 (3.0)
(us)

AMD - - - 9 (2.9)
(Us)

GENERAL INSTRUMENT 14 16

(us)

SOURCES: 0O’Connor, (1983); Tables V.1 and V.2; pl30-1.

* Global Electronics Information Newsletter,
(1988).

x*x  NOTE: Captive producer not included in earlier
calculations.
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TOTAL MARKET SHARE OF

1272 1974 1280 1284
TOP 4 COsS. 31.5 % 30.7% 29.9% 27.4%
TOP 10 COS. 49 % 53.8% 54.1% 51.1%

designing and manufacturing their own chips internally to
protect their proprietorial information about the
technology and to ensure a reliable supply. These captive
producers, as they are called, reduced the growth of the
commercial chip market.® In addition, the leadership
changed and Japanese firms, such as NEC, gained market
power.

The phenomenal growth in both industries resulted
from and further propelled new product technologies,
particularly, in the semi-conductor industry. There firms
introduced new products every few Years, each a
technological improvement by several orders of magnitude.
By 1980, engineers were doubling the memory capacity of a
chip every year and its operating speed every three years
(Vedin, 1980).°% The increased capability and reduced
price per function of new products opened up nNew
applications and thus new markets. The pace of change in
product characterisitics had to be matched by changing
production technologies,10 so the economic description of
these industries must turn to the technologies of

production.

4.2.3 Production Technologies

In both industries the technical redquirements of each
of the stages of production - product research and
development (R&D), design, manufacture, final assembly and
testing - differed sharply from one another in their
proportionate dependence on capital, labour and other
resources. Whern competitive pressures forced firms to make
economies, strategies reflected the differing options in
each stage of production. Because the operational and

information links between stages were minimal, the
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processes could be geographically separated and dispersed,
allowing firms to take advantage of opportunities for

cost-cutting around the globe.

The Manufacture of an Integrated Circuilt

The first stages, research and development, invent
and perfect the basic technical operation of a new
product. Once the basic technology has been determined,
chips must be designed. A designer must map out the paths
of each transistor and complete circuit and must double-
check that they will perform the expected function on &
chip. With the expanded complexity of LSI, the task has
been likened to creating a functionally correct map of the
sewer and electrical systems of Manhattan that will then
be reduced onto a 1 square mm piece of silicon. The job
requires an expert either in the electrical and
communication properties being implanted on the chip or in
the end-use application. With higher scales of
integration, the task is aided by computers (computer-
aided design, CAD) which specify, draw, and alter the
design and simulate and check its functioning.

Fabrication of the silicon wafer refers to the 300 to
500 chemical and mechanical processes that transform a
slice of pure silicon into a wafer containing hundreds of
integrated circuits. This is the most complex
manufacturing ever adapted for mass production (Saxénian,
1981). The slice of silicon is first chemically prepared,
then oxidised to ready the surface for numerous deposits
of chemical films. Then in photolithography a "mask” or
pattern of each layer of circuits is projected onto the
wafer in én optical, camera-like process. Chemical
processes then etch those microscopic patterns into the
silicon surface and treat the exposed pathways to create
areas of electrical conductivity. Each series of processes
to make one layer of circuits must be repeated for each of
the dozens of circuit layers. Extreme precision in
temperature and timing is essential to insure that each

circuit is well formed and that the layers relate
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correctly to one another. Even one minute irregulérity can
ruin the whole wafer batch. The wafer is then put through

a metalisation process, giving it a thin metallic coating.
Fabrication ends with preliminary testing.

The next stages - assembly, packaging and final test
- are called back~end activities. Once the wafer has been
sawn into the individual die which will become chips, each
good one is mounted into a package that looks a bit like
an oblong centipede. Assembly requires extremely fine gold
wires to be bonded under a microscope first to the minute
outputs on the die then to the outlets, or pins, in the
package. The package is then carefully sealed to protect
the device from the outside world. While the
specifications for each batch demand adjustments at each
stage of fabrication, assembly and packaging are
practically identical across products, differing primarily
in the number of wires and pins. In final test, the
finished chips are visually inspected for imperfections,
then put through a seaquence of electrical and atmospheric
tests on electronic instruments to insure the chips will
perform as reauired.

Each time the firm decides to introduce a product
with more transistors and circuits, every procedure from
design through final test becomes more difficult because
it must be done more precisely. The size of each
connection has been reduced yet must be constructed as
perfectly as before. The production eaquipment must be
better controlled and more sensitive. Freauently one
machine cannot be stretched to produce more than one or
two generations of product. New products often require new
capital equipment.

Given that the costs of fabrication can better be
amortised when the number of chips on one wafer has been
increased, industry leaders pushed hard to reduce the size
of each chip while increasing its density to lower unit
cost. That drive to miniaturise has dominated the industry
since its beginning and succeeded in creating the

phenomenally rapid changes in product capability (Hodges,
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September, 1977). The industry’s technologists doubled the
number of elements saueezed onto one chip every year from
1959 through 1977 (Noyce, 1977 in Forester, 1981). This

pace of change demanded continuing new investment in

production technologies.

The Manufacture of a Computer

The steps in producing a computer more closely
resemble a traditional assembly process. The design of the
hardware, an extremely complex, information-intensive
product, redquires both computer tools (CAD) and people who
understand intimately how the instrument communicates and
how it will be used. The people developing the software -
either the operating system or application package - must
have access to the hardware specifications and frequently
need to communicate and negotiate with hardware designers.
This relationship became closer as product complexity
increased. The product was assembled in many cases on a
traditional conveyor belt assembly line. First the
subassemblies (eg, the power supply and the keyboards) are
put together. Also the individual circuit boards are
“stuffed,’ that is, loaded with chips and other
electronic components, then the chips are soldered on.
They must then be tested. All of the subassemblies are
inserted into the computer cabinet and the boards are
loaded into their drawers. Then all parts are wired
together. The machine is thoroughly tested, checking the
operation of all connections and components and simulating
the machine’s usage to insure the software and hardware

perform the necessary functions.

4.3 THE ECONOMIC DYNAMICS OF THE U$ MICROELECTRONICS
INDUSTRY

4.3.1 The Semi-conductor Industry

It was clear even in the early 1970’s that the
product cycle of the semi-conductor would create economic

problems. The US industry focused almost exclusively on

74



creating new, cleverer products to create new markets
(Mowery and Rosenberg, 1983). The difficulty and
complexity of designing new, more complex and smaller
devices led to a long and expensive lead time before a
product could be introduced. That product then typically
had only three to six years on the market (Chang, 1$71)
before a product innovation would be introduced and it was
considered technologically and economically obsolete. The
monopoly period for an innovative firm to reap excess
profits from a product it introduced was even shorter and
highly uncertain. It was relatively easy to copy a new
product technology once it was on the market: the
innovative firm soon lost its position of technological
leadership. 1l

With semi-conductor producers racing to miniaturise
the circuits on a chip to reduce the cost per unit of
information (bit), management needed a strategy that would
generate sufficient funds to pay for new product
development over the relatively brief market life of their
products. The strategy for most firms was to concentrate
resources on standardised volume devices - memory and
logic chips (Borrus, 1983) and to aim to capture large
market share as quickly as possible to gain experience and
economies of scale to gain further reductions in unit

cost. They used price cuts to create additional demand.12

The Learning Curve

The aim was to generate large revenues quickly to
fund the development work for the next product generation.
Revenues from continuing sales growth would provide return
on the capital investment. More fundamentally, efforts to
increase output volume were necessary to gain the
technological expertise to improve the quality and speed
of production. The learning curve strategy dominated the
industry’s development. This engineering concept proposes
that moving auickly into mass production requires
production staff to solve production problems early and

quickly which leads to better output quality (yield - the
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number of good die on a wafer). This pushes unit cost down
which, when passed onto the market, generates greater
demand, supporting increased output and continuing
engineering learning curve gains. The faster a firm moved
down the learning curve, the greater its technological and
economic advantage over competitors. Competitors, without
having achieved the savings in unit cost, would be forced
to meet the leader’s low price to stay in the market; this
resulted in reduced profit margins unless they achieved
similar economies.

The concept became a competitive rule: each doubling
of the cumulative units of devices produced led to a fixed
percentage reduction in price. From 1964 to 1975 that
price reduction averaged 27.6% (estimated in constant
dollars by Benjamin Rosen; O’'Connor, 1983; Figure IV.4).
TI, the market leader, ruthlessly rode the learning curve
to maintain a dynamic technological lead on the industry
throughout the 1960°s and into the 1970°s. Management in
competitor firms raced to match the progressively deeper
price cuts in semi-conductor products that persisted into
the 1980’ s.

The key to the viability of this strategy was
continuing increases in product demand. While the
Department of Defense created most of the demand and
subsidised the industry early in its development (94% in
1963, O’Connor, 1983; Siegel, 1980; Mowery, 1982), the
computer industry’ s demand for chips created explosive
market growth in the 1970’s which enabled US firms to
dominate the world market (MacIntosh, 1979).13 The two
industries fostered each other’s technological and market
growth. Falling chip prices promoted increased demand in
enduser markets and fostered the development and
exploitation of new applications. All of the industry’s
competitors benefited to some extent from this rapid
diffusion of the product technology and the wider customer
base. As Table 4.8 shows, the US producers increased their

delivered output of the 64K RAM by a factor of more than

76



twenty as its price dropped. Many volume producers thrived

on this rapid expansion of the market.

Table 4.8. CHRONOLOGY OF PRICE CHANGES FOR_THE
64K DRAM MEMORY_DEVICE

Average US - Cumulative
Shipments
Selling Price By US Firms

1980, Q3 $45

R4 30 190, 000
1981, Q1 20

02 15

Q3 S

Q4 7 3,806,000
1982 S

Source: 0O’Connor (1983),
Table IV.11; p.113.

A number of manufacturers operated, instead, a
"niche’ strategy to protect their prices and profits from
this relentless pressure to reduce cost. These firms
produced devices for specialised applications, so were
less price-sensitive. Niche strategies could produce high
profits. Intel, for example, pioneered highly advanced,
very fast devices, particularly the microprocessor. The
firm designed successive generations of product that were
ahead of the industry. With this specialty and its
technological lead, Intel could charge a premium for its
clever devices. In this case, the niche strategy
propelled the firm into industry leadership (seventh in
world sales by 1980).

This strategy, however, could not completely or
permanently protect a firm from market competition. The
specialty market had to be sufficiently large and growing
to generate a revenue base that would support the costly
capital investment for production. The strategy was also
not without large costs and risks. Success in niche

markets still reauired producers to have first-hand
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experience of mass production methods to provide the
technological know-how to keep production yield high. Also
there was always the possibility that a new product would
be introduced that would steal the niche or make it
obsolete. Throughout the 1970’s new devices were
continually introduced which were faster, cheaper, more
flexible and more innovative. A niche company could lose
its market overnight. As a result, competitive pressure
forced these firms, too, to offer more advanced products
frequéntly: customers watching the functional capability
of standard devices improving daily grew to expect similar
improvements in specialised products. Also, these firms in
most cases had to continue mass-producing memory chips to
maintain manufacturing expertise.

The development of the microprocessor changed
competition in the US semi-conductor industry. This
product could be mass produced then programmed to fit
individual customers’ needs. The chip had a standardised
structure, but could be programmed to fulfill a wide range
of uses. Because they could be mass produced, these
“computers on a chip’ could be supplied at a cost low
enough to create widespread demand. Most of the major
producers, driven by the market to supply a complete range
of chip products, began producing microprocessors and the
necessary support devices.

Two important changes resulted. First, the micro-
processor is no longer a component: it is a partial or
complete system. Consequently the semi-conductor firms
had to develop closer contact with potential customers to
understand thoroughly the use of the microprocessor in
order to design the chip and its software appropriately.
Servicing the market was outside the expertise of mass
producers, a gap which encouraged the entry of new, start-
up firms.

Secondly, concern about technological exposure led
more major computer firms to produce these chips
internally, either by starting from scratch or by

acquiring an independent firm. These Tirms wanted to

78



avoid technological and price dependence on outside
producers for a chip that was essentially the brain of
their computer products (Borrus et al, 1983; Bierman,
1982; Keyhoe, 1982C; Ernst, 1983; O Connor, 1983).1% High
R&D and capital costs, which had formerly limited
competition in the industry, did not deter these large
firms. Competition by captive producers further reduced
the growth in the chip market and, by buying up
independent producers, increased the concentration of the
semi-conductor industry. This put significant new
pressure on established semi-conductor companies. The
captive producers had vast sums of money to devote to R&D,
pressuring independents to generate greater revenues.
Furthermore, captive producers, by designing and producing
their own state of the art chips, denied the merchant
firms access to the information and expertise they needed
to develop advanced chips for new products. Some chip
firms compensated for these losses by integrating forward
to sell consumer and computer pr‘oducts.15 These changes
increased the competition, financial exposure and

instability in the industry.

4.3.2 The Computer Industry

“In the computer industry IBM served as the industry
price and performance setter for the US and world markets.
The rest of the BUNCH followed IBM’s lead. They introduced
their own models (architecture systems that were not
compatible with IBM’s) and attempted to undercut IBM’s
price while offering the same or better performance. The
history of the computer industry had some of the
excitement of a television melodrama: at times IBM lashed
out with price or performance surprises when its market
share was threatened. The pricing and new model procedures
were, more usually, well contained within a stable
industry framework.

Each firm depended critically on maintaining its
customer base, which constrained any radical departure in

competitive strategy. Each firm was simultaneously
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competing with other firms over new and improved products
while trying to maintain customer satisfaction with older
machines: that customer base provided a continuing revenue
flow. Systems vendors expected their customers to buy
replacement machines - this generated 60 to 70% of the
producer’s revenues (Duncan, 1981). To some extent the
BUNCH producers targeted market segments, eg, Burroughs in
accounting and business applications, to control their
market base.

Dependence on the existing customer base restricted
the parameters of industry competition. This was
particularly true for the huge firm of IBM. Introducing a
major breakthrough or a machine with a price/performance
ratio far better than earlier models would in effect make
earlier models redundant. This jeopardised the firm’s
replacement revenues and, because of the uncertainty
suddenly created, potential revenues for the new
pr‘oduct.16 So cost—cutting was the most common market
strategy in the computer industry for many years. IBM
could exploit its huge economies of scale and the rest of
the pack could attempt through improved design and
marketing to find new customers to improve their market
share and profit margins.

The introduction of the mini-computer shook up the
industry’s relatively stable competition. "Minis’,
developed by the DEC and Data General Corporation,17
became the fastest growing sector of the market because
these smaller and cheaper machines rivalled the
performance of established mainframe products
(DeJonquieres, 1980E). Also, the new firms targeted their

new product at the office and data processing markets, the

customer base of the established giants. The smaller
machines could be distributed throughout a business - a
faster, more efficient and cheaper use of information - by

eliminating the need to aueue projects through a
centralised data processing depar*tment.18 The mini’s
cheaper processing of information transformed computer

usage and markets, stealing part of the replacement sales
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from established leaders. They soon introduced minis of
their own. The new machines, made possible by remarkable
improvements in the technological capability of chips,1?
dramatically improved the duality of computers while
simultaneously reducing the cost per function of
information processing. The resulting reduction in the
price/performance ratio for computers (falling at a rate
of 25% per annum for small mainframes throughout the
1970’s and 1980°’s; Duncan, 1981)20 put continual downward
pressure on the selling price for all computer hardware.
At the same time, competition forced most computer firms
to supply a full range of computers, including minis,
which escalated the pressure to increase R&D, already a
relatively large expense for the industry.?l The attempt
by ic firmes to sell computer systems was a further
discouragement to established computer ptroducers from
initiating any major technological collaboration with ic
firms.

Structural change in the two industries grew out of
the new opportunities created by these technological
innovations. The capability of one chip to contain an
entire electronic system invited new competitors who could
specialise in the design of and software support for
specialised chips. The availability of programmable
computers-on—-a-chip and of memory devices that could store
huge amounts of information transformed the concept of
computers and both the demand and supply sides of the
market. The mini-computer forced computer firms to offer a
wider range of products and, consequently, to deepen their
R&D commitment. Competition in the 1970°s forced firms in
pboth industries to provide a continuing flow of new
products. The assocliated expense of product development
for competitors sat uneasily next to cutthroat pricing,
behavior more usually associated with mature products and
industries.

AR important element of competition in both
industries was the phenomenal rate of technological and

market change throughout the 1970°s. The number of
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transistors (the fundamental connection or switch in a
circuit) which could be crammed onto the surface of a chip
had risen a thousandfold since 1970 (DeJonauieres and
Keyhoe, 1984), which vastly increased the numbers of
things a chip could do. The cost of a unit of solid state
memory fell by the same order of magnitude over the same
few vears. Design engineers had doubled the number of
circuits on a chip every year and a half for most of the

1960°’s and 1970’s. An analogy dramatises the magnitude of

this innovative pace:

'"...[I]f transport technology had progressed
from stagecoach to Concorde as rapidly as
electronics technology since the (development
of the) transistor, Concorde would be able

to carry half a million passengers at twenty
million miles per hour...[And] a ticket for
the Concorde flight would have to cost less
than a penny if it were to compare with the
rate at which microelectronics has gotten
cheaper." (Rosenberg, 1982; pl81)

This pace multiplied the risk of and pressure on the
design phase for a new computer product. Computer
designers had to thoroughly understand the operation of
every new chip. Each new computer product had to be
designed to use the newest devices extremely cleverly in
order to maximise the potential sales life of the product,
so it will continue to sell even after the next generation
of ics was introduced. Simultaneously, managers have
pressured their development departments to minimise if not
reduce the development cycle to exploit new products
commercially as auickly as possible. A similar race was
going on in the leading ic companies. In both cases
development costs were rising while the sales life
shortened and the uncertainty of payback increased.

Each successive year of competition sharpened the
pincer-like pressures of high and rising development costs
and fast-falling prices. Management in both industries
had problems in cost-containment and product planning.
Reducing some costs was essential to maintaining

competitive prices and profit margins. Management sought
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cost reduction opportunities that could be exploited
quickly and easily and that would not jeopardise corporate
technological progress. Both industries, in spite of their
differences, targeted production labour, the cost
considered the most amenable to reduction. Both industries
had production processes that could be divided up,
separated and dispersed geographically (Storper and
Walker, 1983): that enabled management to minimise

production costs in a unique way.

4.4 THE ECONOMICS OF GLOBAL PRODUCTION

Both the US semi-~conductor and computer industries
fanned out across the globe during the late 1960’s and
early 1970’s for very similar reasons. Firms responded to
downward pressure on prices by locating plants in the Far
East to take advantage of dramatically lower labour costs
for lesser skilled labour. Government policies in many of
the Far Eastern countries encouraged this investment,
helping firms expand rapidly to meet fast-growing product
demand. The savings possible from locating manual
manufacturing for standard products in the Far East were
so great that once one firm did it, competition compelled
all the other large and many small competitors to follow
suit to maintain their profit margins.

In the early 1960’s, management of US firms
recognised the different economies of the separate stages
of production. Fairchild Semiconductor, the “mother’ of
many of the ideas and most of Silicon Valley’s ic firms,
targeted the reduction of labour costs in the labour-
intensive assembly and testing operations. At that time
labour costs were 45% of the total cost of producing a
semi-conductor (NACLA, 1977). There was then no
alternative to the manual assembly of chips: no machine
could reliably bond and wire the products’ many sizes and
shapes. While there were efforts to automate computer
assembly (most notably IBM’s), firms relied on manual
methods because they were cheaper and more flexible.

Because these manual activities could be separated from
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design and advanced manufacturing, managers realised that
dispersing them to a low-wage economy would dramatically
reduce costs. Fairchild relocated die-bonding, wire-
bonding and packaging of chips from California to Hong
Kong in 1962, then to South Korea in 1966.

US tariff policy also fostered ‘off-sho%ing’. Items
806.30 and 807.00 imposed only a limited duty on the
importation of (in the former case) certain metal articles
that had been previously processed in the US and (in the
latter) articles assembled from US-made components. The .
import duty, based only on the value added ocutside the US,
was very low because of the exceptionally low wages in the
Far East. The fact that standardised assembly and
packaging could be separated and performed by relatively
unskilled (what came to be called semi-skilled)?? workers
gave firms the opportunity to take advantage of these
regulations. These actiwvities did not Pequire4a large
contingent of highly trained technical personnel, as
fabrication would, and inexperienced assemblers and
testers only needed a few weeks’ training. Furthermore,
global shipping was aQuick and inexpensive because
completed wafers and components were small, light and
fairly sturdy and could be shipped by air. Competition
forced all of Fairchild’s competitors to flock to the Far
Eastern locations to match Fairchild’s cost advantage. The
growth of back-end activities was rapid and spectacular
(Chang, 1971). By 1979, all of the top twelve ic
oroducers, all US firms, had set up at least two and in
many cases four, five or six assembly plants in the Far
East.2° Many Japanese and European firms followed suit.
Offshore plants provided unbeatable "low tech” cost-
savings in a market where price-slashing was a continuing
competitive strategy.24

The computer industry, because of the nature of the
product and its heavy dependence on government markets,
traditionally had to be close to its customers to win
large contracts. Computer systems, then, were usually

customised, so designers, marketers and sales people had
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to know the requirements of potential buyers to present
and sell these gspecialised, differentiated capital goods.
In addition, with such a large proportion of a company’s
total turnover dependent on resale to existing customers,
firms had to maintain contact with customers to insure
they could design and sell appropriate upgraded equipment
and peripherals to that customer base. Consequently, the
computer industry early in its history expanded globally
by investing in the major industrial, European community
economies to qualify for military and other large
government agency contracts. Once the Common Market was
formed, industry leaders dispersed high value added
manufacture (eg, for central processing units) inside EEC
tariff walls.2%

Improved price/performance ratios and the
introduction of the mini in the 1970’ s made computers
feasible for many data management uses, particularly for
scientific and engineering design work, and greatly
expanded potential markets. Locating high value added
manufacture and design work inside the EEC continued to be
important for computer firms. Design and development work
located near major government buyers was mainly product
modification: firms centralised research and most of
product development in the home-base economy Wwhere secrets
could be better awarded and where experienced technical
personnel were concentrated. At the same time, assembly of
the standardised sub-systems and peripherals was, as in
the semi-conductor industry, dispersed to low wage

economies,26

often in the Far East. By the 1970°s the EEC
tariff persuaded a number of the US computer
multinationals that they could reduce costs on a number of
products by locating all manufacturing inside the Market.
They did this by tapping a specific cheap labour force for
labour—intensive low-skilled assembly - "married” (often
rural) women (Massey and Megan, 1978). Burroughs, for
example, claimed that its British operations (assembling

the central processor and many peripherals) supplied
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products at 60% of US production costs (Hu, 1973). (See
discussion in Chapter 6.)

Most of the semi-conductor and computer industries
concentrated R&D and advanced manufacturing, as well as
corporate planning and administration, in a California
region called Silicon Valley. The computer industry, as
an older industry, often had headauarters elsewhere in the
Us.27 However, by the 1970°s the dynamism of Silicon

valley demanded a presence (eg, R&D) in California.

4.4.1 The Rise and Rise of Silicon Valley

This section profiles the development of Silicon
valley.28 The microelectronics industry began with
William Shockley’s success in building more than one
transistor in a solid substrate, then miniaturising them
in california in the 1950’s. His employees at Bell Labs
started the spin-off process: they got backing to start
their own company, Fairchild Semiconductor, which in turn
spawned almost fifty new firms over the fifteen vears from
1957.27

These and other firms stayed in Santa Clara County, a
valley of orchards, for a number of reasons. Since World
War II arants had funded a ballooning industry’ of
electronics R&D at Stanford University labs to design
military components and equipment. Post-war weapons and
missiles contracts from the Department of Defense also
created a boom for the West Coast aerospace industry, of
which Lockheed in Santa Clara County was a major actor.
This generated demand for high tech electronics products,
encouraging many large electrical/electronics firms to set
up nearby in the 1940’s and 1950°s. Stanford University,
specifically Fred Terman, was instrumental in this. The
University donated land to start a high-tech industrial
park. The university simultaneously expanded its
exceptional science and techology programmes and labs
during the period. By the 1950’s the region had a rich and
growing base of highly trained engineers, on-going

advanced research activity and technology-intensive firms.
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Silicon Valley became a maghet for idea people and became
the most attractive place to cultivate, expand and
capitalise on those ideas and the people who created them.

University-industry proximity provided a hothouse for
technological competition and innovation. Dissatisfied
engineers from the labs and firms freaquently set up their
own firms nearby. Barriers to entry were still low,30 and
the region offered start-up firms opportunities for
technical exchange and for tapping the technical labour
market. Industr? suppliers and support services also
flocked to the region.

The area also offered the cultural and educational
“quality-of-life’ that attracted highly educated
professionals - a significant, if over-rated feature of
the Valley. By 1970, Silicon Valley had become the most
concentrated centre of electronics enterprises in the US
and the world (Keyhoe, 1982E). As the successes grew in
number and riches, venture capital for new ideas flowed
more plentifully into the region. Silicon Valley became
the world leader in microelectronics exploitation and
innovation.

Semi-conductor firms starting up in the Valley, often
with just a few engineers, established both research and
production facilities. Once the economies of shipping
lower-skilled work to the Far East became apparent,
management concentrated in California those activities
that depended on technology-trained personnel in
California - R&D, advanced manufacturing, and final
testing. Seventy-nine percent of the R&D activity of Santa
Clara-based firms was concentrated in the county, while
management had dispersed ninety-seven percent of the
assembly work offshore (Markusen, 1986). Advanced
manufacturing, for example, chip fabrication, emploved one
highly skilled engineer for every two or three semi-
skilled workers (Saxenian, 1981; Markusen, 1986).

A few features unique to the development of Silicon
Valley guided corporate strategies in coping with the

1980’ s. The importance of technology personriel to company
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profitability, the continuing dependence on large numbers
of relatively unskilled production workers, and the
phenomenal pace of industry growth all shaped industry
pressures and adjustments.

High tech companies in the Valley gained a world-wide
reputation for cultivating their scientific and technical
personnel -~ the source of the ideas that created new
products markets and profits. In addition to lavish
expenditures on gala parties®l , gymnasia and leisure
facilities, management built firms to enhance the informal
communications amongst and active participation of these
idea people (Howard, 1981), avoiding rigid bureaucracies
and tiresome procedures. Ideas were at the centre of
'company, industry and regional success. The idea was to
keep ideas and the people creating them contented and
inside the firm.

Production, however, required lesser-skilled workers,
too. Employment of operatives in the San Jose area>?2 grew
to 11,510 by 1974, doubling the 1966 level (Green, 1983;
Table 12-6, p.311). While the industry’s growth in the
1970’ s resulted in continuing increases in technical jobs,
the industry also continued to rely on a significant
number of relatively unskilled workers.>> For example,
about forty percent of a typical Silicon Valley chip
producer’s 1971 employment was professional, techical,
managerial and marketing staff, while less than half (48%)
was production workers (Saxenian, 1981).°%

The microelectronics industry’s explosive growth in
Silicon Valley and competitive success bred serious
problems that were associated with the industry’s
dependence on both highly skilled technical staff and
production workers. > Regional employment grew by 156%
from 1960 to 1975. Housing costs skyrocketed as a
result.>® Heavier usage clogged the county’s roads:
commutes of two to three hours between home and work
within the county became commonplace, particularly for
lower—-pay workers who had to live further away from work.

Schools were crowded. The beauty and the guality of life
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in the region, so important in attracting 4000 PhD’s and
other highly-péid professionals, deteriorated
significantly. These developments, combined with
increasing competition for labour at all levels, led to
astronomic turnover rates. Managers of large high tech
firms reported annual labour turnover of 25 to 40%
(Interviews with Silicon Valley managers).

These problems translated into escalating pay for all
industry employees (Saxenian, 1981; Keyhoe, 1982E). High
turnover meant higher costs because of the operational
slowdowns, unsolved technical problems, the expense of
finding replacements, and a company’s loss of technical
information and possibly new products to the swelling
field of competitors. To reduce turnover and counteract
rising living costs, the industry continually increased
wages and salaries - especially for electronics engineers
and designers - throughout the 1970’s (Saxenian, 1981;
Keyhoe, 1982E). At the same time product market
competition from the Japanese and the growing number of
domestic producers forced cost-cutting. Rather than reduce
the resources devoted to the idea people in the industry,
management looked to production to find ways to save

money.

4.4.2 The Far East: World Manufacturing Plants

Sending production to the Far East became an
irresistible option because of the extremely low wages

b

available there. "New’ supplies of labour in
underdeveloped economies offered seemingly endless
potential to slash both the direct and indirect costs of
production in relatively simple labour-intensive assembly
operations that were such a large portion of ic and
computer production costs (Chang, 1971; NACLA, 1977; Lim,
1978; Scibberas, 1979; Hancock, 1980; Lineback, 1982;
Botrrus et al., 1983) .37 Average hourly wage costs in Hong

Kong, for example, including supplementary compensation,

were only 10% of those in the US in 1969/70 (Chang, 1971;
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p. 27). Table 4.9 lists wage rates in a number of the Far
Eastern economies that became important offshore locations
for the microelectronics industry. Low wage rates
translated into a 48% savings on the manufacturing costs
of a chip in the early 1970’s (1973: Parsons and Stowsky,
1986). While average pay for US production workers had
risen to $4.52 an hour by the late 1%70’s (Saxenian,
1981), the wage differential with the Far East still
offered significant savings. As a result, the number of
microelectronics firms and industry employment in Hong
Kong, Singapore, Taiwan, South Korea, and later the
Philippines, Malaysia and Indonesia grew rapidly (Siegel
and Grossman; 1978; Froebel et al., 1980). Fairchild had
located 70% of its work force in Hong Kong, Taiwan and
Singapore by the mid-1970’s (Scibberas, 1979). Within
three years of opening a plant in Malaysia, National
Semiconductor employed more than 18,000 people in the Far
East. By 1976 all of the major computer firms had offshore
manuftacturing sites in the Far East. As many as 300, 000
women were employed in the offshore electronics industry

in Southeast Asia in 1979 (Grossman, 1979).38

TABLE 4.9. WAGES IN THE FAR _EAST

Average Hourly Wages Including Supplementary
Compensation (US Dollars)

1970* 1980**
Hong Kong 0.28 ' 1.20
Singapore 0.29 1.25
South Korea 0.33 =2.00
Taiwan 0. 80
Malaysia 0.60
Philippines 0. 50
Indonesia 0.35
Us 2.92 8.06

Source: * Chang (1971) from USITC Commission
Report; ** 3’ Connor (1983),
Table VII.15; p.339.

90



The Far East offered multinationals other non-wage
cost-minimising opportunities. Hiring and firing costs
were minimal due to the continuing influx of rural women
looking for work in these underemployed economies and due
to the minimal training needed for the exported jobs. The
industry relied predominantly on inexperienced female
labour (Froebel et al., 1980; Siegel, 1981).39 In fact,
management in many firms targeted young unmarried women,
age 16 to 25, when recruiting, using them to replace
"older" women workers once exhaustion and evestrain
weakened their productivity (Siegel, 1981).%C Emplovers
found that (at least at the beginning) the supply of this
young female labour force was highly elastic: whenever
more workers were needed, they were easily found, and when
demand slumped, they could be released to find employment
elsewhere or return to their villages. %l The gender and
cultural characteristics of the labour supply in many of
these countries made industry employment adjustments to
cyclical change almost costless.

Benefits and other labour-related costs, which can
double the wage bill, were also minimised in the Far East
(Elson and Pearson, 1980). By hiring only young, unmarried
women, employers avoided costs of maternity leave and
family-related absenteeism (Siegel, 1980). In addition, a
number of governments actively intervened to minimise
foreign capital’s labour problems. Governments outlawed
strikes (Philippines: 0’Connor, 1983) or unions (South
Korea: Siegel, 1980), subsidised dormitories to keep
workers near the plant,42 and set up Free Trade Zones
surrounded by fences, enabling the lock-in or lock-out of
workers during labour troubles (Froebel et al., 1980).
State intervention through protective legislation was
rare: firms were able to reauire long work days and work
weeks (typically 48 to 60 hours), demand overtime with
little compensation and fire problem workers (ie, low
productivity or union sympathisers) without concern about

worker recourse to legal rights.
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Industry analysts continue to argue that women’s
‘nimble fingers’ were the central factor in generating
this offshore industry (See Froebel et al., 1980; Lim,
1979). These plants typically required a very low capital
investment (NACLA, 1977): pictures depicting typical
plants show banks and banks of women sitting at
microscopes tending to microscopic assembly. The tasks of
assembly were complex; technologies had not yet been
developed to automate them reliably. The low labour costs
made these low cost, low risk and highly flexible manual
operations (Froebel et al., 1980) multinational
management’s choice for operating in a market well-known
for its dramatic and unpredictable booms and busts.

The development of microelectronics multinationals in
the Far East was a uniaue form of internationalisation.
Traditional foreign direct investment typically led to
setting up facilities to extract raw materials from
resource-rich economies or to manufacture complete
products that would replace exports from the home-base
economy. The semiconductor and computer investments in the
Far East were primarily part-process plants that shipped
output back to the US or third markets. They were
facilities that were tightly integrated into a
multinational production and distribution schedule.

This global division of labour, dispersing labour-
intensive manual operations to low-wage economies while
keeping R&D and advanced manufacturing in the US, was
tremendously sucoessful.43 For many generations of chips
and vyears of computer production, it reduced costs of the
still necessary manual labour activities (Borrus et al,
1983), maximised corporate flexibility, nourished
unparalleled market growth and increased profits for US
firms in the 1970°’s. In fact, these spatial cost-cutting
strategies remained intact even though labour costs
(particularly semi-skilled labour costs) were shrinking as

a share of total costs.aa

Though capital requirements and
costs grew rapidly toward the end of the 1970’ s,

multinational management seemed more willing to use
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international wage and income differentials to cut
production labour costs than to attack costs closer to
home.%*> While this structural disintegration of
production succeeded in the competitive and technological
conditions of the time, this view of the global structure
of the industry continues to dominate analyses of the

industry in the much different competitive conditions of
the 1980s.

4.4.3 US Microelectronics Firms in Europe

US corporate investment in Europe differed
dramatically from multinational expansion into low-wage
Third World countries because of Europe’s higher standard
of livingxand more sophisticated customers. US computer
firms began investing in Europe shortly after Nofld War
11, particularly to win sales from government agencies,
then the major buyers of computer systems.46 US computer
firms set up in Europe to aualify for the baldly
nationalist preferential purchasing policies®’ and to meet
the very specific technical requirements of many European
countries. Germany, Britain and, to a lesser extent,
France, were key locations because they were the largest
and most technically sophisticated markets in Europe
throughout the 1970°s (USITC, 1979). In addition, a
number of Eurcpean countries actively supported the
development of a national firm in the computer industry to
provide public control over a strategic industry. Many US
multinationals located manufacturing in Europe to maintain
close contact both with these state-subsidised competitors
(eg, ICL, LTd in the UK, CII-Bull in France and Olivetti
in Italy) and their markets (House of Commons, 1973; Hu,
1973). In some cases, firms, most notably IBM, established
software development centres in
England to tap the ideas of the region’s high tech
engineers. |

Major chip manufacturers also began locating in

Europe in the late 1960°s and early 1970°’s for the same
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reasons (Hood and Young, 1984; Scibberas, 1979; Hu, 1971);
the aim was to supply both US and European computer firms
in a region that did not have a large, well-established
chip industry. While many firms first entered Europe as
sales and marketing organisations, manufacturing capacity
proved necessary to gain military, telecoms and other
government contracts. %8 Also the 10% to 17% duty on
imports imposed by the formation of the EEC in the late
1960s encouraged manufacturing inside the region for
price~-sensitive products. 4

The production technologies were by all accounts
relatively mature (USITC, 1979) and produced well
established products developed and designhed in the US,
usually from the more sophisticated offerings of the
corporate product line. US computer multinationals
assembled the central processing unit and some peripherals
within tne EEC - monitors, keyboards, printers, etc.
However, extremely labour-intensive work for computers and
semi—-conductors (for example, winding core memories for
computers and assembling and packaging chips) was shipped
to the Far East and reimported under the lesser duty
(10%).

US multinational investment in Europe in the 1960’°s
and 1970°’s, then, was very different in economic
motivation and structure from that in the Far East.
However, European subsidiaries for the most part produced
mature US-designed products with long-established
manufacturing technologies, thus fitting the “branch

plant’ model (Hood and Young, 1975; 1983).

4.5 THE CRISIS OF CAPITAL ACCUMULATION AND INDUSTRIAL

Tensions within both industries built up during the
1970%s and broke loose first in the semiconductor industry
about 1980. The industry’s past success in riding out
serious economic storms -~ usually by waiting, closing down
capacity or announcing redundarncies - was no longer a

viable response by the time of the 1981-2 recession. New
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factors and the increased severity of existing tensions
aggravated the situation.

Companies in both industries were being ferociously
saueezed on both the cost and price fronts. Due to the
pace of technological change and the increasing complexity
of product and production technologies, the two sectors
faced rapidly rising capital and development costs and
short and uncertain sales lives for their products. Firms
also faced greater and greater competition from new
products and new producers. This aggravated the downward
pressure on prices and frustrated producers’ potential to
gain volume sales. These factors were saueezing profit
margins even for leading firms. >0

Industry analysts and academics recognised
fundamental changes in the economics of the
microelectronics industries:

"Many companies are gradually becoming
aware that a shift is taking place in

the fundamental rules of the semiconductor
game and are uncertain how to cope with it.
Their anxiety is all the greater because

they themselves invented the original
rules. " (DeJonauieres, 1980D)

"The shape of the semiconductor industry
is changing nearly as fast as the market
is growing." (Economist, 1984)

" . .[Tlhe semiconductor industry is at a
turning point in its development, a point
at which its structure and competitive
success in the industry will both be
determined by a struggle over changes in
the economics and hence the strategies of
production in the industry [emphasis in
originall." (Borrus, 1983; p.5)

"“There is also the concern that the
[high tech electronics] industry may

pbe entering more than just a patch of
short—-term difficulty and is confronted
with fundamental structural problems.’
Investors had begun to shy away from
electronics as a result, according

to industry expert Guy DeJonguieres
(1985).

"The complexion of the global computer
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industry and the nature of competition

has changed noticeably [in the 1980s]

with the trend toward smaller-scale
[product] systems."” (0’Connor, 1985; p.316)

While many had romantically characterised these
industries as tecﬁnologioallY*driven (eg, Mowery, 1982), a
technological innovation would not have solved the
problems of the early 1980s. The situation clearly
spotlighted the inseparability of the economic and the
technological dynamics of these industries. This section
outlines the causes of the international crisis. The text
assesses the major economic shifts in detail - the
increasing competition, both by Japanese firms and the
proliferation of new products that brought in new
competitors; the shift in market demand to more highly
customised and better quality products; and the escalating
development and production costs. The chapter then reviews
the resulting shifts in management strategy and the

importance of the European market in industry adjustment.

4.5.1 Growing Competition

The Japanese Challenge

Increased competition for US firms came from
different directions. Japanese firms, previously focused
on the Japanese market, became a major contender in world
markets. New products introduced in both industries
altered the size and nature of the competitive field.

Japanese producers significantly altered both the
line-up in the competitive battle and the rules of the
competition in both sectors by the early 1980°s. The
Japanese had largely been discounted by the US industry.
They had sold low—end, ofter mature products in the US for
years. While US producers leaped ahead to invest in the
next product generation, US industry experts snobbishly
accused Japanese firms of being unable to do more than
mimic the technologicai innovations achieved by US market

leaders. However, during the late 1970’s Japanese products
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gained a reputation for quality and reliability achieved
through their strategy of continually investing in the
most advanced production methods.

In the late 1970’s the Japanese took advantage of the
ic boom in the US and the unit cost advantage provided by
their highly automated production technologies (Borrus et
al., 1983). They exported vast guantities of the then
current generation of memories at prices that were lower
than most US firms. In 1979 alone Japanese ic exports to
the US swelled from $250 million to $365 million. By 1982
Japanese ic sales in the US were valued at $560 million
(SIA, 1983). While US firms claimed that Japan was
"dumping,” US producers had to meet that lower price or
lose sales and market shére.51

A second event was important in the changing
competitive climate. US end-user firms, led by an
annhouncement by Hewlett-Packard in 1979, claimed that
Japanese devices were superior in quality and reliability
to those of US producers. Due to competitive pressures to
eliminate defects, they claimed they would buy Japanese
ics, ignoring the "Buy American” plea of the US
electronics industry. Spokesmen explained that US chips
were not satisfactorily tested and they had been receiving
what had become an unacceptably high rate of defects per
shipment.

Cheaper and better Japanese chips gained in the US
and world markets as a result. By 1883 Japan produced 37%

of the world’s chips (Financial Times, 1984B) and

controlled 70% of the world market in the newest chip -
the 64K RAM (Thackray, 1983): "They [the Japanese] have
irrevocably changed the [ic] memory business." (Keyhoe,
1982D).

In computers, Japanese producers were also gaining
attention - if not so dramatically - by supplying
technically competent, competitively-priced machines. They
usually started by supplying low-end equipment to avoid
head—-on competition with IBM and the rest of the BUNCH and

enhanced the product line over time. As mentioned above,
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they operated in the US market predominantly as Original
Equipment Manufacturers (OEM: ie producing for US firms
which would sell them under their own brand name); as a
result, their presence in the US market was largely
hidden. This dependence on Japanese products increased
dramatically in the late 1970’s because US management
needed to have a wide product range to satisfy the market
and wanted to avoid the high expense and risk of investing
in the necessary production capacity. Japanese firms

gained US and world market share covertly through OEM

arrangements.

A Widened Product Market

At the same time, new products and existing products
with enhanced commercial potential crowded the market
further threatening growth potential and market share of
Us firms. In the computer industry the challenge of the
mini and the microcomputer to the mainframe and the
conventional organisation of computing capacity deepened.
The technological capability and power of both the mini
and the micro increased and market demand increasingly
turned to equipment for decentralised data processing

(Financial Times, 1980). Simultaneously, the introduction

of and love-at-first-sight market response to the
microcomputer shook the foundations of the industry. 1In
semi-conductors, special order or so-called custom and
semi-—custom,52 chips gained market share by satisfying new
market demand for application-specific ics (ASICs) rather
than standardised products.

The growth and consolidation of the mini market by
the early 1980°s represented the aggravation of an endemic
problem in the computer industry. The industry’s
continuing to provide commodities with greater power at a
lower price forced firms to seek ever larger markets. As
Duncan (1981) lucidly explained,

"Greater power for less price, called
increased price/performance ratio,

means that the turnover, let alone
profit, generated by the same total
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power of the new system will be lower

than the old one. To withstand the erosion
of the existing customer base, vendors
must offer a price/performance ratio
generally in line with the industry,
determined by the market leader in that
sector - IBM in the case of mainframes,
DEC in the case of minis and the three
personal computer wvendors in the case

of micros [ie, Apple, Tandy and Compaql.
The price/performance curve is, however,
dropping faster than the expansion in
demand from existing customers in the
vendor’s portfolio ~ leaving a gap which
has to be filled by higher volumes of
production and sales, reinforcing the
process of competition between the
companies for a larger market share.’
(p.89)

The acceptance of the minicomputer, particularly as it
became more powerful and more versatile, threatened the
future growth of mainframe sales and the existing customer
base of IBM and the BUNCH. However, the mini was also a
new unexploited market that had a significantly higher
growth potential than the mainframe business. All the
established computer firms Jjumped into this market .23

The introduction of the micro sent another shock wave
through the industry. This new machine, defined as a
desktop system costing less than $8000 (Coffey, 1982),
tapped an entirely new and very large market of upper
income professionals wanting to continue work at home.
They also offered business an even cheaper option than
minis for tailored, distributed data processing
(Cane, 1983C), and this was the major growth segment for

the early 1980°s (Barclays Review, 1983).

The micro was essentially a good design for the
assembly of standard components: producing them required
little front—-end investment. These low barriers to entry
meant practically any one could produce them.54 With their
standardised inputs, they leant themselves to mass
production.

This was a major change. The computer industry up to
this point had been essentially a small batch production

industry. Firms had in some cases achieved economies of
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scale mainly in peripheral manufacture and by constructing
capabilities with fairly standardised building sub-
assemblies that were tied together to fulfill a customer’s
requirements. Marketing had been the key to improving
revenues and profits: firms sought new markets for their
products and tailored systems carefully to those uses.
The micro, in effect, challenged all the established

marketing and production strategies of the industry. The
marketing and sales networks for micros were quite .
different from the extremely large and expensive machines
in everything from targeting sales to the right personnel
in a business to the primary selling features. Price in
particular became much more important. Volume production
techniques created the conditions for lively competition
over price. This economic dynamic was not, however,
restricted to the micro segment. Because of the rapid
technological improvements in computer capability, micros
threatened to encroach on the minicomputer market55: the
capability of the small machines was approaching that of
the larger one and was a less expensive, more flexible
alternative. As Table 4.10 indicates, micros rapidly
gained dominance in computer sales. This new competition
threatened to pull the industry price/performance ratio
down even further. As the analysts quoted below testify,
the computer industry was in upheaval again.

"The principle impact of micro-

miniaturization has been the

downscaling of systems with

functionally equivalent perfor-

mance characteristics. This has

resulted in a steady improvement

in the price/performance ratios

of computer systems...The result

[of chip advances] has been the

appearance on the market of

suUuccessive generations of

computers, each of which consists

of machines that are smaller, more

powerful and versatile, and less

expensive than their predecessors.

State~of-the—-art supermicros, for

example, are not only more advanced

than earlier micros, but also rival
in performance minicomputers and
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certain medium-scale mainframes.
(0’ Connor, 1985: p.312)

"In 1881, ...the momentum of
expanding a customer base that
provides future growth passed
from the mini to the micro
vendors." (Coffey, 1982).

TABLE 4.10. THE EMERGING DOMINANCE OF SMALL COMPUTER

SYSTEMS
1978 1981
Value of Large
Computer Systems 65% 35%
Value of Small and
Micro Systems 35% 61% (sic)

Total Sales $33 Billion $61 Billion
" Source: Info Corp, published in Raymond
Snoddy, (1983).

In the semi-conductor industry, the market for
customised chips (ASICs) grew rapidly, stimulated by the
explosion and diversity of micro-electronics applications.
More successful computerisation of the design process
shortened the design time and cost of ASICs, making them
commercially feasible. Also, their marketability improved
because one customised chip can replace many standardised
chips, both improving end-product performance and reducing
component and manufacturing costs.°® Design and
manufacturing technologies made it possible to mass
produce ASICs.57 This wvariable mass production enabled &
producer to deliver a chip to a customer in as little as
16 weeks (1982: Williams, 1982A) in contrast to more than
a year for a fully customised chip. In the fast-paced
computer market, the faster turnaround time gave computer
firms a new advantage in Jjumping in and capturing a market
qQuickly. Experts expected that ASICs would capture as much
as 40% of the world market by 1990, expahding from 10% in
1984 (Keyhoe, 1984B). The customised product brings with

it a different production economics.
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Established volume producers in the semi-conductor
industry did not immediately Jjump into the small batch
custom market. Management in these firms focused their
strategies on coping with the relentless pace of
technological competition and the growth of their
traditional markets. A number of relatively small firms
opened to fill the gap.>® The economics of survival and
success was different for the new competitors. Design
costs dominated the costs of firms operating at low volume
levels. Many of the firms opted to re-divide the stages of
ic production and produced nothing but chip designs. They
sub-contracted fabrication and assembly to established
volume chip producers, many of whom had surplus
capacity.59 Other firms specialised in a different way:
they developed software packages to enable customers to
design their own chips, shifting design costs entirely to
the customer.

The ASIC product and the new firms supplying them
disrupted the competitive structure of the industry in two
ways. First, the rather homogenous structure of firms and
their strategies for competing were suddenly challenged
by the new competitors with lower fixed costs and more
flexible structures. Second, these new competitors
seriously threatened the market base of the established
volume producers. These were not just new products that
would expand potential market demand: the ASIC was a
technological alternative to a grouping of standardised
chips, an option that many customers preferred. Volume
producers saw their efforts to create and capture ever
larger markets stymied by the new product. The
simultaneous demand growth for micro-processors challenged
the viability of a mass production strategy. Firms buying
microprocessors needed to buy supporting chips and an
array of programmable devices, and potentially ASICs, and
they wanted to buy all their chips from the same supplier.
supplying only standardised memory chips was no longer a
satisfactory strategy for maintaining a large and growing

market share.

102



To offer customised chips, firms had to enhance their
design capabilities and staffs to deal with customers and
their technical requirements. To supply a wider product
range required bigger and more diversified capital
investment because many of the products required
distinctly different production technologies. Volume
producers also had to rethink market strategy: a big
company either had to find enough large customers who
would need many designs or to target particular end-user
industries where an individual application-specific design
could be sold to many customers (Borrus, 1983).¢0

As suggested throughout this discussion, these new
products not only created new markets but also represented
product convergence, a threat to the market base of all
established semi-conductor and computer firms. With the
right software and marketing, customised chips and mini
and microcomputers could replace standard chips and large
general purpose computers. While many of the new entrants
(and some of the established firms, too) in both markets
had from the beginning targeted product niches, the need
for bigger sales and access to growth markets led many to
leave their niches and attack other markets. This further
increased the competition in both industries. Hewlett-
Packard, for example, had established itself as a
measuring instrument firm for the scientific, medical and
engineering markets, but the cheapness of adding computing
power turned their products into computers.61 By 1984,
its minis and mainframes had become major competitors to
IBM in the data processing market (Interview with
management at company headauarters, 1983). Similarly,
other US niche producers targeted their products to the
data processing and office automation markets by the early
1980’ s.92 Niche strategies were often rnot sufficient
revenue bases and management had turned to seize
opportunities in larger markets.

In the chip industry, the captive producers cited
above are a prime example of industry convergence. They

were new competitors and their output was growing faster
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than that of the established merchant firms by the early
1980°s.%3 Also the predictions of rapid growth of ASICs
sales had convinced management in all the established
volume ic firms to produce for this market; the division
between the mass production and custom product markets was
too limiting. The competitive field in the semi-conductor
and computer industries were flooded with new competitors
producing new products and new competition resulting from

the declining segmentation of markets.

Service - A New Element in Market Demand

Increasingly sophisticated industrial buyers began
looking beyond the product in choosing among the crowd of
products and competitors in both industries. Customers in
the 1980s wanted systems and wanted help in setting them
up. End-users wanted to purchase products to computerise
entire operations. Purchasing decisions were being
directed toward eauipment that allowed expansion and
flexibility and toward companies that were expected to
continue to support those systems.64 The market looked to
firms that could supply all the components of a system -
from the least sophisticated to the most powerful
technology link (DeJonauieres, 19808).

Technical support, including applications
engineering, and product servicing also became an
important factor in competitive strategies and marketing.
In these highly internationalised markets, that meant
maintaining a far-flung servicing network to reach all
existing and potential customers. Customers increasingly
wanted both computers and chips to perform company-
specific tasks. That meant computer and semi-conductor
firms had to have sales and technical personnel products
to suit those reauirements and then to sort out any
resulting technical problems.

The pressure to have this kind of distribution and
support network favoured large multinationals over newer,

small competitors because of the expense it represented.
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IBM’s well-known international marketing and distribution
network was extremely important in the company’s ability
to fend off the smaller firms and dominate the micro
market so auickly in the early 1980s.

However market demand for technical support and
servicing forced most multinational managers to reassess
global strategies, particularly in the semi-conductor
industry. The world’s leading producers of standard
devices had to be able to approach the market as service
companies by the early 1980°s (Interviews with managers

in California and Scotland, 1983 and 1984).95

4.5.2 Mounting Capital Costs

While both the number of competitors and the more
sophisticated product demand were eroding the customer
base of established producers, the costs of staying in
competition were rising astronomically. Capital costs for
production technologies and R&D and the costs of software
develoﬁment rose absolutely (Ernst, 1983; Markusen, 1986)
and as shares of total costs with no end in sight. The
ratio of high tech front—-end investment to total turnover
increased to 15% by the early 1980°s from 10% in the
1970’s - higher than in any other industrial sector
(Williams, 1982B).

Capital investment grew for a number of reasons. More
sophisticated, computerised production technologies were
Nnecessary to produce high guality, complex products with
precision and to have the flexibility to produce a variety
of products with different specifications.®® Equipment
costs rose with each product generation. A piece of
optical lithography eaquipment for chip fabrication rose
from $4000 in the early 1970’s to $300,000 to $500,000 by
1883 (Interview with Silicon Valley executive). Managers
argued that investment in this eauipment had become a
competitive necessity, particularly for US semi-conductor
producers competing with the production quality of

Japanese firms.
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Also the R&D expense for increasingly technical
products mounted dramatically in both industries. By the
1980°s, "[al central feature of high-technology industries
...[lwas] an apparently inexorable rise in the development
costs of new products” (Rosenberg, 1982, p.284).

That is partly due to the greater complexity of
products (Mowery, 1982,), thus the greater expense of the
equipment and skills to design them. However, heightened
competition over products also forced firms to introduce
more products more often. For most companies the
development period for each product was shortened and
intensified. Competition had reduced one long-established
computer firm’s five- to six- year product development
period in the 1970’s to only 18 to 24 months by 1984. IBM
took only 14 months to decide to produce a personal
computer and to introduce it in the market in the
early 1980°s. Rushing R&D, however, increases costs: it
means hiring additional product researchers and support
staff, paying for expensive overtime hours and stretching
other resources.

Furthermore, competition from the Japanese,
particularly in semi-conductors, forced US firms into a
burst of capital investment in the early 1980°’s, in spite
of the costs. The Japanese had achieved their superior
product auality by a strategic emphasis on production
engineering, as they had done in a number of other
industries. The Japanese producers invested heavily in
equipment and personnel to improve their wafer vield and
chip testing. Industry leader NEC, for example, invested a
massive 10.2% of its 1982 sales in R&D, and most of that
would have gone to process development (Garner, 1983B).
Japanese firms also invested heavily in the most
sophisticated production, handling and process control
technologies (sometimes developing it in-house) to achieve
high yields (Rose, 1982; Bruederle, 1984). That contrasted
with the US producers’ emphasis on introducing the next
innovative product. US competitors spent on average about

5% of sales in 1982 on R&D, and most of that would have
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been devoted to work on new products. The focus of the
Japanese industry on production engineering gave them both

high aquality output and lower unit costs.

"From the very early days of their IC
business, NEC has believed that cheap
memory would make up for the deficiencies
of software [a relative strength of the
US computer market]. This led NEC to
focus on the development of high

density or cheap per bit [ie, unit of
information] memory ICs. NEC also believed
that higher reliability would result in
lower overall costs. These views led to
NEC’s emphasis on mass production
technology." (Interview with President

of NEC Electronics Inc. in Corporate
Times, April, 1985)

Also, in the case of Japanese firms, "[tlotal automation
is the ultimate goal - an imperative for survival”
(Gregory, 1984A).67 To respond to Japanese success in US
markets, US producers acknowledged that greater capital
investment and attention to production economies were
essential to compete in product quality and unit cost.®8
Similar pressures for improved gquality and lower
production costs were driving US computer firms to invest
in more automated equipment. While the wage differentials
between Far Eastern economies and the US had eroded
slightly during the 1970’s, wage costs and reducing labour
costs were not the stimulus to this industry drive to
automate. Higher auality performance driven by severe
competition was the rationale for automation in the
1980’ s.

The costs for this capital investment had become
exorbitant with the increasing complexity of production.
The cost of capital eaquipment skyrocketed during the late
1970’s and early 1980°s: there was more than sixtyfold
increase in the price tag on photolithography eauipment
over just two generations, as Table 4.11 shows. The
estimated capital costs of a fabrication plant multiplied
as the chip density and the precision necessary to produce
them have increased. A plant for 16K RAM memories was $25

million; a plant eauipped to produce 64K RAMs costs about
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$100 million. A facility to fabricate the VLSI chips (for
example, 256K RAMs) was expected to cost about $200
million (Thackray, 1983). As Business Week (1985)

reported:

"The price tag for a new chipmaking
plant is climbing past the $100 million
mark - 10 times the price a decade ago
[1975]. The capital investment is
becoming auite staggering.”

TABLE 4.11. COST_INCREASES FOR SUCCESSIVE GENERATIONS OF
IC FABRICATION EQUIPMENT

Lithography Eaquipment*

Line Throughput Approx. Approx.
Width Wafers/Hr. Cost of Capital

Machine Requiremt.
*x X

Contact _
Printing 10 microns 60 $15%, 000 $30, 000

Projection
Aligners 2 - 5 60 $240, 000 $400, 000

Direct-Step~

on-Wafers 1 - 2 30 $480, 000 $1.6 m
(Wafer—-steppers)

Electron
Beam 0.5 - 1 6 $1.5 m $25 m

Source: US Congress, Office of Technology Assessment
(1983)
Reprinted in Ernst, 1985 (p336)

* These are successive generations of photolithography
equipment that have been used to do essentially the same
task with increasing precision. They expose the circuit
patterns on the silicon wafer. The line widths listed
above indicated their increased precision: the newer
technologies have progressively reduced the line widths of
each circuit path on a chip, measured by a millionth of a
meter unit.

x**X The capilital reguirement estimates the expenditure on
enough equipment to meet a production target of 1000 wafer
starts per week.

The president of Texas Instruments claimed that an

investment of between $25 and 3$35 billion would be
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necessary for the firm to maintain its market position
over the ten years from 1980. That contrasts with the $4

billion spent over the previous decade (Financial Times,
1980).

The cost of entry into the microcomputer market - the
segment of the computer industry with the lowest barriers
to entry - similarly escalated during the early 1980’s. At
its inception, entering the micro market was "a
comparatively cheap business to enter”" (Newman, 1982;
p46). By 1982/3 that had changed. Management of a UK-based
micro firm, ACT Ltd. laid out the financial investment
requirements for a start-up:

“In the first place to be successful
you have to be in the business in a
big way - at least 3000 sales a month.
Then you need £3 m for the company,
£t2 m for the increase in debtors,

£2 m in factory costs, £E2 m r and d
costs, a £1 million software
commitment and an introductory
marketing effort of £1 million.
“...You can guarantee that the cost
of entry doubles every vyear. Two
years ago, when we were developing
Apricot, we nNneeded £10 million,

last year we would have needed

£20 million, and if we were

starting this year we would be
looking at £40 million." (Danks, 1984).

He attributed the change to the growing domination and
competitive muscle of the industry’s market leaders, IBM
and Apple Computer.

For the producers of bigger computers, a major cause
of rising investment costs was the dramatic escalation of
the unit cost of software. Software was a growing
strategic concern in both the chip and computer
industries. Software enabled a pliece of hardware - chip or
computer - to perform the functions that the customer
demanded. Increasingly complex hardware depended on
increasingly complex software. That software created more
potential problems and expense for maintaining it.
Industrial customers chose products at least in part by

their software: they wanted to avoid buying systems that
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would burden the firm with great and unexpected costs for
systems analystg and software engineers to adapt the
system and keep it operating. The guality and
appropriateness of the manufacturer’s software was
critical in attracting new buyers and retain existing
customers.®® Also producer firms could not design their
complex products without the appropriate software.
Developing the appropriate
software to design and customise products became critical
to making sales.’0

The share of software development in system costs
rose steadily through the 1970’s and early 1980’s
(0’ Connor, 1985; Ernst, 1983; Cane, 1981).71:72 Figure
4.1 contrasts cost paths through the 1970’s and early
1980’ s. Technological advances rapidly reduced the cost
per function of integrated circuits, so hardware costs
increased only modestly. Simultaneocusly, the unit cost of
software relentlessly increased. The rising cost of the
computer tools needed to produce software (0’Connor, 1985)
"and a worsening global shortage of software engineers
(Ernst, 1983) accounted in large part for the rising
costs. In addition, the artisan-like nature of the
software production process had remained relatively
intact.73 That meant the turnaround time and the
associated labour costs remained highly unpredictable and

uncontrollable.

110



FIGURE 4.1. SOFTWARE AND HARDWARE : COST COMPARISONS 1IN
COMPUTER MANUFACTURING
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In both the computer and semi-conductor industries,
management’s inability to reduce or contain the costs of
the "software bottleneck” and unwillingness to scrimp on

R&D or investment in particular new technologies put
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greater pressure on them to reduce costs in other parts of

the production process.

4.5.3 The Double Bind of Uncertain Product Life and
Falling Prices

The competitive pressure to maintain increasingly
expensive R&D and capital investment mounted for both
industries in an economic environment of rapidly falling
prices and a relatively short and uncertain product life.
The ability of firms to recover front-end investment costs
and to reap sufficient revenues to pay for new product
development was jeopardised by increasing difficulties in
gaining a large market base. The shock during the late
1970’s and early 1980°s was the pace of change of all
these factors. When US ic producers were pushing prices
down through achieving learning curve economies, there was
at least some measure of predictability. Japanese
competition eliminated that. In the computer industry, the
rapid proliferation of new products destroyed the
protection niche strategies had provided from price

pressures.
The Short Product Life of Microelectronics Products

A short product life was a feature of the dynamics of
the US-—-dominated ic industry from its start. Many US
firms had achieved their world leadership by their
technological inventiveness and exploitation of the high
(monopoly) profit period after the introduction of a new
product. They then abandoned that product in two to three
vears to exploit a new one (USITC, 1979). The sudden
increase in competition in the late 1970°s threatened the
firms’ ability to earn enough to carry on development for
the next product. The larger competitive field reduced the
potential market base and the length of the product
selling period.

The 64K RAM memory device was the turning point. It

was an important product because it was the entry into
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VLSI complexity: sales success and the associated
production experience were critical to competing in the
market for the next generation product. US producers faced
competition from a Japanese product from the beginning.
With their technology and unit cost advantages, they
undercut the price of US firms. This was a surprise: in
the past Japanese firms had successfully copied existing
chip products and sold them in mature product markets. The
Japanese firms won a significant share of the US market,
and, when the ic market slumped in 1981/2, flooded the US
market, further depressing the product price. By 1983/4
Japanese firms were mass producing the next product, the
256K RAM, for world markets. Their success in cutting into
the US 64K memory market, along with the recession, had
sharply reduced US firms’ revenues: many US firms did not
have capital capacity ready to compete in the 256K memory
market. A number of US producers effectively surrendered

that market to the Japanese by 1985 (New York Times,

1985). With the number of competitors and the basis of
their competition changing rapidly, predicting the market
life of the chip74 became near impossible, as did which
firms would profit from it.

Because the production technologies are so closely
tied to changes in product technologies, particularly for
semi-conductors, this fast pace of product introduction
accelerated the pace of capital equipment obsolescence. In
1981, the average age of semi-conductor eauipment was 4.4
years, a loss of half a vear since 1975. (Ernst, 1983).
Capital investment in fabricating a new product generation
often means investing in new production tfacilities rather
than just upgrading or replacing individual pieces of
equipment. New generations require higher cleanliness
standards and more precise eauipment across most of the
processing steps. As the market life of a product shortens
or at least becomes more unpredictable, the financial risk
of investing in new production capital becomes riskier and

riskier with each successive product.
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In the computer industry, competition -~ particularly
in the micros and work-stations segment - similarly
compressed the product life cycle. The rapid improvements
in what ics could do and the fierce competition to
introduce new products that would exploit those
capabilities, sqaueezed the length and raised the
uncertainties of the market life of any one product (Behr,
1985). The introduction of a new hardware product with an
important technological enhancement or a better price, or
even a successful software package for another firm’s
product can steal market share from an established product
very auickly. Recognising this uncertainty, micro-computer
managers set two-year targets for payback on their capital
investment when launching new products (Behr, 1985).75 The
time pressure on computer capital goods, while less
severe, was nNo less relentless. A leading edge instruments
producer had to develop each nhew product from scratch
(that is, from the new circuit technology up) around a new
microprocessor introduced in 1983: that process would take
about three years and would last only the few sales years
of that one product generation. Formerly, a product
technology was expected to last at least seven years and
two or three product generations (Interview with company
engineering manger, 1984).

In contrast to the industry convention for
depreciating production capital over five years or more, a
two-vear product life can be a crippling pressure. The
computer industry has more flexibility in its production
technologies than the semi-conductor industry. Many firms
maintained manual and semi-automatic procedures for many
vears to mediate the financial pressures. Labour-intensive
techniques can adjust to many successive product
generations. Also, the mini and mainframe have a
marginally longer product life, so some protection from
the relentless pace of product change. The market life of
more expensive computer equipment may bg three to four
years (Duncan, 1981) and up to ten years with periodic

additions to upgrade it (Interview with computer firm
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executive, 1984). Upgrading can be relatively inexpensive
and easy: producers now leave room for inserting
additional boards to add speed or new functions. In
addition, business and the public sector, the market for
expensive eauipment, have slow, bureaucratic procedures
for making capital investment decisions. They are unlikely
to respond as rapidly as the consumer and small business
markets to the introduction of each new product.’®
However, the rapid pace at which micro producers expanded
the poweﬁ and versatility of their products put them in
direct competition with minis in the business market: this

may have pushed mini manufacturers into a shorter product

cycle.

Price Pressures

Unprecedented pressure on prices heightened the risks
of introducing new products. Hardware prices fell in both
industries due to continuing competition to improve the
price/performance ratio and to create new and larger
markets. Competition from Japanese producers drove prices
down further.

Computer firms competed over price to create
additional demand:’’ creating new applications would open
up new markets as the growing number of competitors
crowded the existing market bases. In the past, the price
competition amongst market leaders had gradually pulled
the industry price curve down (Duncan, 1981), but the
price competition had not been severe, protected under
IBM’s relatively high price policy.

Pressures became severe in the early 1980°s. This was
largely because the increased power of machines all along
the product range and the convergence of other technical
eaquipment markets (eg, instrument and photocopier markets)
broke down the barriers that had created protective
seamented markets. In the micro segment management
sealously reduced prices to make a dent on an increasingly

crowded and confusing market.78 And mini manufacturers
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diversified to produce a range of machines that could
compete with the micros. This put direct pressure on the
price of more expensive machines. The smaller machines
could be connected to perform complex tasks extremely
cheaply, creating a significant incentive for the market
to substitute them for a mini with multiple terminals.
Management of high-end machines had to resort at times to
price-cutting to sell their machines in a market with lots
of nearly equivalent cheaper machines.

In addition Japanese computer producers formally
entered the world market in the late 1970’s and early
1980’ s. The experience and scale economies they had gained
from selling volume products to world markets under OEM
arrangement gave them both quality and unit cost
advantages over much of the computer industry. Their
micro, mini and peripheral products sold under their own
names - Toshiba, Fujitsu, Panasonic, NEC, Epson, etc. -
undercut the prices on most US producers.

Rapidly falling prices more clearly defined the semi-
conductor market. As explained above, learning curve
strategies, as outlined above in the example of the 64K
DRAM in Table 4.8, historically pushed prices of each
successive generation of ic memories lower than the lowest
unit price of its predecessor (0’Connor, 1983). The
necessity to attract additional markets exacerbated this
tendency in recent vears.’? The Japanese competition,
undercutting US prices to use their surplus capacity (See
discussion above), brought cuts that went far deeper than
the price declines that learning-curve economics had given
US producers. The industry sustained price cuts on
average of 70% per bit (of information) every year from
the late 1970’s into the early 1980s (Thackray, 1983).80

For both industries the early eighties were years of
a deepening vicious cycle of declining prices, additional
and rising costs, and growing numbers of competitor firms
and products. Gaining the greater volume sales that would
have compensated for per unit losses was checked by the

fast pace and extent of growth of the competition.
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Inadequate revenues compelled ic firms to abandon
expensive R&D ventures (eg bubble memories). Firms
experienced cash flow difficulties and reduced profit
margins. Some firms retrenched and some, particularly in
the microcomputer sector, went out of business. Large
multinational firms with their extensive corporate
reserves were cushioned to some extent from the
pressures.8! past strategies that rested simply on price-
cutting or introducing a new product could no longer

sustain a firm in the global high tech marketplace of the

late 1970’s and early 1980°'s.

4.6 CONCLUDING POINTS

By the early 1980°s (particularly after the market
downturn in 1980/1) management in US multinationals
acknowledged that the changed competitive conditions and
the mounting tensions for major industry competitors
called for new corporate strategies. The existing
organisation of production and corporate resources could
Nno longer cope with the simultaneous and competing demands
of improving product auality, customising product demand,
continuing new product and process development, and
finding flexible market strategies appropriate for
capital-intensive production, all at a dizzying pace of
change. In the past firms had traditionally adjusted the
size of their work force or their capital utilisation to
respond to shifts in market demand. The conditions of the
late 1970’s and early 1980°s and the speed with which they
could change made this strategy too costly. These
conventional methods of adjusting (eg, major redundancies)
"denied" firms opportunities to enter new markets and

weakened future competitiveness.

The Role of Labour

While the analysis in this chapter has located the
accelerating crisis in high tech industries in the
competition between fractions of capital - US vs. Japanese

corporations, multinationals vs. entrepreneurial start-up
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firms, labour has not been ignored. However, labour has
Nnot been an organised political force in these industries
since their inception, except for a few long-established
computer firms. There is little evidence to support an
argument that labour has intervened to protect its
interests in the organisation of production and
competitive strategies in these sectors. Corporations in
both industries have maintained non-union or anti-union
policies internationally.®?2 Active (at times insidious)
corporate campalgns to suppress union organisation have
worked along with the industry’s shifting skill needs and
structure to prevent the organisation of any formal labour
opposition in all of the continents of industry
operations. There have been valiant efforts to win
representation and to improve working conditions, but they
are isolated cases. Those unions that have been involved
in the industry have proven relatively powerless to alter
the course of events in this highly international and
fast-paced industry.83

Changing labour gualities, costs and conditions of
work prove critical to understanding the industry crisis
and the forms of its resolution. However, these features
have been shaped by demographic factors and by
social/cultural and state policy responses to the
explosive growth and economic importance of the industry,

not by the active opposition of organised labour.

The Competitive Response:
Multinational Competitive Strategies for the 1980°s

One of the first efforts that managers in Silicon
Valley mentioned was to locate new operations in other
regions. Management felt compelled to do something to end
the very costly technical labour turnover they
experienced. Semi-conductor multinationals in particular
were locating new fabrication plants in Colorade, ldaho,
Texas, Washington, Oregon and other parts of California.
They chose locations where they could find ~good people’

or where the lifestyle and cost of living were
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sufficiently inviting that technical personnel would be
willing to move.

Secondly, managers explained that the 1980°’s required
them to target their products to markets much more
closely. The strategy of the 1970°’s - producing relatively
standardised innovative product and expecting the product
itself and the marketing division to create a market for
it - was no longer considered a viable approach to the
large and increasingly sophisticated world marketplace.
Producers targeted growth markets and large individual
customers. Semi-conductor firms, for example, each
targeted a few of the following end-user markets -
telecoms, automotive, mini-computers, information
managements systems, and robotics. Each had differing
product requirements and cycles. All producers recognised
the necessity to offer customised product. These
priorities led to a number of changes in orientation to
the market.

Custom-specific orientation meant designing products
to solve particular technical and data problems that
customers had. That reqguired a much closer relationship
with those markets and individual buyers. It reauired the
producer to develop technical expertise in their industry
targets and to devote time and personnel to working with
the customér throughout the production cycle, even after
the sale was completed. That meant a strong sales force
trained in the technologies and an extensive field
engineering work force to maintain contact with the
market. In addition, it placed much greater importance on
software development for products and for testing.
Developing customised software was the prime method for
turning a relatively standardised chip or a group of
standardised computer modules into a product that would
perform according to a customer’s needs. The product then
would have to be tested to perform those functions: that
required tailored testing software. Management claimed
that this direction was changing their firms from

manufacturers into service companies.
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Thirdly, the competition from the Japanese challenged
US producers to concentrate resources on developing
production economies. Every manager interviewed pointed to
corporate efforts to economise on the use of capital and
information. Top of their agenda was automation: in the
semi-conductor industry, managers claimed they could not
wait any longer for better perfected production
technologies. Greater automation in this and in the
computer industry was needed to achieve better quality and
lower unit cost to compete with the pr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>