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Data used for the present study were recorded at the smal1 aperture cross-linear array station which was installed at Kaptagat (in NW Kenya) by the University of Durham. The seismic array data from local earthquakes have been analysed by velocity/ azimuth filtering technique. Apparent velocities and azimuths for first and later arrival phases were measured for local rift events from the immediate east, for local events from the south west and for more distant rift events to the north and south of Kaptagat.

Data from local rift events originating from the immediate east of Kaptagat were used in the present analysis to study the structure of the lithosphere beneath the Gregory rift at about $0.5^{\circ} \mathrm{N}$ latitude. The first arrival data (apparent velocities and azimuths) were determined to a high degree of accuracy. The first and later arrival data have been interpreted in terms of a simple two layer model with a horizontal refracting interface at a depth of $13 \pm 5 \mathrm{~km}$ and having upper and lower layer uniform velocities of $5.8 \pm 0.2 \mathrm{~km} / \mathrm{s}$ and $7.2 \pm 0.2 \mathrm{~km} / \mathrm{s}$ respectively. The minimum lateral extent of the top surface of this refractor is estimated at about 30 km . A maximum dip of about $6^{\circ}$ on the interface is allowed by the data.

In the preferred three layer model, a 10 km thick top horizontal layer of velocity $5.8 \mathrm{~km} / \mathrm{s}$ overlies a 10 km thick intermediate layer in which velocjty increases uniformly from $6.0 \mathrm{~km} / \mathrm{s}$ at 10 km depth to $7.5 \mathrm{~km} / \mathrm{s}$ at a depth of 20 km . The intermediate layer, in turn, overlies a $7.6 \mathrm{~km} \mathrm{y}^{\prime} \mathrm{s}$ refractor.

The models derived from the present data are consistent with the theory that upward perturbation of the lithosphere/ asthenosphere boundary giving rise to domal uplift, lithospheric tension and magmatic activity, is the primary cause of rifting.
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## CHAPTER I

## THE EAST AFRICAN RIFT SYSTEM

## 1．1 Introduction

The AfromArabian rift system（fig．l．l）includes the Gulf of Aden，the Red Sea and the East African rifts．These three rifts form a triple junction in the Afar region thus trisecting the Afro－Arabian plateau。 The East African rift system is the world＇s largest and best exposed example of a continental rift system。 It is apparently connected，via the Gulf of Aden，to the Carlesberg ridge of north west Indian ocean．Hence，unlike other continental rifts，it appears to be a continental extension of the global mid－ ocean ridge system。

In the Red Sea and the Gulf of Aden，there has been complete separation of the continental lithosphere and the evolution of a new oceanic lithosphere by sea floor spreading。 A thorough understanding of the magmatic and tectonic processes beneath the East African rift is required to establish whether the rift system is at the closing stages of a stalled evolution or is marking the initiation of an episode of lithospheric spreading。

## l． 2 The East African Rift System

The East African rift system extends southwards from Afar depression to Mozambique for a distance of about 3000 km （King，1978）．On a continental scale，the rift system is essentially a north－south trending feature although its


Fig.11. The Afro-Arabian pift system.
(continental graben and depressions are shaded)
structural elements only exceptionally show this trend．Over much of the rift system a simple graben structure is expectional and the series of rifts are not continuously connected（Le Bass 1971）．The actual rift pattern is considered to be largely controlled by the influence of the pre－existing structures of the basement．Within Fastern Africa，the Tanganyika shield with east－west trends，appears to have acted as a resistant block deflecting the fault patterns to either side，thus forming the western and eastern rifts（fig。1．l）．These two branches appear to fringe the East African plateau on the west and east and cojoin through a broad zone of faults north of Lake Malawi at about latitude $8^{\circ} \mathrm{S}$ 。

Apparent faultine ends in the neighbourhood of the Limpopo River（King，1970）。 But heatflow and seismic data suggest that rifting may extend to as far south as $23^{\circ} \mathrm{S}$（Chapman and Pollack， 1975§ Fairhead and Gjrdler，1969）。 Seismicity studies suggest， the existence of a tensile zone extending the eastern branch of the East African Rifts，on land，from North Tanzania divergence in a north－west to south－east direction to the Tanzanian coast－ line at about $7^{\circ} \mathrm{S}$ 。 From there the eastern rift is further extended through northern Mozambique continental slope south－ wards along the Kerimbas and Lacarda deep grabens to as far south as about $17^{\circ} \mathrm{S}$ ．Hence the Tanzanian rifts form a link between the eastern rift and the troughs along the Mozambique continental margin（Mougenot et al．，1986）。

The East African rift system is a zone of normal faults indicating tensile stressfield（Heiskanem and Vening Meineszg 1958；Fairhead and Girdler，1971）。 It traverses two broad elongated domal uplifts，the Afro－Arabian（Ethiopian）dome in

Ethiopia and the Kenya dome further south in Kenya. The main Fthionian rift, starting from $A f a r$, traverses the crest of the Fthiopian come and exterds about 450 km south-south westward before dying out in a series of splayed tilted blocks (Shackleton, 1978). This splayed strccture seperates the IThionian rift to the rorth from the Gregory rift to the south.

### 1.3 The Gregory Rift

The Gregory rift (fig. 1.2) is that part of the Eastern rift lying within Kenỵa and northern Tanzania. It bisects the Kenva domal uplift which is a second order structure and local culmination on tre eastern rim of the more extensive East African plateau. The Kerya dome is elliptical in plan, about 1000 kn long and 300 to 400 km vide (Logatchev et al, 1983). Elevations along both the shoulders and the floor of the rift rise towards the central sector of the dome. The dome may be, however, more a reflection of volcanic accumulation than of vertical uplift, which can only be judged from the displacement of levels of the basement (King, 1979).

The fault pattern in the Gregory rift has an element of symmetry about the minor (east-west) axis of this uplift while the main rift is located on the crest and major (north-south) axis. The Gregory rift ipproximates a discortinuous fault bounded graben for about 45 C km between latitudes $2^{\circ} \mathrm{S}$ and $2^{\circ}{ }_{\mathrm{N}}$ along the major axis of the unlift (King, 1978) although later estimates stiggest that the main axial depression is over 600 km in length (Logatchev et al,1983). Fstimates for the overall width of the Gregory graben are all in the range $60-90 \mathrm{~km}$ (Baker et al., 1972; Longatchev et al, 1983; Fing, 1978) while the width of the central graken is estimated at abcut $20-30 \mathrm{~km}$ (Baker and


Fig 1.2 Major faults of the Gregory rifs.

Wohlenberg，1971）。 Generalised structural map of the Gregory rift shows a sinuous swing in trend between about $0^{\circ}$ and $1^{\circ}{ }_{S}$ latitude（fig。 lo2）。

The faults are essentially normal dip－slip type and marfinal faults have throws up to 4 km 。 Height of the fault escarpment in the central sector of the rift ranges up to 2000 m （Baker and Wohlenberg，1971；King，1978）。 Step faults and ramps lead from the margins to the central graben．The graben floor and step fault platforms are composed of Plio－Pleistocene volcanics cut by dense swarms of closely spaced sub－parallel faults．The faults on the rift floor are locally hidden by late Quaternary volcanic piles（McCall，1968）。

Northwards around Lake Turkana，by a succession of splay faults and downwarps the rift zone widens to an ill defined feat－ ure about 200 km across．This region separates the Gregory rift from the Ethiopian rift indicating that，at least superficially， the two rifts are not a single continuous feature。 Southwards， too，in Tanzania，the Gregory rift widens by splay faulting and merges into a zone of tilted blocks（Baker et alo，1972）。

The Kavirondo rift branches from the Gregory rift at the centre of the Kenya domal uplift and trends west and southwest， bisecting the highest part of the Western plateau and descending westward into Lake Victoria．Estimates for the width of the Kavirondo rift are in the range 15 to 30 km （Baker et al： 1972 ； King，1978）。

## 1．4 Evolution of the Gregory Rift

The Eastern rift and its associated uplifts are impressed on the late Precambrian－early Palaeozoic

Mozambique orogenic belt whose age is estimated to be in the range 835 to 800 my (Cahen and Snelling, 1966). During most of the Palaeozoic, Eastern Africa was occupied by fold mountains being eroded (Baker et al., 1972). Marine transgression started in the late Triassic - lower Jurassic in the Horn of Africa and extended westward to cover Somalia, NE Kenya, most of Ethiopia and SW Arabia by the end of the Jurassic. This marine transgression resulted from the opening Indian ocean (Shackleton, 1978). Downwarped sediments up to 2000 m thick in north central Ethiopia suggest that a subsiding trough lay along the future site of the Ethiopian rift as early as the Jurassic.

Regression of this sea began by the end of the Jurassic or early Cretaceous and continued with minor periods of transgression into the early Tertiary. The Cretaceous regression in eastern Africa may have been caused by continental epeirogeny (Baker et al., 1972). But evidence for localised differential uplifts in Ethiopia and Kenya are found in well preserved planar erosion surfaces (Saggerson and Baker, l965). From these erosion surfaces it is inferred that uplift of central Kenya and Ethiopian domes took place in three synchronous pulses seperated by long periods of crustal stability and erosion. In both Kenya and Ethiopia, the three uplift stages are estimated as late Eocene, lowermiddle Miocene and Plio-Pleistocene.

In central Kenya there was an uplift of about 500 m in the latc Eocene and a further uplift of 300 m in the mid-Miocene. There was a major uplift of about

1500 m in central Kenya in the Plio－Pleistocene（Baker et al．，1972；Shackleton，1978）．The amount of each uplift decreased towards the east and was accompanied by flexuring and subsidence of the coastal region． The isobases of the sub－Miocene erosion surface is shown in fig． 1.3 which indicates that the sum of uplifts since the mid－Tertiary reached a maximum of 1800 m 。 The upper Eocene uplift of the Afro－Arabian region marked the initiation of the Ethiopian domal uplift and of the eastern rift system．The uplift was preceded and accompanied by the outpouring of the Eocene－oligocene Trap series fissure basalts（which cover most of Ethiopian and Somalian plateaux and the Yemen highlands of south－western Arabia）and axial downwarping in Ethiopia．The Trap series represent the largest single volcanic event in the history of the eastern rift and covered $750,000 \mathrm{~km}^{2}$ in Ethiopia and $30,000 \mathrm{~km}^{2}$ in south west Arabia（Gass，1970）．Its estimated total thickness reaches 4 km in northern Ethiopia（Mohr，1967）．There was no equivalent Tertiary volcanism in Kenya（Logatchev， 1972）。

By late Oligocene－early Miocene time，embroyonic troughs had formed along the present lines of the Red STea and the Gulf of Aden．This mid－Tertiary phase of development extended southward through Afar and Ethiopia and was manifested by downflexing and faulting of the Turkana depression of northwest Kenya．

The formation of the Gregory rift started in the lower to middlc Miocene（about 23－16 my ago）with the monoclinal upwarping of of the Kenya－Uganda border area


Fig 1.3. Isobases of the sub-Miocene erosion surface in Kenya. Present-day elevation of the surface given in metres
accompanied by downflexing of Turkana depression (Shackleton, 1978; King, 1978; Logatchev, 1972)。 During this period, alkaline carbonatite central volcanoes of eastern Uganda and of the future Kavirondo rift were formed on the uplifted area. In the complimentary Turkana depression, this was accompanied by massive fissure eruptions of basalts, mugearites and ryolites. The central rift area was uplifted about 300 m (Saggerson and Baker, 1965).

During the upper Miocene (about 13.5-12.0 my ago), the area of volcanic activity shifted to the Kenya domal uplift and lost its connection with the Ethiopian volcanic area. Immense fissure eruptions of phonolites and phonolithic trachytes occured through systems of fractures on the crest of the volcanic uplift along the strike of the future Gregory rift. Fissure eruptions dominated this stage which has the highest magmatic productivity in the whole history of the rift development. Estimate of the total volume of upper Miocene phonolites is $25,000-30,000 \mathrm{~km}^{3}$ (Logatchev, 1972).

In the lower-middle Pliocene times (about 10 to 5 my ago), volcanic activity was restricted to a narrower zone but extended southwards beyond the limit of the plateau phonolites at the latitude of Lake Magadi. The mode of eruptions changed from mainly fissure to predominantly central. The numerous volcanoes were situated along the rift floor or over the scarps of the rift shoulders thus suggesting a connection with the future rift which at this time was still not defined as a real trough. At the same time, the
petrochemical composition of the volcanic rocks changed substantially from being strongly alkaline to being more variable. During this period, fault displacements took place along the Elgeyo escarpment and to the north of it within a flex ure zone seperating Turkana depression from the Eastern Uganda upwarped area. Marginal faults of the Kavirondo rift were possibly formed at this time (Logatchev et al. 1972).

On the western side of the rift zone vertical displacements embraced nearly the whole length of the structure from Kamasia range in the north to Crater Highlands in the south. Displacements on the eastern side occurred only in a limited section at the foot of the Aberdare range. Hence extensive rift faulting following Miocene uplift produced a meridional asymmetric trough faulted mainly on its western side. There was minor trachyte volcanism on the rift floor of this trough. This was followed by much more massive voluminous basaltic eruptions along $\underset{\text { nearly }}{\underline{L}}$ the whole length of the trough together with the formation of the dominantly basaltic Aberdare Central volcanic range.

The next stage in the rift development was in the upper Pliocene-Lower Pliestocene (about 5.0 to 2.0 my ago). In the upper Pliocene, massive eruptions of trachytic ignimbrites began in the central part of the rift floor locally filling the rift and overflowing its banks. The basalt series was formed mainly by fissure eruptions on the rift valley floor. Major upliftphase beyan which raised central Kenya by a further 1500 m .

This uplift was accompanied by major graben faulting along most of the Gregory rift at the end of the Pliocene. It was followed by mainly fissure trachyte volcanism which flooded most of the graben floor (Baker et al., 1972). At the end of this phase an outline of the Gregory rift was created as the shoulders were uplifted while the floor was downfaulted (King, 1978). Simultaneous with the immense basalt volcanic activity was the establishment of autonomous magma chambers to the east of the rift. These chambers started the formation of the gigantic volcanoes of Kenya and Kilimanjaro and probably Kulal (Logatchev, 1972). Volcanic activity to the west of the rift stopped completely at the start of the rift downfaulting. From that time on, volcanic activity was restricted to the regions within and to the east of the rift.

During the lower-middle Pleistocene times (about 2.0-0.7 my ago), the developing graben was partly filled by flood trachytes. This stage witnessed the formation of rift trough along the whole length of the Gregory rift. There were further local rejuvenations of the main graben and stepfaults which deepened the central sector of the rift. The graben floor was shattered by closely spaced minor faults which in some cases reach densities of 2 to 3 faults per km (Baker and Wohlenberg, 1971). Deepening of the rift valley and formation of stepfaults at its margins were produced by movement along these minor faults. The overall effect was to produce "rift in rift" structures with marginal platforms.

In the northern and southern ends of the rift valley there was intensive fracturing of the crust. In these regions, systems of splay faults formed with dominantly eastward dip-slip displacement of the blocks.

By the late Quaternary, from about 0.7 my ago to the present, fissure eruptions had stopped and widespread area of volcanity on the rift floor disintegrated into seperate areas of central volcanoes. Trachyte basalttrachyte and phonotite caldera volcanoes built up axially in the floor of the inner graben. The chemistry of the volcanics of the rift floor diversified. In areas well to the east of the rift there were extensive basaltic eruptions (Williams, l969). Hence the eastward migration of magmatic activity, started in the upper Pliocene lower Pleistocene continued into this period.

### 1.5 Petrochemistry

Basalts, phonolites and trachytes are prominent amongst Gregory rift volcanics. Basalts have been erupted repeatedly throughout the history of the Gregory rift and in total volume has been estimated at not less than $70,000 \mathrm{~km}{ }^{3}$ (Williams, 197.2). The total volume of the Cenozoic volcanics is about $230,000 \mathrm{~km}^{3}$ (King, 1978) which is higher than the previous estimates of about $150,000 \mathrm{~km}^{3}$ (Baker et al., 1972; Williams, 1972). The thickness of the volcanics is estimated at about 2.5 km .

The volcanics of the Gregory rift can be divided into two geochemical series, one midly alkaline and the other strongly alkaline (Baker et al. 1972; King, 1978).

In the early stages of the rift development, from early Miocene to early pliocene (about 25-5 my ago), the proportion of strongly alkaline rocks was $30-40 \%$ of the total volume of outflows. In the later stages, from early Pliocene to the present, the proportion of strongly alkaline rocks decreased to about $1 \%$ (Logatchev et al.。 1983). Kenya basalts contain less $\mathrm{SiO}_{2}$ and more $\mathrm{CaO-MgO-}$ Fe0 than Ethiopian basalts and this suggests a deeper origin for the Kenya rift basalts (Baker et al. 1972 ). The Miocene pre-rift flood basalts and the Quaternary flood basalts outside the rifts are more strongly alkaline than the Pliocene basalts of the rift floor. This suggests, as in Ethiopia, shallower melting under the rift than under the adjacent plateaux (Green and Ringwood, 1969).

Goles (1975) reached a similar conclusion from studies of Kenya basalts. He studied two suites of basalt, one from the Chyulu range, about 300 km to the south east of the culmination of the Kenya dome and the other from. Olorgesailie, within the southern part of the rift. The Chyulu suite seems to have been derived from magma which equilibrated at a temperature of $1450^{\circ} \mathrm{C}$ and pressures substantially less than 25 kbar (about 80 km depth). The Olorgesailie suite being more evolved and having equilibrated at shallower depth $\left(1200^{\circ} \mathrm{C}\right.$ and 3-10 kbar pressures), is thought to be derived from a secondary magma chamber located within the crust. A series of such secondary magma chambers along the rift axis would give rise to the positive Bouguer anomaly

Baker et al．（1972）from available geological data argue that＂volcanism and tectonism are dual expressions of thermal events in the asthenosphere，along an up－ lifted zone of crustal dilatation．＂The geothermal gradient is lower under the eastern rift than under the mid ocean ridge．Consequently a greater depth of melt－ ing under the eastern rift compared with the oceanic spreading zones is indicated by abundance of strongly alkaline volcanism（Green and Ringwood，1969）．Further－ more，the long duration of alkaline magnatism is not con－ sistent with the view that the African rifts simply represent embryonic stages of sea floor spreading（Murray， 1970 回 Le Bas，1971）But contrary views are widely held。

Summary．
Formation of the Gregory rift started in the early Miocene．Volcanic activity was not in general restricted to the confines of the rift valley．Volcanic activity developed in the west in the Miocene and to the east in the Plio－Pleistocene to recent times．Within the rift， volcanism commenced in the north and extended to the south in the Pliocene（King，1978）．

The downwarping trough was largely or wholly filled with products of episodes of volcanism and sedimentation． Throws on the main faults range up to 4 km ．Faulting has produced a graben about 80 km wide in places and about 450 km in length to the north and south of which the faults splay outwards over much broader zones．

King（1978）infers the presence of basement rocks beneath the volcanics in all parts of the Gregory rift． This suggestion is supported by other geological and geophysical data（Chapman et alo』 1978；Swain et alog 1981）。 He therefore argues that although there is a possible crustal extension of about 8 km g there is no evidence for crustal seperation。 Current centres of activity are along the rift axis and to the east．

## 1．7 Relevant previous Geophysical Work in Africa：

## 1．7．1 Africa Outside the Rift Zone。

Geophysical data indicate that，away from the rift zone，Africa has a structure similar to that found in stable shield areas．

Gumper and Pomeroy（1970）measured Rayleigh wave phase velocities in the period range 30 to 67 for paths from Helwan in Egypt to South Africa．They also deter－ mined Rayleigh and Love wave group velocities for the African continent utilizing all available data from WWSSN and LGO stations．These authors observed a similarity between their phase velocities and those obtained for the Canadian sheild by Brune and Dorman（1963）． Gumper and Pomeroy（1970）also obtained travel time data for paths traversing the African continent in the distance range 100 to 4700 km ．A velocity of 8.07 $\mathrm{km} / \mathrm{s}$ was found for $P_{n}$ while $S_{n}$ velocity varied from 4.55 to $4.72 \mathrm{~km} / \mathrm{s}$ 。

The mean structural model（AFRIC model）satisfying their seismic velocities was derived and compared with models for shield and continental regions（fige l．4）． This comparison indicated that the structure for parts


Fig 1.4 CANSD, AFRIC and South African shear wave models of the lithosphere.
of Africa away from the rift zone is similar to the structure associated with normal stable shield regions exemplified by the CANSD model of Brune and Dorman (1963)。

Bloch et al (1969) determined Rayleigh wave phase velocities (in the period range 20-100s) from an array of stations located near Johannesburg, South Africa, and from WWSSN stations at Pretoria, Bulawayo and Windhoek. Multimode Rayleigh and Love wave group velocities from the records of a number of earthquakes originating near Kariba dam and in southern Malawi were also measured. The group velocities extended from the period range $2-40$ s for the fundamental mode and 2-12s for the higher modes.

The multimode dispersion data indicated that the crustal and upper mantle velocities to the east of a line through Pretoria and Bulawayo are higher than those to the west. The phase velocity and group velocity curves for the path Kariba-Pretoria were found to be similar to those for shield areas. The phase velocities obtained for the array area confirmed the high subcrustal shear velocities previously determined for southern Africa from refraction studies (Willmore et al, 1952; Gane et al., 1956; Hales and Sacks, 1959). The model derived from the data of Block et al, (1969) for South Africa matched closely the CANSD and AFRIC models. These models are illustrated in figure 1.4.

Details of crustal structure for southern Africa come from the refraction studies of willmore et al,(1952), Gane et al, (1956) and Hales and Sacks (1959). Willmore et al. (1952) studied seismograms of the Witwaterstrand earth tremors at distances up to 500 km in Western Transvaal.
 Travel time data on 210 seismograms obtained from 150 tremors recorded on three component sets were interpreted in terms of a single layer crust with crustal and Moho velocities of 6.09 (3.68) and 8.27 (4.83) for $P$ and (S) waves (fig. 1.5a). The depth to the Moho was estimated at 36 km .

These authors observer "clear second P phases" in the distance rarge 200 to 290 km . These phases were too early to be regarded as ${ }_{g}{ }_{g}$. They could be headwaves from an intermediate layer within the crust. The data interpreted in terms of a two layer crust gave a model. shown in figure 1.5b. This gives an average depth of about 39 km tc: the Moho and about 23 km to the top of the lower crustal layer. But kecause of possible uncertainty in the identification of the second $P$ and $S$ phases the authors did not push forward this two-layer model. They preferred an alternative interpretation of the data in terms of a single layer crust in which velocity increased uniformly with depth.

Gane et al.(1955) used seismograms from the Witwatersrand area around Johannesburg out to epicentral distances between 50 and 500 km at 25 km intervals. Tremors were of magnitude not exceeding 3.5 and have normal focal depth of 1.5 km . Tlaverses were made west, south, east and north of Johannesburg.

Their data were consistent with one layer crustal
model in which the depth to Moho is $35.1 \pm 1.2$ for Pwaves and $33.3 \pm 1.3 \mathrm{~km}$ for $\left\{\begin{array}{l}\text { fwaves (fig.l.5c). Crustal and Moho velocitie }\end{array}\right.$ were obtained as 6.18 and $3.27 \mathrm{kms}^{-1}$ for Pwaves and 3.66
6.1
3.7
34.2
(a)
38.24 mm
8.2
Okm

## 6.1

3.7

0
Okm
6.2
3.7

(C)

Okm

$$
22-28 \frac{6.0}{86.6 \frac{6.7-7.2}{8.0}}
$$

$$
3.6
$$

(d)


Fig 1.5 Seismic crustal models for southern Africa. (a) and (b): Willmore et al.(1952); (c):Gane et al.(1956); (d): Hales and Sacks(1959). Velocifies in km/s.
and $4.73 \mathrm{kms}^{-1}$ for S waves. No significant differences were observed in the results for different directions. The depth estimates include 1.3 km of superficial material of lower density.

These authors observed "rare occurrences of weak $P$ and $S$ phases" preceding the normal P and $\mathrm{S}_{\mathrm{g}}$ beyond 180 km 。 Those phases could suggest the existence of an intermediate crustal layer as indicated above. The authors, however, interpreted them in terms of an increase in velocity with depth within a single layer crust. A relation of the form

$$
\begin{aligned}
& \alpha=6.00+0.011 z \\
& \beta=3.60+0.007 z
\end{aligned}
$$

was suggested. $\alpha$ and $\beta$ represent. $P$ and $S$ velocities respectively and $z$ represents depth below the surface. Because of insufficient data, this model was not advocated.

Tremors from the same source area as discussed above were recorded along a route in East Transvaal (Hales and Sacks, 1959). On the resulting seismograms, the authors found $P$ and $S$ phases which they interpreted as associated with an intermediate crustal layer. They therefore interpreted the travel time data in terms of a two-layer crustal model as shown in figure 1.5d. The layer thicknesses were derived from $P$-wave data.

Bott (1971) suggests that the $P$ and $S$ phases which these authors associated with an intermediate crustal layer may well be Moho reflections because of their high amplitude. It is evident, however, that reflection from the intermediate layer could have more energy than Moho reflections if the lower crust is thin compared with the upper crust (Clowes
and others , 1968, Berry and West, 1966). And that may well be case with the data under discussion. The model velocities and thicknesses (35-40 km) are typical of normal continental crust in shield areas.

From seismic data, therefore, it is evident that Africa away from the rift zone has a crust and an upper mantle structure typical of stable shield regions.

### 1.7.2 Evidence For Existence of Anomalous Upper Mantle Beneath the Rift Zone.

Evidence from geophysical data confirm the existence of anomalously low density and low velocity material in the upper mantle part of the East African plateau. Available data further show that this anomalous zone rises closest to the surface beneath the Gregory rift ịn Kenya. This implies extreme thinning of the lithosphere under the rift.

The first evidence for the upper mantle anomaly comes from gravity data. Bullard (1936) carried out large scale gravity survey in East Africa using data from pendulum measurements. He interpreted 56 of his own measurements and 33 measurements made by Kohlschutter in 1899 and l900. From these, he observed broad negative anomalies over the East African plateau and established that the plateau as a whole is approximately isostatically compensated. This was interpreted (Bott, 1965) as requiring a low density body at the base of the crust or within the upper mantle. Later and more refined gravity data have shown that this anomaly is associated with low density upper
mantle.
Since the work of Bullard, the East African rift zone has been covered witil more and better refined gravity surveys. Long Bouguerprofiles across the East African plateau show that the uplifted region is characterized by broad negative anomaly values as low as -150 mgal with still more negative values over the rifts. Over the axial part of the Gregory rift, there is a small amplitude (40-50 mgls) shorter wavelength ( $40-80 \mathrm{~km}$ ) positive anomaly superposed on the long wavelength anomaly (Searle, 1970). This axial positive ridge will be discussed in a later section.

All the different workers interpret the long wavelength negative Bouguer anomaly to indicate the presence of an anomalously low density material in the upper part of the upper mantle. But details of shape and thickness of models differ. Sowerbutts (1969) interprets it as due to the presence of a broad subcrustal lens of low density upper mantle or basal crust under the plateau. According to Girdler et al (l969), it is caused by a slightly lower density asthenosphere expanding to higher levels and engulfing part of the lithosphere. Darracott et al, (1972) interpret it as due to a low density asthenolith. The existence of low density upper mantle beneath the rift zone is also clearly supported by gravity data of Khan and Mansfield (1971) and Baker and Wohlenberg (1971). The various models describing this upper mantle low density material are shown in figure 1.6 .


Fig \%.6: Gpavity models for the Kenya dome and the Gregory rifs.(a) Sowfer butte. 4969: (b) Darracott et al., 1972 ; (c) Baker and Wohlengerg, 1974;61 Khan and Mansfield.4979. Numbers are densities ingheris.

The existence of anomalously low density material in the upper part of the upper mantle suggested by gravity data is supported by various other geophysical data. Surface wave dispersion data indicate the existence of anomalously low velocity upper mantle under the rift zone. The material of low density should exhibit low seismic velocity since reduction in density may arise from higher than normal temperatures. Sundaralingham (1971) and Long et al. (1972) studied the dispersion of Rayleigh waves travelling between permanent stations of Addis Ababa (AAE), Nairobi (NAI), Lwiro (IaWI) and Bulawayo (BUL). They measured interstation phase velocities for events close to great circle paths through these stations. Their dispersion curves were then compared with the dispersion curve for AFRIC model of Gumper and Pomeroy (1970). The two curves tend to merge at shorter periods indicating some uniformity of the crust over Africa as a whole. Compared with the AFRIC model, there is a significant reduction in phase velocity at longer periods indicating anomalously low upper mantle velocities under the rift zone. They observed that this anomalous zone is well developed for the path AAE-NAI (which traverses the rift zone) and less extensive along other paths. The main anomaly, therefore, extends along the eastern branch of the rift system and is much less extensive beneath the western rift.

Knopoff and Schlue (1972) measured fundamental mode Rayleigh wave phase velocities from four telescisms sufficiently close to the great circle path between the
recording stationsAAE and NAI in the period range 20-125s. The observed Rayleigh wave phase velocities for the path $\lambda \lambda E-N A I$ which samples the rift structure were comparable to those obtained for paths in the Basin and Range province of the U.S.A. In comparison. the Canadian shield profile of Brune and Dorman (1963) gives extraordinarily high velocities. The data of Knopoff and Schlue (1972) indicate that the upper mantle sampled along the path AAE-NAI has an extensive region of material with unusually low S-wave velocity. A region of perhaps 120 to 200 km in thickness has an $S_{n}$ velocity between 4.25 and $4.45 \mathrm{kms}^{-1}$ with little or no variation in gradient. Mueller and Bonjer (1973) have also used surface wave dispersion data to infer the existence of a well developed low velocity zone for $S$ waves (asthenosphere) in the upper mantle in the depth range 80 to 210 km beneath the rift zone. Studies of teleseismic P-wave delay times have shown that stations close to the rift indicate large positive delays compared with delays observed at stations sitting on normal shield structure. This suggests that arrivals at rift stations have passed through a low velocity zone on their path. Sundaralingham (1971) measured teleseismic delays at AAE, NAI and LWI relative to Bulawayo (BUL) using events in the distance range $25^{\circ}$ to $90^{\circ}$. The relative delays are as shown below.

| Locality | Delay (s) |
| :---: | :---: |
| AAE | $2.7 \pm 0.3$ |
| NAI | $2.3 \pm 0.3$ |
| LWI | $1.1 \pm 0.3$ |
| Eastern rift station mean | $2.5 \pm 0.3$ |

These delays have been interpreted to indicate the existence of a substantial low velocity zone in the upper mantle beneath the eastern rift in comparison to the typical shield structure beneath Bulawayo.

Analysis of teleseismic events recorded along a 600 km long profile across the East African rift (Kenya) show delays greater than 1.5 s centred on the rift which indicates a low velocity zone beneath the crust (Dahlheim et al., 1986). The delay pattern was explained as due to the upwarp of the asthenosphere/lithosphere boundary.

Savage (1979) and Savage and Long (1985) interpreted teleseismic P-wave delay times measured across the Gregory Rift near the equator and along a south eastern radius of the Kenya dome. The observed variation in delay time shows a broad zone over which there is substantial delay with a superimposed minimum along the ridge axis. This observation could only be explained by the presence of anomalously low velocity material within the upper mantle. The top surface of the anomalous zone comes to within 20 km of the surface along the rift axis. The data suggest the anomalous zone extends some 270 km south eastwards from the culmination of the dome. In general the zone thins rapidly to the south east away from the rift axis, mirroring the attenuation observed, from Kaptagat, for the same zone to the northwest by Long and Backhouse (1976). There is, however, a subsidiary thicknening under mount Kilimanjaro. A seismic
model of the axial intrusion is shown in figure 1.7.
Gumper and Pomeroy (1970) studied the propagation of $S_{n}$ body waves and $L_{g}$ along paths within Africa. They found that $S_{n}$ is observed over all paths less than 3000 km in length that do not cross either the African rift zone or the Red Sea rift. $S_{n}$ and $L_{g}$ propagate across the southern part of the East African rift zone below about $10^{\circ} \mathrm{S}$, but their propagation across the northern part above the equator is inhibited. If $S_{n}$ propagation is inefficient, then a high attenuation or low $Q$ material exists (0liver and Isaacks, 1967). The indication then is that at least the northern part of eastern rift zone is underlain by abnormally hot, less rigid upper mantle or that there is an upward protrustion of the asthenosphere into the more rigid lithosphere above (Molnar and Oliver, 1969). Upward protrustion of this high attenuation (low Q) mantle material has sproduced what Gumper and Pomeroy call a "gap" in the mantle portion of the lithosphere which closes towards the southern part of the rift zone. Nolet and Mueller (1982) do not agree with this interpretation of the observed $S_{n}$ and $L_{g}$ attenuation. These authors adduced some evidence to show that the only conclusion that may be drawn from $\mathrm{L}_{\mathrm{g}}$ attenuation is that there is a gap in the crust. They also argued that $S_{n}$ attenuation can be affected when not just the lithosphere (the upper 100 km or so), but a considerable portion of the upper mantle is disturbed.

Nolet and Mueller (1982) used simultaneous inversion of previously existing seismic data to obtain models for the western and eastern branches of the East African rift system in the latitude range $1^{\circ} \mathrm{S}$ to $10^{\circ} \mathrm{N}$. These authors showed that the western branch is characterized by a 35 km crust and a thin high velocity lid over lying a channel possessing both low $S$ and


Fig 4.7 A seismic seckion of the Kenya dome. The shaded area denotes the anomalous zone. The numbers are velocities in $\mathrm{km} / \mathrm{s}$. (Savage and Long, 1985 ).
low $P$ velocities ( 4.47 and $7.69 \mathrm{~km} / \mathrm{s}$ respectively). A strong reflector at a. depth of 140 km marks the lower boundary to the low velocity material. Their data suggest that the eastern branch has a crustal thickness of 40 km and is characterized by low S velocities, $4.43 \mathrm{~km} / \mathrm{s}$ in the lid to a depth of $78 \mathrm{~km}, 4.09-4.21 \mathrm{~km} / \mathrm{s}$ in a low velocity channel which extends to a depth of at least 161 km .

Geomagnetic deep sounding data provide evidence for anomalous upper mantle material under the Gregory rift. Banks and Ottey (1974) tried to define the anomalous material by its expected high conductivity. They investigated the response of short period variations in the earth's magnetic field using arrays of magnetometers. They found a region of high conductivity about 20 km beneath the rift floor and another at approximately 100 km to the east and at a depth of 100 km . Their model was however heavily dependent on previous gravity and seismic data and can hardly be said to offer independent evidence. But this interpretation has been confirmed by subsequent geomagnetic deep sounding data (Banks and Beamish, 1979). The deep body of high conductivity at a depth of about 100 km appears to correspond to the core of zone of melting in the upper mantle. This zone is responsible for the seismic and regional gravity anomalies and supports a part of the topographic elevation of the Kenya dome. The magnetotelluric data of Rooney and Hutton (1977) provided the first independent evidence for the existence
of high conductivities at depths corresponding to the upper mantle below the Gregory rift. Their data required the presence of a conductive material at a depth of less than 8 km below the rift floor. To satisfy their long period data, a conductive material was also required at depths greater than 30 km , corresponding unambiguously to the upper mantle below the rift. The depth and thickness of this upper mantle conductor could not be resolved because of the obscuring effect of the crustal conductor.

The interpretation of slowness data provide another evidence for the presence of upper mantle low velocity zone beneath the Gregory rift. Array data recorded at the temporary station at Kaptagat have been used to study apparent slowness of teleseismic arrivals. Measured values of slowness differed significantly from the values expected from published epicentral determinations and travel time tables.

Backhouse (1972) interpreted the slowness anomalies in terms of a westerly thinning, plane sided wedge of anomalous low velocity ( $7.5 \mathrm{kms}^{-1}$ ) material embedded within normal $8.1 \mathrm{kms}^{-1}$ material. Forth (1975) reached the same general conclusion but showed that the data could be better explained if a curved surface was introduced for the top of the anomalous zone while assuming a flat base.

Long and Backhouse (1976) interpreted slowness and delay-time data for teleseismic $p$-wave arrivals recorded at Kaptagat. They used apparent slowness vectors for 29 well recorded events in the distance
range $30^{\circ}-90^{\circ}$. Measurements of P -wave delay times at Kaptagat relative to Bulawayo were made for 78 events in the distance range $25^{\circ}-99^{\circ}$. Average positive delay of 2.4 s was observed. This value was not significantly different from the values obtained for Nairobi and Addis Ababa relative to Bulawayo.

The authors explained the slowness anomalies in terms of lateral variation in velocity associated with a steeply dipping upper surface for the low velocity zone in the upper mantle. This upper surface of the zone was mapped (fig. 1.8) from the delay-time data to show a broad elliposoidal structure (lying. at about 150 km depth) on which is superimposed a steep sided structure connecting it to the crustal intrusion along the rift axis. Fig. 1.9 represents a two dimensional model along a west-east profile assuming a uniform velocity of $7.03 \mathrm{~km} / \mathrm{s}$ for the anomalous zone.

The authors showed that the zone thinned not only westwards away from the rift axis but also northwards to correspond to the dying out of the rift in northern Kenya. But they did not see any evidence to suggest that the zone is not continuous with the low velocity zone below Ethiopia indicated by large delay time at Addis Ababa. From the data, it is suggested that the centre of the structure corresponds to the centre of the uplift of the Kenya dome. This indicates that the uplift reflects the thickness of the low velocity zone in the upper mantle.

Thus geophysical data confirm the existence of anomalously low velocity and low density upper mantle


Fig 1.8 A contoured map of the upper surface of the upper mantle low velocity zone beneath the western flank. of the Gregory rift. Contours are at 90 km intervals.
(Long and Backhouse,1976).


Fig 1.9 A cross section of the model for the western flank of the rift at about $0.5^{\circ} \mathrm{N}$ latitude. Depths are in km and velocities in km/s. (Long and Backhouse,1976).
beneath the East African rift zone. This anomalous material could result from partial melting in the normal upper mantle. The expansion resulting from this would give rise to upward migration of the low density upper mantle material with the attendant increase in temperatures. Surface manifestations of this will be seen in the localised increase in heat flow (Crane and O'connel, 1983; Morgan, 1983) and magmatic and seismic activity in the rift zone. Extension of this anomalous mantle material up into the crust will obviously produce positive contrasts in both density and velocity. These are all evidenced in the structure of crust under the rift inferred from geophysical data.
1.7.3 Crustal structure close to but outside the Gregory Rift. The structure of the crust in the central part of the Gregory rift has been found to be anomalous. It is manifested by high seismic velocities and significantly positive density contrast. But this anomalous crust has a limited lateral extent. Normal shield crust is found to exist in close proximity to the rift structure to the western and eastern flanks and also in the southern extremity of the Gregory rift. These conclusions are indicated by the following seismic data. Bonjer et al (1970) analysed seismograms of two deep focus teleseismic Hindu Kush earthquakes recorded at Lwiro (LWI) on the western flank of the western rift, Nairobi (NAI) close to the eastern margin of the Gregory

Rift and Addis Ababa（AAE）．From these seismograms they determined the spectral response ratios of long period body waves．From inversion of these data they produced thick two layer crustal models with horizontal interfaces；crustal thicknesses of 39,43 and 35 lm were obtained for $A A E$ ，NAI and LWI respectively（fig． 1．10）。 The observed average velocities and thicknesses are typical of shield areas．These crustal models for $A A E_{0} N A I$ and LWI are further confirmed by similar data obtained by Mueller and Bonjer（1973）。

A further confirmation of the crustal thickness in this region is obtained from data on $P$ to $S$ conversion． Long period teleseismic $P$ waves recorded at AAE and NAI show comparable F to $\mathrm{S}\left(\mathrm{P}_{\mathrm{S}}\right)$ conversions（Herbert and Langston，1985）。 The timing of the $P_{s}$ conversion relative to $P$ suggests crustal thickness of 41 km for both stations．

Rykounov et al．（1972）showed that the crust in the southern part of the Gregory rift is near to typical for continents．They studied this part of the rift using $P$ and $S$ wave travel time data from local earth－ quakes in the magnitude range $1 \leq \mathbb{M} \leq 3$ ．The region of study was from Lake Magadi in Kenya to mount Hanang in Tanzania．They showed that within the part of the Gregory rift contained in their survey area，the most probable focal depth was $10-20 \mathrm{~km}$ although their method of deriving focal depths was not，however，stated．

They derived a two layer crustal model（figa lol0） for their region of study．The $P$ wave velocities for the upper crust，lower crust and Moho were $5.8,6.5$ and 8.0
$\stackrel{\text { NAB }}{6.0} 0 \mathrm{~km} \frac{A A E}{6.7} 0 \mathrm{~km} \frac{6 W I}{6.0} 0 \mathrm{~km}$
$\frac{5.8}{8.5} 0 \mathrm{~km}$
$\frac{\text { C.8 }}{\frac{5 \mathrm{~km}}{6.5}} 2687 \mathrm{~km}$

Fig 1.10 Pwave velocity models for the crust close to but not within the central part of the Gregory rips:(a) Bonjer et ol.(1970). (b) Rykounov et al-(1972). (c) Alaguire and Long (1976).
$\mathrm{kms}^{-1}$ respectively. The Moho depth was $35-37 \mathrm{~km}$ and the denth th the intermediate layor ras ahout 1.8 'mo "hese rosu'ts zomnare vell with the refractinn data in southern ffrica (Ha? ec and Sacks, 1959)。

Maguire and Long (1976) measured apparent velocities and azimuths of first arrivals from local and regional earthquakes recorded at Kaptagat array station located about 15 km west of Elgeyo escarpment. Data from arrivals coming from the west of the array (azimuth $160^{\circ}-360^{\circ}$ ) were consistent with a two-layer crustal model. An intermediate boundary in the crust at a depth of $26 \pm 7 \mathrm{~km}$ was introduced to explain the $6.5 \mathrm{kms}^{-1}$ peak in the histogram of first arrival apparent velocities. A crustal thickness of $44 \pm 2 \mathrm{~km}$ was consistent with the data. Their preferred model shown in fig. 1.10 has upper crustal and sub-Mohovelocities of 5.8 and $8.0 \mathrm{kms}^{-1}$ respectively.

This structure is similar to those obtained for southern part of the Gregory rift (Rykounov et al.,1972) and for Southern Africa (Gane et al., l956; Willmore et al., 1952; Hales and Sachs, 1959). The conclusion to be drawn from this work is that normal shield type crust with normal sub-Moho material exists at least up to within 30 km of the rift axis on the immediate western flank of the Gregory rift. The implication, therefore, is that a steep structural boundary seperates normal shield crust and sub-Moho material beneath the western flank of the rift from a mantle derived crustal intrusion beneath the rift axis.
1.7.4 The structure of the lithosphere within the Gregory Rift.

Geophysical data discussed above confirm that the crust within the Gregory rift differs significantly from the normal shield crust outside the rift zone.

Over the axial part of the Gregory rift there is observed a positive ridge of short wavelength (40-80 km) Bouguer anomaly of low amplitude ( $30-60 \mathrm{mgal}$ ) superposed on the long wavelenth Bouguer negative anomaly (Searle, 1970). Quaternary volcanoes and segments of increased geothermal activity are confined to this axial anomaly. This positive anomaly is interpreted by several workers in terms of a dense mantle derived basaltic crustal intrusion probably continuous with the low density uppermantle material associated with the long wavelength anomaly.

Estimates of the depth to the top surface of this crustal intrusion vary from 2 km (Searle, 1970) through 3.5 km (Fairhead 1976) to 20 km (Khan and Mansfield, 1971). The width within the crust is estimated at between 10 km (Baker and Wohlenberg, 1971; Fairhead, 1976; Darracott et al., 1972) and 20 km (Searle, 1970). Griffiths et al. (1971) used explosion (refraction) data to determine the structure of the crust beneath the axial zone of the northern part of the Gregory rift. Disposition of the shot: points and seismometer positions are shown in fig. l.lla, Shots were let off in Lakes Turkana and Hannington and recorded at ten stations set up roughly along a line joining the shot points. Each station consisted of eight 2 Hz vertical component seismometers laid


Fig-1.11d:-Locations of the seismic lines used in the refraction studies of Griffiths et al.(1971) and Swain et al.(1981). Ground above 1500 m shown shaded. From Swain et al. (1981).

| P wave velocity <br> $\mathrm{km} / \mathrm{s}$ | S wave velocity <br> $\mathrm{km} / \mathrm{s}$ |
| :---: | :---: |
| $3.0 \pm 0.5$ <br> (assumed) | $1.8 \pm 0.3$ |

$6.38 \pm 0.07$
$3.53 \pm 0.14$
$18 \cdot 5 \pm 4.5 \mathrm{~km}$
$7.48 \pm 0.11$
$7.48 \pm 0.11$
$4.53 \pm 0.21-20.4 \pm 6.2 \mathrm{~km}$

Fig. 1.11b: Seismic model of the crust beneath northern part of the Gregory rift (Griffiths et al. ,1971).
out in a linear $\mathbb{N}-S$ array extending over 1 km and including a three component set near the centre point．The maximum range was about 367 km。

The profiles were，however，effectively unreversed because the Turkana shot was recorded clearly at all stations except station number $\mathrm{l}_{0}$ Interpretation was based on first P and the correspond－ ing $S$ arrivals．A head wave with a velocity of $6.4 \mathrm{~km} / \mathrm{s}$ was recorded from shots in Lake Hannington，whereas $7.5 \mathrm{kms}^{-1}$ velocity was recorded using shots in Lake Turkana in a similar distance range。 This may suggest strong lateral heterogeneity but was inconsistent with large dips on the main refractor interface．The data was consequently interpreted in terms of a horizontal layer of material of velocity $6.4 \mathrm{kms}^{-1}$ overlying a material of $7.5 \mathrm{~km}^{-1}$ velocity at a depth of about 20 km （fig。 lollb）。 These were unreversed velocity estimates。

The apparently high velocity of $6.4 \mathrm{~km} / \mathrm{s}$ for crustal material at depths above 20 km suggests the presence of an axial crustal intrusion of higher velocity basaltic magma rising to shallow depthso Such intrusion model is consistent with gravity data discussed above。

Swain et al。（1981）analysed the data from a 50 km E－W reversed refraction（explosion）profile from Chebloch Gorge（C）to Lake Baringo（B）at the latitude of Kaptagat（fig。lolla）。＇This experiment was designed to confirm the presence of the $6.4 \mathrm{~km} / \mathrm{s}$ material and if possible establish its lateral extent and to provide control for the interpretation of the gravity data along the same profile。

The seismic data（first arrivals）were interpreted in terms of two／three layer model（fig。 $1.12 a$ ）。 The top layer of $P$ wave velocity $3.7 \mathrm{~km} / \mathrm{s}$ is about 3 km thick and represents lavas and sediments。


Distance (km)
(a)


(b)

Fig. 1.12 : (a) Velocity section derived from KRISP first arrival data-Mean velocities shown in $\mathrm{km} / \mathrm{s}$. The zig-zag lines do not represent actual structure. (b) Gravity profile at about $0.5^{\circ} \mathrm{N}$. Isostatic anomalies and the corresponding two dimensional density model with densities shown in $\mathrm{g} / \mathrm{cm}^{3}$.
(From Swain et al-,1981).

This layer overlies a layer of velocity about $5.8 \mathrm{~km} / \mathrm{s}$ which represents the metamorphic basement and is observed throughout the profile. The seismic data, therefore, suggests that that metamorphic basement rocks exist below the full width of the rift floor at $0.5^{\circ} \mathrm{N}$. This is in agreement with geological data (King, 1978; Chapman et al., 1978).

The $6.4 \mathrm{~km} / \mathrm{s}$ refractor of Griffiths et al.(1971) was not. however, detected by the first arrival data, used by Swain et al. (1981). Such a body at a depth of more than about 6 km would not give rise to refracted first arrivals along this short line (about 50 km long). The $6.4 \mathrm{~km} / \mathrm{s}$ refractor, if it exists, must therefore be deeper than about 6 km .

Although the $6.4 \mathrm{~km} / \mathrm{s}$ refractor was not detected by their seismic experiment, their gravity profile at about $0.5^{\circ} \mathrm{N}$ suggests that such material may exist as an intrusion within the basement in the form of either a broad region of dykes or an elongated lopolith with the later being favoured (fig. l.l2b). The configuration of this dense rock responsible for the axial high gravity anomalies seem to form a broad ( $20-35 \mathrm{~km}$ ) zone within the basement, with strike along the rift axis, and of limited vertical extent ( $4-6 \mathrm{~km}$ ). It has its top surface at a depth of . about 6 km for the profile at about $0.5^{\circ} \mathrm{N}$. F or the profile at $1^{\circ} \mathrm{N}$ the body shallows and the minimum depth to its surface is probably the base of the Caenozoic rocks at 3 km depth.

Khan et al.(1987) have derived a velocity model for the lithosphere beneath the axis of the southern part of the Gregory rift from KRISP 85 data. Their experiment consisted of two seismic refraction lines (fig. 1.12c). The 300 km long north-souich line was located along the rift axis with end shot points at Lakes Baringo and Magadi. These and other inter-


Fig. 1. 12 c Location of the KRISP85 seismic experiment showing the lines and shol points. Recording slation locations for the east-wesl line are diagramatic, us the spucing is too small to be shown on this scale


Fig. I. 12 d : Velocily-depth structure olong the axis of the riff from Loke Baringo to Lake Mogadi (velocittes in $\mathrm{km} / \mathrm{s}$ ).
(Khon el ol., 1987 )
mediate shots were recorded by 42 three component recording stations at 3.5 km intervals between Chepkererat and Susua. Across the rift an E-W line was completed with end shots at Ewaso Ngiro (EWA) and Makuyu (MAK) with recording stations at 1.25 km intervals. Interpretation was based only on the axial N-S line because the data from the E-W line were of poor record quality. The explosion program was also followed by three earthquake recording experiments.

Analysis of phases observed up to a few tens of kilometres from the shots on the N -S line and previous experiments show that the rift infill has velocities ranging from 1.4 to $4.6 \mathrm{~km} / \mathrm{s}$ and thicknesses ranging from 2 km (beneath Lake Baringo and Susua) to 6 km (beneath Lake Naivasha). Erom phases identified as $P_{g}$, the authors established that the uppermost basement dips south from Lake Elmenteita to Lake Naivasha. Basement velocity increases from about $6.1 \mathrm{~km} / \mathrm{s}$ at the top of the basement to about $6.25 \mathrm{~km} / \mathrm{s}$ at 10 km depth.

The authors observed four correlatable phases three of which they identified as reflections. These phases were combined with others mentioned above to derive the model shown in fig. 1.l2d. The model suggests crustal thinning away from the culmination of the Kenya dome where a $7.6 \mathrm{~km} / \mathrm{s}$ layer at about 35 km depth is overlain by a 10 km thick lens including anomalous velocity ( $6.6 \mathrm{~km} / \mathrm{s}$ ) material regarded as the base of the crust.

The results suggest that the compensation of the Kenya topographic dome is due, at least in part, to crustal thickening. The basement velocities (about $6.1 \mathrm{~km} / \mathrm{s}$ at the top) appear too low to be associated with the dense axial intrusion within the crust usually associated with the superposed axial positive Bouguer gravity anomaly. However, $6.1 \mathrm{~km} / \mathrm{s}$ could represent
intrusive material, since lower basement velocities (about 5.8 $\mathrm{km} / \mathrm{s}$ ) have been measured off the rift axis (Swain et al., 1981; Maguire and Long, 1976) and velocity increases with depth, possibly indicative of multiple dyke injection from below. The results of this study also suggest significant variations in crustal structure both across and along the rift axis.

Maguire and Long (1976) analysed first arrival data from local and regional earthquakes recorded at Kaptagat. The eastern events $\left(0^{\circ}-160^{\circ}\right.$ azimuth) fell into two groups. The first group were those with $\mathrm{P}-\mathrm{S}$ times greater than about 15 s which originate from the rift at long distances (about 180 km ) to the north and south. Apparent velocities for events in this group fall in the range 6.8 to $7.6 \mathrm{kms}^{-1}$. No attempt was made to interpret them as they may not have sampled the rift structure.

The other group includes events with P-S times less than 15 s which originate from the rift immediately to the east of Kaptagat. Events in this group were used to study the rift structure. These events could be divided into two satistically seperate groups with velocities of $7.9 \pm 0.3$ and $7.1 \pm 0.3 \mathrm{kms}^{-1}$ appearing at similar azimuths and P-S times. The authors offered no explanation for the $7.9 \mathrm{kms}^{-1}$ group.

They explained the $7.1 \mathrm{kms}^{-1}$ arrivals as headwaves from a shallow and nearly horizontal boundary. This interpretation immediately implies the foci must be near the surface for this group. They argued that the $7.5 \mathrm{kms}^{-1}$ velocity observed by Griffiths and others could be due to a dip, towards the north, of the $7.1 \mathrm{kms}^{-1}$ refractor whose true velocity must be less than $7.5 \mathrm{kms}^{-1}$ and probably greater than $7.1 \mathrm{kms}^{-1}$. The $7.1 \mathrm{kms}^{-1}$ material may exist beneath the $6.4 \mathrm{kms}^{-1}$ material of Griffiths et al. (1971).
S.vaçe (1979) and Savage and Long (1985) measured vertical delay times foi teleseismic events recorded at stations on the Gregory rift close to the equator. Significantly smaller delay times were observed at the centre of the rift than at the edges. This dip in delay times runs along a line coincident with the rift axis and corresponding to the positive gravity anomaly. This was shown to indicate that the anomalously low velocity and low density zone within the upper mantle penetrates the crust to form an intrustion of relatively high velocity material along the rift axis.

The derivation of a structural model to fit their delay time data was based on certain reasonable assumptions. Their model assumes that a uniform crustal structure exists, both to the east and west of the rift as derived from Kaptagat dater (Maguire and Long, 1976). A P-wave velocity for the anomalous zone at crustal depths was assumed as $7.5 \mathrm{~km} / \mathrm{s}$ as recorded by Griffiths et al.(1971).

This data was then satisfactorily interpreted in terms of a model with a high velocity axial intrusion into the crust (fig. 1.13). The width of this intrusion at the normal base of the crust was estimated as about 30 km while the depth to its top surface was estimated to be about 20 km . The delay time data thus establishes, independently, the existence (suggested mainly by gravity data) of the low density, low velocity material in the upper mantle beneath the Kenya dome and the intrusion of this material to crustal levels.

The delay time minimum is associated with a localized region of topmost crust some 20 km deep and 20 km across, suggestive of a magma chamber (Long, 1986). Further evidence indicate that this chamber is probabiy being fed by a hot column of material arising from sub-lithospheric depths.

rift
Fig 1.13: Seismic crustal model across the Gregory at about $0.5^{\circ} \mathrm{N}$ latifude. Depths are in km and velocities in $\mathrm{km} / \mathrm{s}$. (Griffiths et alo. 1971: Maguire and Long.1976; Savage and Long. 1985).

Teleseismic data are unlikely to give a unique and detailed geometry/size of the top surface of the intrusion at shallow crustal levels. Hence the depth to and the lateral extent of the top surface of this intrusion need to be determined more accurately by more suitable methods.

The existence of normal shiedl type crust in close proximity to anomalous rift structure implies the existence of a sharp boundary between the two structures. In this study attempts will be made to define the western limit of the rift crust/lithosphere. Velocity depth profile for the lithosphere beneath the Gregory rift at about $0.5^{\circ} \mathrm{N}$ latitude will also be derived.
1.8 Theories of the rift formation.

The Cainozoic continental rift zones are associated with a number of common observed characteristic features. These features include higher than normal heat flow, large amplitude long wavelength negative Bouguer anomaly with a superposed positive low amplitude high along the rift axis, delayed teleseismic body wave travel times, seismic and volcanic activity with various depths of magma source. The crust/lithosphere in these rift zones is uplifted, thinned, domed and extended. These observations have been interpreted in terms of the existence of hot low density and low velocity material in the upper mantle. This material which is probably less dense than the mantle part of the lithosphere shallows beneath the rift zone resulting in thinning of the lithosphere. Isostatic equilibrium is maintained by crustal uplift and doming. Some of these geophysical data are discussed below.

Morgan (1983) analysed heatflow data from the Cainozoic continental rifts: Baikal, East Africa, Rhine and Rio Rande: Most of the data indicate higher than normal heat flow with means of
about $70-125 \mathrm{~mW} / \mathrm{m}^{-2}$ restricted to the volcanic areas of the grabens in the rift systems. In the Gregory rift, a high mean heatflow of $105 \mathrm{~mW} / \mathrm{m}^{-2}$ was observed in a zone (on the rift floor) dominated by volcanics while on the eastern and western rift shoulders, normal heat flow values of 39 and $57 \mathrm{~mW} / \mathrm{m}^{-2}$ respectively were observed. This is consistent with data from geothermal mapping along the Gregory rift which indicate that an average of ll-30 MW km of heat is advectively emitted along the rift (Crane and O'Connell, 1983). The bulk of the advected heat is lost through the central part of the Kenya dome on the rift floor. Local graben heat flow anomalies are thought to be primarily due to convection of heat through the lithosphere of the rift zones by ascending magmas.

Conductive zones have been detected in the lower crust and upper mantle beneath the Gregory rift by magnetotelluric and geomagnetic deep sounding data (Banks and Ottey, 1974; Rooney and Hutton, 1977; Banks and Beamish, 1979). Similar conductive zones have been observed in the Baikal, Rhine graben and Rio Grande rift zones (Jiracek et al., 1983). The intra crustal conductive zones are generally interpreted in terms of high temperatures and partial melt at crustal levels although Jiracek et al. (1983) argue that there can be alternative sources for a similar electrical anomaly observed in the Rio Grande rift. The upper mantle electrical anomally is associated with the low density low velocity material indicated, by gravity and seismic data, to exist in the upper part of the upper mantle beneath the Gregory rift.

Regional Bouguer anomalies of $100-200 \mathrm{mgal}$ (Gregory rift), 160 mgal (Rio Grande rift), $20-30 \mathrm{mgal}$ (Baikal rift) and $\pm 10$
mgal（Rhine graben）have been reported（Neugebauer，1983）． These regional anomalies are associated with low density upper mantle．Superposed on the longwavelength regionals are shorter wavelength highs that may be related to magmatic intrusion in the crust（Baker and Wohlenberg，1971；Searle，1970；Banks and Swain。 1978）。

Olsen（1983）has reviewed available seismic data from these rift zones；thinned crust and anomalously low compressional wave velocities in the upper mantle，generally interpreted as evidence of asthenospheric upwelling，are indicated by the seismic data in the rift zones studied．

The rift zones are also all associated with domal uplifts of the order of 1 to 2 km with diametres of a few hundred kilo－ meters or more and with crustal extension．In the Gregory rift， geological evidence suggests that uplift began to grow in the Miocene before the development of the rift（Logatchev et al．． 1983）．This would suggest that here uplift may be cause of rifting．Crustal extension relative to the initial width of the graben zones have been estimated as about $25-35 \mathrm{~km}$ for the Kenya rift， 32 km for the Rio Grande rift，about 10 km for the Baikal rift and not more than 5 km for the Rhine graben （Neugebauer，1983）．The extension correlates with thinned crust and anomalous upper mantle indicated by the presence of low density and low velocity material beneath the rifts．

All these continental rifts exhibit pre rift and late rift volcanism．Crustal extension and total volume of volcanism appear to be proportional for example the total volume of volcanics is 20 times greater in Kenya rift zone than in the Baikal rift zone（Logatchev et al．，1983）．In the Gregory rift， the maximum volumes of magma erupted during the pre－
and late rift periods.
These common features observed in the Cainozoic continental rifts suggest that one common mechanism of continental rifting may prevail. This common mechanism may be modified by the volcanic-tectonic activity in the plate induced by boundary conditions prevailing on the plate. Any acceptable mechanism for the rift formation must therefore be able to explain these observed features. The Gregory rift is the best example of a continental rift and a mechanism for its formation may be modified to apply to other continental rifts.

Current mechanisms proposed for continental
rift formation generally fall into two classes: active and passiver (Sengör and Burke, 1978). In active rifts extension and subsequent break up of the lithosphere result from convective upwelling of the asthenosphere due to gravitational instability. The asthenospheric upwellings thin the lithosphere causing isostatic uplift and lithospheric failure (Neugebauer, 1978). For active rifts, doming probably precedes/ causes rifting (Crough, 1983; Mareschal, 1983) although this view is not generally accepted (Baker al aly 1972 ) generally held to be active (Girdler et al., 1969; Fairhead, l976; Logatchev et al., 1983). Passive mechanism for continental rifting generally relate the tensional failure of the lithosphere to preexisting tensional stresses, which are perhaps a consequence of large-scale plate interactions.

In this case the lithosphere is stretched and the asthenosphere plays a passive role (Keen, 1985)。 Hot less dense asthenospheric rocks rise passively through the colder and more dense mantle part of the lithosphere to the vicinity of the Moho and may displace crustal rocks. Uplift is caused by lateral spread of these diapiric rocks near the Moho (Turcotte and Emerman, 1983).

The sources of lithospheric stress have been reviewed by Bott and Kusznir (1984). Two main categories of lithospheric stress are suggested : the renewable and non-renewable. The renewable stresses are those that persist, as a result of continued presence or re-application of the causative boundary or body forces, even though the strain energy is being progressively dissipated. Important examples include plate boundary forces (Forsyth and Uyeda, 1975 ; Solomon et al., 1975) and isostatic effects associated with anomously uplifted areas such as deeply eroded mountain chains or high plateaus (Artyushkov, 1973; Turcotte and Oxburgh, 1976; Bott and Mithen, 1981). The non-renewable stresses are those that can be dissipated by release of strain energy initially present- these include bending stresses, thermal stresses and membrane stresses generated in a moving lithospheric plate in response to non-sphericity of the earth (Turcotte and Oxburgh, 1973; Freeth, 1980).

An important phenomenon that can generate large stresses at shallow depths is the stress amplification caused by lithospheric creep (Bott and Kusnir, 1984)。 This causes externally applied stress to be concentrated in the upper lithosphere as a consequence of creep and stress decay in the lower lithosphere。 This stress amplification is applicable to renewable stresses and is most pronounced in regions of very high geothermal gradients; in these regions the stress can be amplified to levels sufficient to fracture the whole brittle-elastic part of the lithosphere. For the stress caused by isostatically compensated surface loads, the effect of stress amplification is most conspicous if the isostatic compensation is deep seated, that is, in the upper mantle (as in East Africa). Bott and Kusznir (1979) showed that the continental lithosphere of a plateau uplift region of 2 km elevation (as in East Africa) modelled in terms of an upper elastic layer 10 km thick above a visco-elastic lower crust and upper mantle, can give rise to stress differences of about 200 Mpa in the elastic layer at the top of the crust. This is sufficient to rupture the lithosphere.

In both active and passive models for rift formation, three basic mechanisms have been suggested for lithospheric thinning, and rifting. These are thermal thinning, mechanical thinning (or lithospheric stretching) and asthenospheric diapirism. In thermal
thinning the lithosphere is static，but material is removed from the base of the lithosphere by heating，conversion to asthenosphere and removal in an asthemosphere convection system．In mechanical thinning ox lithospheric stretching，the lithosphere matexial moves laterally in response to a regional extensional stress field ${ }^{2}$ and the asthenosphere rises passively to fill the void created by the thinning lithosphere。 In asthenospheric diapixism the asthenosphere penetrates the lithosphere driven by the gravitational instability of the less dense asthenosphere under a more dense mantle lithosphere，and then occurs in both the lithosphere and asthenosphere。 All current theories of rift formation involve these mechanisms in warfing degrees．Some of these proposed theories are now discussed．

McKenzie et al。（1970）applied the concept of sea floor spreading and plate tectonics to explain the formation of the Eastern rift．In this treatment，the Red Sea，the Gulf of Aden and the Eastern rifts are considered as three limbs meeting at a triple junction at Afar．These three axes seperate the Afro Arabian region into the Nubian，Somalian and Arabian plates．

The relative motion between the plates on each side of the eastern rift can be obtained from the opening of the Red Sea and Gulf of Aden spreading axes．If the motions between the Arabian and Somalian and the Arabian and Nubian plates can be determined， the motion between Somalian and Nubian plates may be calculated from the postulates of plate tectonics．

Laughton（1966）used the strikes of transform faults in the Gulf of Aden to determine the motion between the Arabian and Somalian plates．He obtained a pole at $26.5^{\circ} \mathrm{N}$ and $21.5^{\circ} \mathrm{E}$ with a rotation angle of $7.6^{\circ}$ ．This result was consistent with geological
evidence，seimicity data，fault plane solution for earthquakes （Sykes and Landisman，1．9GM）and marnetic lineations in the Gulf of Aden．

From the fitting of the coastlines on both sides of the Red Sea，McKenzie et al．（1970）obtained a pole of rotation for the Arabian and Nubian plates at $36.5^{\circ} \mathrm{N}_{\rho} 18^{\circ} \mathrm{E}$ 。 This is supported by the fault plane solution of earthquakes located in the Red Sea：

Combining the poles of opening and rotation angles for the Red Sea and Gulf of Aden，a pole and an angle of rotation between Nubian and Somalian plates were obtained．The resulting pole is at $8.5^{\circ} \mathrm{S}, 31.0^{\circ} \mathrm{E}$ with the rotation angle of $1.9^{\circ}$ ．This implies that the opening that has taken place on the Eastern rift varies from 65 km in northern Ethiopia to 30 km in Kenya。

But geological data will allow only between 5 and 25 km of crustal extension in the central sector of the Gregory rift but not more than about 3 km at its extremeties（Baker and Wohlenberg， 1971）．The rift formation is therefore difficult to explain in terms of the concept of plate tectonics in the simple form suggested above。

The concept of crustal（lithospheric）plate motion over mantle hot spots has been advanced by Wilson（1963）to explain the origin of the Hawaiian and other island arc chains．Morgan（1971） suggests that the mantle plumes or hot spots could also $\operatorname{explain}$ the formation of continental rifts and their transformation into ocean basins．He infers that there are about 20 deep mantle plumes bringing heat and relatively primordial material up to the asthenosphere。 Horizontal currents in the asthenosphere flow radially away from each of these plumes．The currents produce
stresses on the bottoms of the lithospheric plateso These stresses combine with stresses generated by plate to plate inter－ actions to provide the energy and direction for plate motion． It is argued that a line of hot spots could produce currents in the aesthenosphere in such a way as to cause continental breakup．

Burke and Wilson（1976）suggest that the Eastern rift may have formed as a result of the African continent coming to rest over a number of hot spots．The dome（eog．the Kenya or the Ethiopian dome）that swells up over each hot spot is subsequently subject to fracturing which has characteristic three－arm pattern。 Two successful arms on the Ethiopian dome（i。e。the Red Sea and the Gulf of Aden）opened up to form an ocean basin．The third arm（striking south into Ethiopia from Afar triangle）remains a dry fissure on the continental land mass．

Could this hypothesjs be applied to the Kenya dome？The Gregory rift with its swing in direction at about the equator may represent the possible prospective successful two arms．The Kavirondo rift may then represent the third（failed）arm。 Opinions on this view are divided．While some workers regard the Gregory rift as marking the initiation of an episode of crustal spreading，some ecological data（King，1978）suggest that the rift is at the closing stages of its evolution．Model calculations show that the continental lithosphere can be thinned to the base of the crust by mantle plumes in $50-75$ million years． The long length of time required appears to rule out this lithose pheric erosion mechanism as a viable mechanism for lithospheric thinning and rifting（IUrcotte and Emermang 1983；Oxburgh，1978）。 Although the plume theory is not viable on its owng it may serve
as energy source for some models requiring heat input．
Membrane tectonics theory has been sugcested as an explanat－ ion for the formation of the rift system in East Africa（Iurcotte and Oxburgh，1973，1976；Turcotte，1974；Oxburgh，1978）。 Accord－ ing to this theory，the radij of curvature of a plate change as the plate changes latitude。 This change of curvature enables the plate to accommodate its shape to the change in curvature of the geoid between the equator and the poles．It has been shown that a plate moving towards the equator should have its margins in compression and its central part in tension；for motions away from the equator the tensional and compressional zones are reversed．

Oxburgh and Turcotte（1974）applied this theory to explain the formation of the Lastern Rift．From palaeomagnetic evidence they infer that Africa started moving northwards since about 100 million years（my）ago at a constant rate of about $0.25^{\circ} / \mathrm{my}$ 。

The African plate is of a size roughly $90^{\circ}$ by $90^{\circ}$ 。 The tensile stress in the centre of a circular plate of that size moving northwards towards the equator is of the same order as the strength of the plate and should be sufficient to rupture the plate．It is，therefore，argued that the East African Rift System was produced by membrane stresses in the lithosphere， developed in response to the rapid latitude change experienced by East Africa during the late Cretaceous and Tertiary。

This theory seemed capable of explaining most major features associated with the Gregory Rift。 The East African Rift system seems to have developed in the central part of a plate moving towards the equator．According to the membrane theory，the central part is the refion of tension．Accordingly；the crack （rifting）and accompanying volcanism will migrate southwards，
which is consistent with observation．The nature and finite extent of the extension are also explained．But the extension across the Red Sea and the Gulf of Aden is too much to be explained by the membrane tectonic theory。 Perhaps membrane stresses may have stanted the initial fractures whose later developments were controlled by other processes．

Gass（1970，1972）explains the formation of the Eastern Rift in terms of unusually high temperatures in the upper mantle。 He argues that domings rifting and magmatism are expressions of well localised thermal disturbance in the upper mantle。 This disturbance is perhaps produced by Elder ${ }^{\circ}$ s（1966）lithothermal systems involving both heat and mass transfer．

Heat from rising lithothermal systems aided by the blancket－ ing effect of radiogenic heat would cause partial melting in the upper mantle and therefore make magma available．Thermal gradient is increased necessitating the downward movement of the main phase boundaries in the mantle．The lowering of phase boundaries would result in an increase in volume because the low temperature，high pressure minerals would revert to their less dense high temperaturc equivalents．The increase in volume would then be relieved by vertical uplift of the overlying crust and upper mantle（e．g．Kenya done）consistent with isostatic equili－ brium（Bullard，1936）。

The continental crust（or better the lithosphere）is consequently fractured to relieve tensile stress．Lines of structural weakness thus created facilitate further faulting and magmatic activity．Gass shows that the zone of partial melting extends higher nearer the surface with time and crustal seperation results from injection of magma which later solidifies．

Using field petrochemical data, he shows that the chemistry of products of volcanic activity depends on the depth and temperature and pressure conditions in which the parent magma was formed. The deeper the magma source, the farther away the stage is from crustal seperation and formation of ocean floor.

The uplift stage is preceded and accompanied by eruption of alkajj. basalts. This is perhaps close to the present stage in the Gregory rift zone. In zones of crustal attenuation. where the continelit ie extremely thir but still present, the volcanism is of intermediate type that leads on fractionation to peralkaline differentiates. Perhaps the Ethiopian rift typifies this stage. Where the seperation of the crust has taken place, new ocean floor of tholeiitic basalt is formed as in the Red Sea and Gulf of Aden although spreading in the Gulf is at a more advanced stage.

The lithospheric stretching mechanism first suggested for the formation of sedimentary basins (McKenzie, 1978) has been subsequently applied to graben formation. This involves uniform stretching of a section of the continental lithosphere resulting in the thinning of the lithosphere including the continental crust. Hot asthenospheric material wells up beneath the thinned lithosphere. The heating and thinning of the mantle part of the lithosphere causes isostatic uplift, but this is outweighed by the subsidence caused by thinning of the continental crust unless the lithosphere
is unrealistically thick. This mechanism, in its present form, is not considered as a viable mechanism because of lack of obvious evidence for intense crustal stretching and is also rejected on the basis of geothermal arguments (Bott and Mithen, 1983; Neugebauer, 1983).

Vening Meinesz (see Heiskanem and Vening Meinesz, 1958) has shown how tensional stress within the crust can lead to the formation of a graben. He assumed that the continental crust can be treated as an elastic layer floating on a denser fluid substratum formed by the underlying topmost mantle. The first stage is the formation of a planar normal fault (with hade in the range $50^{\circ}-70^{\circ}$ ) in response to the crustal tension. The down-bending of the crust on the downthrow side produces a supplementary tension which initiates the formation of a second normal fault at the position of maximum bending, calculated to be at about 65 km distance from the first fault. If the second fault also dips inwards, then a downward narrowing wedge of crust subsides isostatically between the faults as adjacent parts of the crust bend upwards to form rim uplifts. The isostatic principle is not violated since the central block narrows downwards and has to sink farther before its weight is supported by hydrostatic upthrust (figo 1.14a) 。

The Vening Meinesz hypothesis predicts a small crustal root beneath the graben, produced by the wedge subsidence. This is not borne out by observations, which suggest that the Moho certainly is not depressed and may even shallow beneath rift systems.


Fig 1.140 Crusial tension and the formation of grabens (Heiskanen and Vening Meinesz, 1958).


Fig 1.14b Graben formaition by wedge subsidence (Boll, 1976 ).

The classical Vening Meinesz hypothesis has been extended to apply to subsidence of a wedge of brittle upper crust (rather than the crust as a whole), with outflow of ductile material occuring in the lower crust (Bott, 1976, 1981; Bott and Mithen, 1983). This modified wedge subsidence hypothesis is based on the loss of gravitational energy as the wedge of brittle upper crust subsides with bordering rim uplifts in response to deviatoric tension. Fig。 l.l4billustrates the process. The underlying part of the lithosphere can deform by creep so that outflow can occur in the lower crust in response to the wedge subsidence. The existence of a ductile zone within the crust of the rift zones is supported by heat flow and geomagnetic deep sounding data and by seismicity studies. The brittle-ductile transition is estimated at about $15-25 \mathrm{~km}$ depth within the crust. Bott and Mithen (1983) estimate that for continental rifts, a deviatoric stress of the order of 100-200 MPa (1-2 Kbar) is required if subsidence of the order of 5 km (with sediment loading) is to be explained for a graben about 40 km wide. During rift development, therefore, this stress must be developed within the upper crust either as intraplate stress related to plate boundary forces, or as a result of lateral density contrast within the plate.

Plate boundary forces appear to be inapplicable to the present day situation in East Africa because ocean ridges developing ridge push force occur on both sides of the African plate. It has been shown that the required stress difference of the order of 100-200 MPa (1-2 Kbar) can develop
in the upper elastic part of the crust in regions such as East Africa in response to a 2 km plateau uplift isostatically supported by a low density region in the upper mantle caused by thinning and heating of the lithosphere (Bott and Kusznir, 1979; Bott, 1981; Neugebauer and Temme, 1981; Crough, 1983). The isostatic loading effect thus seems to be the most viable explanation of tension and rifting in the present day up arched rift regions such as East Africa. But as has been pointed by Bott (l981), it does not necessarily imply that doming must precede the main stages of rifting.

It is clear that the rift formation can not be fully explained by one of the mechanisms discussed above. The rift formation is probably a result of interplay between individual mechanisms, the contributions from a particular mechanism being a function of time.

In summary, doming and rifting processes in East Africa are probably caused by magma upwelling from the underlying mantle (hot spot) impinging at the base of the lithosphere (Bott, 1981)。 Possible stages in the rift development as suggested by Bott (1981) are shown in fig. 1.15.

In the first stage (a), hot spot forms below the continental lithosphere by upwelling from deeper parts of the mantle. In the second stage (b), the continental lithosphere becomes thinned, with consequent isostatic uplift and development of tensile stress system in the upper crust. In the third stage (c), graben formation starts when the tensile stresses become significantly large。


## Surface load


(c)


Fig.1.15: Stages in the development of a domed and rifted structure: (a) Hot spot forms below the continental lithosphere by upwelling from the deeper parts of the mantle. (b) The continental lithosphere becomes heated and thinned, with consequent isostatic uplift and development of tensile stress system in the uppe: crust. (c) Graben formation starts when the tensile stresses become sufficiently large.
(From Bott, 1981).

Strong support for this active mechanism for the formation of the Bastern Rift comes from theoretical and experimental studies．From theoretical studiess Neugebauer（1933）explained continental rift formation in terms of mantle diapirs resulting initially from inverted density within the lithosphere／asthenosphere system。 The resulting instability culminates in the thinning and doming of the lithosphere and the elastic deformation of the upper crustal layers．Wendlandt and Morgan（1982） studied dated igneous rocks within the Kenya dome from which they showed that the depth of origin of the source magma for rocks within the Gregory rift decreased from about 170 km （about 41 my ago）to crustal levels（about 5 my ago）。

The mechanism suggested by Bott（1981）is broadly similar to the mechanisms suggested by Gass（1970，1972） and Gass et al。（1978）。 Rifts form at the crest of domes．＂ Eventually，the continent may split along a line of connecting rift arms of soveral domes．

## CHAPTER 2

DATA COLLECTION

### 2.1 Introduction.

Data for the present study were recorded at the crosslinear array station which was installed at Kaptagat (in Northern Kenya) by the University of Durham。 It was operated continuously from late 1968 to June 1972. The array was set up to supply data for the study of local seismicity and the structure of the crust and upper mantle in East Africa.

Geology of Kaptagat Area.
Kaptagat station (fig.1.2 ) at an elevation of about 2390 m was located on the Uasin Gishu plateau composed of tertiary phonolite lavas which dip gently to the west. Below the phonolites the geology is horizonially layered. The Uasin Gishu plateau is an upstanding block defined by the following major boundary faults. About 15 km to the east of Kapatagat is the Elgeyo escarpment which forms the western boundary of the Gregory rift. About 60 km west of the array station is the NNW-SSE trending Nondi fault. To the south is the Nyando fault which is the northern escarpment of the Kavirondo rift valley.

There are two major lava flows. The lower flow exposed to the west of Kaptagat is sparsely porphyritic. The upper flow contains abundant large nepheline and glassy feldspar phenocrysts. The greater part of the flat land of the plateau is formed by the lower flow. These phonolite flows were erupted after the early periods of major tertiary uplift and overflowed from the rift trough onto
the plateau. Age is estimated in the range $12-13.5$ my. (King and Chapman, 1972). The lower flow lies directly on Precambrain basement system gneisses in the north (Jennings, 1964). The only borehole which pierced the phonolite showed a total thickness of 144 m 。 As this is only 15 km southwest of Kaptagat, it is inferred that the thickness of the phonolite beneath Kaptagat is between 150 and 200 m 。

### 2.3 Array siting and instrumentation.

Birtill and Whiteway (1965) discuss the necessary conditions to be satisfied before a location can be chosen as suitable for siting an array of the type used in this study and the optimum spatial distribution of the array elements. The location should have low seismic noise level; this implies that the station must be far removed from coasts and major industrial centres. The geology of the site should be laterally homogeneous and horizontally layered. Well consolidated and unweathered rocks should be near enough to the surface so that the seismometers can be firmly coupled to them with minimum drilling costs. The elevation of the stations should be as constant as possible with a maximum tolerance of no more than $\pm 60 \mathrm{~m}$. The sharpest velocity and azimuth response is obtained when the array aperture has dimensions comparable to the longest wavelength of the signal of interest. Spacing between adjacent seismometers should be small to ensure signal coherence but
large enough to decorrelate noise across the array.
Kaptagat satisfies most of these conditions. The array dimension (about 5 km ) makes it suitable for the study of local and some regional events. In the present study, dominant frequency of selected events is about 4 to 5 hz ; measured apparent surface velocity for the $P$ wave is in the range 5.6 to $8.0 \mathrm{kms}^{-1}$. The longest apparent wavelengths are therefore about 2 km ; the array dimension is, therefore, about $2 \frac{1}{2}$ times the longest apparent wavelength. Very sharp velocity and azimuth resolution should thus be achieved.

Kaptagat is about 600 km from the nearest coast (the East African coast); hence microseismic noise is low, about $7 \mathrm{~m} \mu$. To ensure efficient ground coupling, the seismometers were placed in solid phonolite outcrops which cover the entire area. Sites were surveyed to an accuracy of $\pm 30 \mathrm{~m}$ and differences in height were less than about 100 m . The site coordinates relative to the crossover point are shown on table 2.1 .

Kaptagat was a small aperture cross-linear array。 It consisted of ten Willmore Mark II short period seismometers set vertically to 2 s period and arranged in an inverted 'L' shaped form (fig.2.f.). The arms of the array run approximately east-west (yellow line) and north-south (red line). The inter seismometer spacing on each arm was about 1 km and the total,length (dimension) of each arm was about 5 km .

Table 2.1

Seismometer site coordinates and altitudes

| Pit | $\mathrm{X}(\mathrm{km})$ | $\mathrm{Y}(\mathrm{km})$ | Estimated <br> error $(\mathrm{km})$ | Altitude <br> $(\mathrm{m})$ |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{R}_{1}$ | -0.098 | -0.766 | $\pm 0.010$ | +10 |
| $\mathrm{R}_{2}$ | -0.114 | -1.425 | $\pm 0.020$ | +20 |
| $\mathrm{R}_{3}$ | -0.365 | -3.077 | $\pm 0.010$ | +30 |
| $\mathrm{R}_{4}$ | -0.663 | -3.736 | $\pm 0.030$ | +10 |
| $\mathrm{R}_{5}$ | -0.925 | -5.200 | $\pm 0.010$ | +30 |
|  |  |  |  |  |
| $\mathrm{Y}_{1}$ | -0.446 | 0.166 | $\pm 0.001$ | 0 |
| $\mathrm{Y}_{2}$ | -1.888 | 0.003 | $\pm 0.015$ | -30 |
| $\mathrm{Y}_{3}$ | -2.645 | 0.025 | $\pm 0.030$ | -50 |
| $\mathrm{Y}_{4}$ | -3.720 | -0.013 | $\pm 0.010$ | -50 |
| $\mathrm{Y}_{5}$ | -4.750 | -0.250 | $\pm 0.060$ | -70 |


ig 29: Plan of Kaphagat array with rod(R) and yellow(Y) lines of seismometers.

The recording equipment used is similar to that described by Long (1968). Within each seismometer package the output from the seismometer was amplified and then frequency modulated. The frequency modulated signals from the ten seismometers were communicated to a central recording station by twin field telephone cables. These signals and a signal from a long period instrument were recorded onto one inch fourteen track analogue magnetic tape. The speed of the tape was $\frac{15}{160}$ inch per second.

A binary time code giving the day, hour, minute and second was generated by a quartz crystal clock and recorded on one track of the tape. Another track of the tape was used to record standard time signal from radio (Greenwich Mean Time). This was used to calibrate the local clock when radio reception was good enough.

To check that the seismometer lines were functioning and to give amplitude information, calibration pulses were generated in the seismometer package by a remote calibration unit that was triggered by a pulse sent down the line from the central recording station. Power for the whole array system was taken from a set of twelve 6 volt accumulators at the central recording station. Power (d.c.) was fed to the seismometer packages down the same twin telephone cables that also carried the frequency modulated seismic signals. Direct current was transmitted to simplify the seperation of signal and power. Each magnetic tape recorded for about eleven days.

Play back facilities were available at Kaptagat central recording station for preliminary picking and listing of events. But the main playback facilities and seismic data processing laboratory are housed in Durham。

## CHAPTER 3.

VELOCITY FILTERING

### 3.1 Seismic Arrays.

A seismic array is considered here as a spacial deployment of seismometers at three or more sites on the earth's surface. The spacial extent (or aperture) may vary from one kilometre to hundreds of kilometres. The array is characterized by uniform instrumentation and a common time base。 For small and medium aperture arrays, outputs from all seismometers are communicated through amplifiers and filters to a central control point and recorded on a multichannel analogue or digital magnetic tape as an ensemble. Beneath such arrays, it is assumed that the geology is uniform. Then provided that the distance to the source is large compared to the dimensions of the array, the signal of interest is assumed to be coherent across the sensors while noise is random or incoherent. The degree to which these assumptions are satisfied depends on inter-seismometer spacing, the nature of the noise prevailing. in the locality and the degree of crustal homogeneity. Furthermore if the signal source is at a large enough distance from the array, the wave front can be assumed to be plane.

Data from seismic arrays are subsequently machine processed to achieve a number of objectives. By introducing time delays to compensate for the signal propagation time across the array and summing the coherent outputs from each seismometer, an improvement in signal-to noise ratio (SNR) of arriving signals is obtained. Time delays required to bring the signals into phase provide a direct estimate of the azimuth and apparent velocity (or slowness) of the signal. Signals, from different
events, which arrive at an instrument supcrimposed can be seperated in time if they cross the array with different apparent velocities and/or azimths. Seismic array data are also used for the study of seismic noise structure (Lacoss et al., 1969).

The earliest host known seismic arrays are the medium aperture crossed linear arrays which have been operated since early 1960 s and which have since then been used for global seismology studies. The arrays sponsored by the United Kingdom Atomic Encrgy Nuthority (UKAEA) are operated in collaboration with the relevant scientific authorities of the countries in which they were established. They were installed in Eskdalom(fir (EKA), Scotland; Yellowknife (YKA), Canada; Gauribidanur (GBA), India; Warramunga (WRA), Australia; and Brazilia, Brazil. These medium aperture linear cross arrays were designed primarily for the recording and analysis of teleseismic events (ranges $>25^{\circ}$ ). These were 21 element arrays in which the elements were arranged in two orthogonal crossed lines (usually identified as the red and blue lines) each of ten short period vertical component seismometers and using apertures up to 25 km (Carpenter, 1965) 。

The interseismometer spacing of about 2.5 km was found, from empirical experience, to be small enough for teleseismic signal coherence but large enough to decorrelate noise across the array (Lacoss, 1975). With this condition, an achievement of $\sqrt{n}$ in $S N R$ was aimed at from delay and sum processing (Birtill and Whiteway, 1965).

Results achieved by the use of medium aperture seismic arrays were sufficiently promising to suggest that substantial further improvements in SNR and identification might be expected from an even larger array having more than an order of magnitude greater number ( $n$ ) of seismometers. Such a large aperture seismic array (LASA) was sponsored by the U.S. government and installed in Eastern Montana in 1965. The location chosen for this array was sparsely populated, relatively uniform geologically and remote from oceans.

A description of the geometry of LASA at about the time of its installation is given by Mack (1969) and Forbes et al. (1965). LASA consists of 21 subarrays or clusters in the configuration shown in fig. 3.1 and deployed over an aperture of about 200 km . The subarrays are considered to be located on 5 non circular rings labelled $B, C, D, E$ and $F$ with a central subarray labelled $A_{o}$. Each ring has four subarrays so that each subarray is identified by a letter and a number. A subarray consists of 25 short period (SP) vertical seismometers arranged in six radial arms and has an overall diameter of about 7 km . This aperture was chosen to allow suppression of surface wave modes of velocity lower than about $3.5 \mathrm{~km} / \mathrm{s}$ and frequencies above 0.2 hz . The seismometers in each subarray were placed at the bottom of deep cased and cemented boreholes (about 152 m for the central hole and about 61 m for the other holes); this had the effect of further suppressing noise at higher frequencies.

At the centre of each of the 21 subarrays is a set of three component set of long period (LP) instruments. The LP instruments respond to frequencies in the range of about


Fig. 3.1: (a) LASA plon and (b) the configuration of a typical ;subarroy.
0.01 to 0.20 hz . On the whole, therefore, LASA consists of 525 SP instruments and 21 three component LP sets.

In a concrete vault near the centre of each subarray, a subarray electronics module multiplexes and digitizes the 25 seismometer outputs into a single bit stream which is then transmitted to the LASA data centre. At the data centre the bit streams from the 21 subarrays are combined, computer processed and the results displayed or transmitted to remote locations for further processing.

Most processing techniques for array data assume that the signal does not change within the area of the array or that it changes in a predictable manner. In the case of LASA this assumption is not valid for the array as a whole because of the large aperture involved.

The subarrays are of the right size to reject surface wave noise propagating at relatively low speeds. The short period data at each sub-array is processed as an ensemble to remove this surface wave noise leaving body wave noise coming across the array with much higher velocities. A second stage of processing would be to combine the processed outputs from the different sub-arrays to basically get rid of this body wave noise with the aim of maximising improvement in signal-to-noise ratio. In principle, applicable processing techniques include beam forming, filter and sum processing and frequency-wave number spectral analysis.

Lacoss (1975) observed that the desired goal of significant improvement in signal to noise ratio has not been achieved with the short period data because assumptions about noise
and signal characteristics are usually not fully satisfied. The inter seismometer spacing (about 0.5 km ) within the subarray was, for example, not large enough to decorrelate noise Furthermore, crustal heterogeneity results in some loss of signal coherence. On the other hand, more significant improvement in SNR has been recorded with the LP data.

Experience gained from the operation of LASA has been utilised in the installation of other large aperture arrays. The Norwegian seismic array (NORSAR) installed in 1970 is similar to LASA except that there are 22 long period sites and subarrays; the aperture is about 100 km . The Alaskan long period array (ALPA) has about the same aperture as NORSAR but contains 19 LP sets of instruments and no SP instruments.

### 3.2 Review of some array processing techniques

The output of each seismometer in an array is usually considered to be a composite waveform made up of the desired coherent signal perturbed by coherent and /or incoherent noise. For teleseismic events, the desired signal may be taken as the first P -wave arrival whose apparent surface velocity increases from about. $8 \mathrm{~km} / \mathrm{s}$ to $24 \mathrm{~km} / \mathrm{s}$ as the distance increases from $2^{\circ}$ to $90^{\circ}$; this signal is equally likely to come from any azimuth.

The noise obscuring the signal include noise generated locally by the signal from P-Rayleigh wave mode conversions at the surface near the array (Key, 1967). Also coherent and propagating mainly as Rayleigh waves are ocean microseisms and noise from local sources like factories and land
vehicular traffic. The surface wave noise mentioned above sweep through the array with apparent surface velocity of 2.5 to $4.0 \mathrm{~km} / \mathrm{s}$. There will also be high velocity coherent noise from multiple vefbections, Rayleigh to p-wave mode conversions and other unwanted coherent phases. Incoherent noise arise from sources or scatterers within the array area including locally generated wind noise; the instrumental noise is also incoherent but the amplitude is usually small companed with the amplitude of other seismic noise. The signal and noise cover different frequency bands, about 2 hz to 20 hz for signal and about 0.1 hz to 10 hz for low velocity seismic noise. Tt is, therefore, sometimes useful to do wide band frequency filtering of individual seismometer outputs to improve signal/ noise ratio prior to the array processing.

Usually the range of apparent horizontal surface velocity/ azimuth covered by the coherent noise is different from that covered by the desired signal. Advantage is taken of this difference in array processing techniques designed to improve signal to noise ratio and confidently measure signal parameters.

The beam forming concept (Birtill and Whiteway, 1965) is fundamental to most techniques used for processing cross linear array data. In its simplest form, beam-forming (array phasing, azimuth and velocity filtering) involves the summation of individual seismometer channels after steering delays have been inserted to align a group of arrivals with a particular velocity and azimuth and then taking the mean.

Consider an array of $n$ seismometers deployed over a horizontal surface. The output recorded by seismometer, $i$, after the insertion of propagation delays, ${ }_{i}{ }_{i}$ corres-
ponding to the desired signal with arparent velocity $v$ anc azimuth $\theta$ is a time scries with $k$ sampled time points and can be expressed as
$x_{i j}=s_{j}+n_{i j}+e_{i j} i=1 \ldots n_{, j}=1 \ldots \ldots k \quad \ldots \quad$ (3.1)
where
$x_{i j}$ is the $i t h$ sample of the outnut of seismometer $i$
$s_{j}$ is the $j$ th sample of the desired signal., a coherent term idertical on each trace.
$\mathrm{n}_{\mathrm{ij}}$ is the ith sample of the coherent noise at seismometer i
$e_{i, j}$ is the $j$ th samble of the inccherent noise at seismometer i The delay, $\mathrm{T}_{\mathrm{j}}$, at seismometer i relative to the coossover point of the array (fig. 3.2) is comruted from

$$
\begin{equation*}
T_{i}=\frac{d_{i} \cos \left(\theta-\alpha_{j}\right)}{V} \tag{3.2}
\end{equation*}
$$

where $d_{i}$ and $\alpha_{i}$ are the nolar coordinates of the site of sejsmometer i relative to the origin $\bar{c} t$ the crossover point. Because the traces have beer time shifted by $T_{i}, S_{j}$ which is identical on all traces, is in phase across the array.

$$
\begin{align*}
& \text { The beam is then former from the relation } \\
& b_{j}=\frac{1}{n} \sum_{i=1}^{n} x_{i j}=s_{j}+\sum_{i=1}^{n} n_{i j}+\sum_{i=1}^{n} e_{i j} \quad \cdots \tag{3.3}
\end{align*}
$$

$n^{i j}$ wil. 1 be out of phase across the array since it is eviderit that the parameters of the desired signal $(\theta, v)$ are different from those of the coherent noise. $e_{i j}$ is assume? random so that its summed output over all seismometers will have a mean close to zero. The resultant effect is the enhancement of the desired signal. component with respect to noise.

In beam-forming, it is assumer that the desired signal is
coherent acrose the array while noise is random. Where this


Fig 3.2: A plane wave front crossing a two dimensional array of seismometers.
assumption is not valid it becomes necessary to weight the channels refor to delaying and summing (Capon et al., 1967). It is also sometimes useful to frequency filter the chanrels before beam-forming.

Muirhead (1968) suggested the Nth rcot beam forming method as a means of suppressing the effect, on the beam, of large noj.se impulses recorded on one or more signal channels of the array. This is a non-linear filtering technique which involves delaying the various channels ky time lag, $T_{i}$, as given in equation (3.2) tc: align a group of arrivals with a partictilar velocity and azimuth, taking the Nth root cif the absolute value cf each individual sejsmometer output with the original sigr preserved, summing them and then raising the mean of the result to the N.th power; $N$ is, in general, any positive integer (usually 2,4 cr 8 ). If we denote the cutput of the ith seismometer after the insertion of delay $T_{i}$ as $\mathbf{x}_{\mathbf{j} . j}$ then the beam $r_{j}$ is given by

$$
\begin{equation*}
r_{j}=\left\{\frac{1}{n} \sum_{i=1}^{n}\left|x_{i j}\right|_{\text {signum }}^{\frac{1}{N}} x_{i j}\right\}^{N} \quad \ldots \tag{3.4}
\end{equation*}
$$

Kanasewich et al. (1973) conclude, on the basis cf aralysis of synthetic signals and real data, that the Nth root rirocessing offers improrement in signal to nojse ratio (SNR) anc provided better resolution in velocity ard azimuth than any linear processing method previously tried. The method is also much better than linear processing methods at handling non-Gaussian noise although et the eyoense of signal distortion (Ram and Mereu, 1975; Muirhead and Ram, 1976).

The delay-sum-correlate techrique (Birtill and Whiteway, 1965; Whiteway, 1965) i.s the most commonly used method for processing the cutrut of cross-linear arrays. In this method, the partial sums (beams), $R$ and $B$, of the red and blue lines after phasing are cross multiplied and the product averaged over a moving square time wincow of fixed length containing $M$ sample points. This product is the correlation coefficient the square root of which is desigrated the time averaged oroduct (TAP). For a fixed length window containing $M$ sample points and centred at the $j t h$ sample, the $T A P, t_{j}$. can be obtained from the relation :

$$
\begin{equation*}
t_{j}=\left\{\frac{1}{M} \sum_{m=r}^{k}\left({ }^{\frac{1}{m}} \cdot{ }_{m}^{R_{m}}\right)^{\frac{1}{2}}\right. \tag{3.5a}
\end{equation*}
$$

where $R$ anc $B$ are the partial beams formed from the red and blue lines resrectively; $r=j-M / 2, k=j+M / 2$ assuming $M$ is even. If $M$ is odd, the reference sample $j$ may be taken at the start of the window and the TAF is then given by

$$
\begin{equation*}
t_{j}=\left\{\frac{1}{M} \sum_{m=j}^{k}\left(R_{m} \cdot B_{m}\right)\right\}^{\frac{1}{2}} \tag{3.5b}
\end{equation*}
$$

where $k=M+j-1$.
Synthetic and real. data studies show that the crosscorrelation method gives better resolution in velocity and azimuth than simple beam forming (Birtill and Whiteway, 1965; Whiteway, 19€5; Somers and Manchee, 1966). The cross correlation or $T A P$ processing method is extremely useful in the identification of secondary phases, although it is incapable of resolving small differences in the values of
apparent velocity and azimuth of such phases (King et al., 1973). Cleary et al. (1968) describe a manual technique for measuring relative onset times to $0.01 s$ thus enabling precise determination of apparent velocity and azimuth. This 'eyeball' technique is not only tedious but also does not make full use. of the shape of the signal waveform. It is prone to mistakes even with noise free records and can lead to erroneous results in the presence of interfering signal pulses.

In the adaptive processing method, precise determination of relative arrival times is done automatically. The method was originally developed by Gangi and Fairborn (1968) and subsequently described and evaluated by Farrel (1971), Bungum and Husebye (1971), King et al. (1973) and Ram and Mereu (1975). In this method, the arrival times of a wavefront at each seismometer is accurately determined by cross correlating the observed wavelet of interest with the corresponding wave on the beam trace. The position of the maximum value of this cross correlation function is used as the relative arrival time position of the wave. The new arrival times on the array sensors are then used to create $a$ new and improved beam and the whole operation is repeated in an iterative manner until convergence takes place. The values of apparent velocity and azimuth which produce a maximum filtered signal are determined as the required signal parameters. This technique is now widely used for the processing of teleseismic array data.

Seismic signals recorded at a large seismic array can be analysed in terms of energy content of incoming signal as a function of azimuth and slowness. If the azimuth is known,


#### Abstract

the TAP trace can be used to map power as a function simultaneously of slowness and time。 This is the principle of the VESPA, velocity spectral analysis, process (Davies et al. (1971). These authors have used real data from LASA to show the effectiveness of this method in picking out teleseismic signals approaching the station from same azimuth but with different phase velocities. Since information on time of arrival and $d T / d \Delta i s$ available, the method allows for confident estimation of the source of energy.


### 3.3 Array response

## Introduction

Geophysically, crossed linear arrays have been primarily used to study the mantle and the core. Such studies have used teleseismic events and have concentrated on the source window in the range $30^{\circ}$ to $90^{\circ}$. Refinements and innovations in processing techniques are aimed at improving accuracy in the meas urement of signal parameters and consequently improving the ability to resolve overlapping phases in the presence of noise. Array response measures the ability of an array to emphasize the properties of a desired signal at the expense of those of random and/or coherent noise.

Theoretical responses of arrays of different configurations are given by Birtill and Nhiteway (1965) and Whiteway (1965). They considered an array tuned to receive a signal from azimuth $\theta_{1}$ and sweeping through the array with apparent horizontal surface velocity $v_{1}$ and then calculated the normalized response of the array to any other signal ( $\theta, V)$.

The general conclusion from these studies is that the accuracy of determination of velocity or azimuth depends partly on the sharpness of the velocity or azimuth response; this in turn depends upon the dimensions of the array in relation to the wavelength of the signal, and to the array configuration concerned.

For cross linear arrays and for a single signal component with high signal to noise ratio, an error of up to about $3^{\circ}$ in azimuth and $5 \%$ in velocity is feasible when the length of each line is equal to the signal wavelength. Better accuracy can be achieved for larger dimensions of the array in relation to the signal wavelength although excessive dimensions should be avoided because the coherence of the signal across the array may then be degraded.

In general, for $L$ shaped and symmetrical cross arrays, the correlator response is considerably better than the sum. squared response and the $L$ shaped array gives a better correlator response than the symmetrical cross. With the L shaped array, the best azimuth discrimination obtained from correlator response is at the azimuths ( $\theta_{1}$ ) of $45^{\circ}$ and $225^{\circ}$. At these azimuths the width of the normalized azimuth correlator response at the half level point is $26^{\circ}$ if the dimensions of the array equal the signal wavelength. Birtill and Whiteway (1965) estimate that the error in azimuth at these azimuths can not be greater than $\frac{1}{20}$ th of this half level response width; i.e. the error in azimuth in this case is $1.3^{\circ}$. The corresponding error in azimuth at the azimuth of $90^{\circ}$ is then $1.8^{\circ}$.

The best velocity discrimination for an $L$ shaped array using correlator response is at the signal azimuth of $135^{\circ}$ 。 At this azimuth, $\frac{1}{20}$ th the widths of the correlator velocity response which estimates the error in velocity are 0.14, $0.16,0.18$ and $0.21 \mathrm{~km} / \mathrm{s}$ for signal velocities of $6.0,7.0$, 8.0 and $9.0 \mathrm{~km} / \mathrm{s}$ respectively. At $90^{\circ}$ azimuth, the errors in velocity are $0.20,0.23,0.26$ and $0.30 \mathrm{~km} / \mathrm{s}$ for signal velocities of $6.0,7.0,8.0$ and $9.0 \mathrm{~km} / \mathrm{s}$ respectively.

King et al.(1973) argue that for medium aperture cross linear arrays, beam forming, TAP and VESPA are limited in their ability to resolve small differences in slowness and azimuth of partially overlapping phases. They showed that the adaptive processing technique has better resolution than these methods.

Experiments with synthetic data recorded at 20 samples per second and applied to a medium aperture array (Gauribidanur) showed that in the case where no interference and noise were present, values of velocity and azimuth of the signal computed from adaptive processing differed by no more than $0.5 \%$ from the correct values (Ram and Mereu, 1975). Better results could be produced by increasing the sampling rate.

To illustrate the ability of the array to resolve small differences in velocity and azimuth, the authors introduced two overlapping wavelets of equal amplitude and duration (3.0s) with an apparent azimuth of $200.0^{\circ}$ and apparent velocities of $9.8 \mathrm{~km} / \mathrm{s}$ and $10.2 \mathrm{~km} / \mathrm{s}$ respectively across the array; the overlapping interval was 0.5 s . Three sets of this array
record were produced. The first set was clean or noise free; the second and the third sets had medium and high seismic noise introduced. For the clean, medium and high noise records, adaptive processing gave computed azimuths correct to within $0.3^{\circ}, 0.3^{\circ}$ and $0.8^{\circ}$ respectively of the given true azimuth $\left(200.0^{\circ}\right)$. Computed apparent velocities varied systematically from one value ( $9.8 \mathrm{~km} / \mathrm{s}$ ) to the next ( $10.2 \mathrm{~km} / \mathrm{s}$ )。 The noisier record produced the greater departure of measured values of velocity from the correct given values, e.g. for the clean record the measured adaptive processed velocities had values from 9.76 through 9.88 to $10.11 \mathrm{~km} / \mathrm{s}$.

The same synthetic data were also processed using Neh root beam forming method at a constant azimuth of $200.0^{\circ}$. Values of velocity between 9.5 and $9.6 \mathrm{~km} / \mathrm{s}$ were obtained for the first wavelet $(9.8 \mathrm{~km} / \mathrm{s})$, and for the second wavelet ( $10.2 \mathrm{~km} / \mathrm{s}$ ) the computed values of velocity were between 10.1 and $10.2 \mathrm{~km} / \mathrm{s}$.
was found
Overall, the adaptive processing method $L$ more successful than the Nth root operation for precise and accurate method determination of signal parameters. The adaptive processing, can resolve differences of 1 to $3^{\circ}$ in apparent azimuth of interfering signals. The Nth operation, however, is better at enhancing signal to noise ratio at the cost of signal distortion.

Figures estimating array performance at resolution discussed above relate to theoretical models of signals and noise. Experience with medium aperture cross linear arrays show that beam forming and TAP processing for not give adequate resolution in slowness and azimuth for later phases.

King et al.(1973) showed that this occurred because the aperture (un to about 25 km ) of such arrays is not large enough compared with apparent wavelergth of the incident teleseismic signal.s. However for Kartagat the array dimensions are about $2 \frac{1}{2}$ times the apparent wavelencith of the recorded local events (see section 2.3). Simple beam forming and TAP processing are, therefore, considered adequate for apparent velocity and azimuth resolution. The present data are processed using cross correlation or TAP processing method.

Because of the short हistances involved, a desired signal is often gerturbed by onsets of other interfering coherent and/or rardom noise. A study of the array response in the presence of coherent and incoherent noise j.s, therefore, essential.
.3.2. Arry resronse in the oreserce of coherent noise.

Consider a plane wavefront crossing a two dimentional array of a seismometers on the $x-y$ plane (fig. 3.2) with apparent. velocity $v$, wavelencth $\lambda$ from an azimuth $\theta$. Let the rth seismometer at point $P(x, v)$ have polar coordinates ( $d_{r}, \alpha_{r}$ ) with respect to the origin at 0 . Between crossing $P$ and $O$ the wavefront travels a distance $\alpha_{r} \cos \left(\theta-\alpha_{r}\right)$. The phase difference $\beta_{r}$ between the outputs at $P$ and $O$ is therefore

$$
\begin{equation*}
{ }^{\beta_{r}}=2 \pi \frac{d_{r}}{\lambda} \cos \left(\theta-\alpha_{r}\right) \tag{3.6}
\end{equation*}
$$

The output of the rth seismometer may be represerted by a vector of amplitude $a_{r}$ and angle $B_{r}$. The sums $X, Y$ of the orthogonal comoner:ts of the seismometer outputs are

$$
X=\sum_{r=1}^{n} a_{r} \cos \beta_{r}, Y=\sum_{r=1}^{n} a_{r} \sin \beta_{r}
$$

The amplitude, $A_{n}$, of the sum of the outputs of all $n$ seismometers is given by
$A_{n}^{2}=\left(\sum_{r=1}^{n} a_{r} \cos B_{r}\right)^{2}+\left(\sum_{r=1}^{n} a_{r} \sin B_{r}\right)^{2} \quad \ldots$
The phase angle $\gamma_{n}$ of $A_{n}$ with respect to the output at origin o is

$$
\begin{equation*}
\gamma_{n}=\tan ^{-1}\left(\sum_{r=1}^{n} a_{r} \sin \beta_{r}\right) /\left(\sum_{r=1}^{n} a_{r} \cos \beta_{r}\right) \ldots \tag{3.8}
\end{equation*}
$$

If the outputs of all seismometers are equal ( $a_{r}=a$, say), we have

$$
\begin{equation*}
A_{n}^{2}=a^{2}\left\{\left(\sum_{r=1}^{n} \cos \beta_{r}\right)^{2}+\left(\sum_{r=1}^{n} \sin \beta_{r}^{2}\right)\right\} \quad \ldots \tag{3.9}
\end{equation*}
$$

If, in addition, the sejsmometer outputs are all in phase, $\beta_{r}=O$ and the resultant summed output has amplitude $B_{n}$ given by

$$
\mathrm{B}_{\mathrm{n}}^{2}=\mathrm{n}^{2} \mathrm{a}^{2}
$$

This corresponds to infinite signal wavelencth and vertical incidence. It also corresponds to a situation where the array has keen correctly tuned to receive a required signal by insertion of appropriate steering delays to the various channels. The amplitude $E_{n}$ (sum squared response) which is obtained by normalizinci $A_{n}$ to unity with resrect to $B_{n}$ is given by

$$
\begin{equation*}
\mathrm{E}_{\mathrm{n}}^{2}=\frac{\mathcal{A}_{\mathrm{n}}^{2}}{B_{\mathrm{n}}^{2}}=\left\{\left(\sum_{\mathrm{E}=1}^{\mathrm{n}} \quad \cos \beta_{r}\right)^{2}+\left(\sum_{\mathrm{I}=1}^{\mathrm{n}} \sin \beta_{r}\right)^{2}\right\} / n^{2} \ldots \tag{3.10}
\end{equation*}
$$

If the array aperture is $D$, equation (3.6) can be written as

$$
{ }^{\beta_{r}}=2 \pi \frac{d_{r}}{D} \cdot \frac{\mathbb{D}}{\lambda} \cos \left(\theta-\alpha_{r}\right)
$$

where $D$ is introduced as a scaling factor to make the response dependent only on array configuration and not on array size。 Hence from equation (3.10), contoured sumsquared response, $E_{n}$, can ke obtained in polar form as a function of $D / \lambda$ and azimuth $\theta$ 。

For $L$ shaped array, the correlator response gives better resolution than the sum squared response (Birtill and Whiteway, 1965). Kaptçgat array has the shape of. an inverted 'L' with the two arms called red (r) and yellow (y) arms. In the correlation method, the outr.uts of the red and yellow lines are summed (after the insertion of appropriate steering delays) seperately to produce partial beams. These two partial beams are then cross multiplied. If there are $m$ seismometers on the red arm, the number or the vellow arm will be: $n-m$.

Assuming the outputs of all seismometers are equal ( $a_{i}=c$, say), then the amplitudes $A_{r}, A_{Y}$ of the partial sums are given by

$$
\begin{align*}
& A_{r}=a\left\{\left(\sum_{r=1}^{m} \cos \beta_{r}\right)^{2}+\left(\sum_{r=1}^{m} \sin \beta_{r}\right)^{2}\right\}^{\frac{1}{2}}  \tag{3.11}\\
& A_{Y}=a\left\{\left(\sum_{r=m+1}^{n} \cos \beta r\right)^{2}+\left(\sum_{r=m+1}^{n} \sin \beta_{r}\right)^{2}\right\}^{\frac{1}{2}} \tag{3.12}
\end{align*}
$$

Hence, the correlator output. $A$ is given by

$$
\begin{align*}
& A=A_{r} \cdot A_{Y} \\
= & a^{2}\left\{\left(\sum_{r} \underline{\underline{\Sigma}}_{1}^{m} \cos \beta_{r}\right)^{2}+\left(\sum_{r-\sum_{1}}^{m} \sin B_{r}\right)^{2}\right\}^{\frac{1}{2}} \cdot\left\{\left(\sum_{r=m+1}^{n} \cos \beta_{r}\right)^{2}+\right. \\
& \left.\left(\sum_{r=m+1}^{n} \sin \beta_{r}\right)^{2}\right\}^{\frac{1}{2}} \tag{3.13}
\end{align*}
$$

If the outputs of all seismometers are in phase, the corresponcing resultant output. A is given by

$$
\begin{equation*}
A=m(n-m) a^{2} \tag{3.14}
\end{equation*}
$$

If the seismometers are equally fistributed between the two arms, we have $m=n / 2$ and $A=n^{2} 2 / 4$. Herce the correlator response, $E_{n}$, normalized to unity for the inphase condition becomes

$$
\begin{align*}
& \left.\left(\underset{r=\frac{n}{2}+1}{\sum_{n}^{n}} \sin \beta_{r}\right)^{2}\right\}^{\frac{1}{2}} . \tag{3.15}
\end{align*}
$$

From equation (3.15), the correlator response as a function of ( $[/ \lambda, \theta$ ) can be plotted as before in polar form. In applications of equations 3.10 and 3.15, delays are normally inserted so that the inphase condition corresponds to a desired signal of apparent velocity ${ }^{V}{ }_{l}$ from an azimuth $\theta_{1}$. The response to any other signal ( $D \lambda, \theta$ ) is then required. For the signal ( $I f \lambda, \theta$ ) the resultant phase shift for the rth seismometer output o.t $P$ relative to that at $O$ for this condition is

$$
\begin{align*}
& \beta_{r}=2 \pi \frac{d_{r}}{D} \cdot \frac{D}{\lambda} \cos \left(\theta-\alpha_{r}\right)-2 \pi \frac{d_{r}}{D} \cdot \frac{D}{\lambda_{1}} \cos \left(\theta_{1}-\alpha_{r}\right) \\
= & 2 \pi \frac{d_{r}}{D} \cdot\left(\frac{D}{\lambda} \cos \theta-\frac{\Gamma}{\lambda_{1}} \operatorname{\sim 2} \theta_{1}\right) \cos \alpha_{r}+\left(\frac{\Gamma}{\lambda} \sin \theta-\frac{D}{\lambda_{1}} \sin \theta_{1}\right) \sin \alpha_{r} \\
= & 2 \pi \frac{d_{r}}{D} \cdot \frac{D}{\lambda^{\prime}} \cos \left(\theta^{\prime}-\alpha_{r}\right) \tag{3.16}
\end{align*}
$$

where $\frac{D}{\lambda^{\prime}} \cos \theta^{\prime}=\frac{D}{\lambda} \cos \theta-\frac{D}{\lambda_{1}} \cos \theta_{1}$

$$
\begin{equation*}
\frac{D}{\lambda} \cdot \sin \theta^{\prime}=\frac{D}{\lambda} \sin \theta-\frac{D}{\lambda_{1}} \sin \theta_{1} \quad \ldots \tag{3.18}
\end{equation*}
$$

Hence the resultant phase shift prodiced corresponds to that which would be produced by a signal of azimuth $\theta^{\prime}$ and waveler:gth $\lambda$ '。 The vector representing this signal is equal to the difference in the two vectors $\left(\frac{D}{\lambda}, \theta\right)$ and $\left(\frac{D}{\lambda_{1}}, \theta_{1}\right)$. The response as a function of $(V, \theta)$ when the array is tuned to $\left(V_{1}, \theta_{1}\right)$ is thus determined by olacing the origin at $\left(\frac{D_{1}}{\lambda_{1}} \theta_{1}+\pi\right)$. The array response does not change; it is the origin that shifts.

In the above equations, $\lambda$ and $\lambda_{1}$ correspond to the same frequency. Array response is, in gieneral, a function of frequency. However, for the local earthquakes recorded at Kaptagat, observed signal frequency variation is small. Variation of response with frecuer:cy is therefore ignored in this analysis.

The data in the present study was analysed using the cross correlation processing technique because, as has been discussed above, it gives better resclution than sum squared processing. The immediate eastern local rift events used in this study have azimuths and velocities centred around about. $90^{\circ}$ and $7.0 \mathrm{~km} / \mathrm{s}$ respectively. The dominart frequency of the first arrivals is about 4 to 5 hz . The cross correlator response (with no scaling) for Kaptagat array and for a frequency of 5 hz is calculated and illustrater in fig. 3.3 for $V_{1}$ and $\theta_{1}$ taking on the values of $7.0 \mathrm{~km} / \mathrm{s}$ and $90^{\circ}$ respectively. The illustration covers a range of velocities ( $3.2-10.0 \mathrm{~km} / \mathrm{s}$ ) and azimuths ( $50^{\circ}-130^{\circ}$ ) centred at the point representing the signal ( $7.0 \mathrm{~km} / \mathrm{s}, 90^{\circ}$ ) to which the array is tuned. Fig. 3.3 shows prominent side lobes at about ( $6.0 \mathrm{~km} / \mathrm{s}, 55^{\circ}$ ) and ( $5.8 \mathrm{~km} \mathrm{~m}^{\prime} \mathrm{s}, 123^{\circ}$ ) which could be mistaken for genuine second arrivals.


Fig. 3.3:Contoured correlator response for Kapiagat array.

### 3.3.3 Array response in the presence of incoherent noise

It can be shown that when the array of $n$ sensors is perturbed by random noise, beam forming improves signal to noise ratio by a factor of $\sqrt{n}$. If the noise: is considered white, the amplitude, a, at each seismometer will be constant but the phase will be random. Let the phase angle at the ith seismometer be $\phi_{i}$. If $\mathrm{A}_{\mathrm{n}}$ is the resultant summed noise amplitude and $\gamma$ its phase angle, then

$$
\begin{align*}
& R_{n} \cos \dot{\gamma}=a \sum_{i=1}^{r_{i}} \cos \phi_{i} \\
& R_{n} \sin \gamma=\sum_{i=1}^{n} \sin \phi_{i} \\
& \mathrm{R}_{\mathrm{n}}^{2} \quad=\mathrm{a}^{2}\left(\left(\sum_{\mathrm{i}=1}^{\mathrm{n}} \cos \phi_{\mathrm{i}}\right)^{2}+\left(\sum_{\mathrm{i}=1}^{n} \sin \phi_{\mathrm{i} .}\right)^{2}\right) \\
& =a^{2} \cdot\left\{\left(\underset{i=1}{\sum} \cos ^{2} \phi_{i}+2 \underset{\substack{i=1 \\
i \neq j}}{n} \cos \phi_{i} \sum_{j=1}^{n} \cos \phi_{j}\right)+\right. \\
& \left(\sum_{i=1}^{n} \sin ^{2} \phi_{i}+2 \underset{\substack{i=1 \\
i \neq j}}{n} \sin \phi_{i} \sum_{j=1}^{n} \sin \phi_{j}\right) \cdots \tag{3.19}
\end{align*}
$$

In the typical terms $2 \sin \phi_{i} \sin \phi_{j}$ and $2 \cos \phi_{i} \cos \phi_{j}$ of the double summations, $\sin \phi_{i}, \sin \phi_{j}, \cos \phi_{i}$ and $\cos \phi_{j}$ have random values between $\pm 1$ and the averaged sums of sets of these products is effectively zero since $\phi_{i}$ is random.

The average value of $\sin ^{2} \quad \phi_{i} \operatorname{cr} \cos ^{2} \quad \phi_{i}$ is $\frac{1}{2}$ 。 Hence $R_{n}^{2}=a^{2}\left(\frac{n}{2}+\frac{n}{2}\right)=n a^{2}$ 。

If the signal has amplitude, $a$, at each of the seismometers, then the summed signal output for the inphase condition is

$$
R_{s}=n a .
$$

Thus without using the array the SNZ is unity. But on using the array, beam forming increased the SNR by a factor of

$$
\frac{R_{s}}{R_{n}}=\frac{n a}{a \sqrt{r_{1}}}=\sqrt{n}
$$

### 3.4. Data Processing.

3.4.1. Processing facilities.

Local earthquake data recorded at Kaptagat array were used in the study of the lithosphere in and around the Gregory rift at the latitude of about 0.5 N . These data were recorded on one inch analogue field magnetic tapes stored at the processing laboratory housed at Durham University's Department of Geological Sciences.

The processing laboratory consisted of one inch EMI tape deck with supporting electronics for demodulation and flutter compensation, a l6-channel jet pen recorder, a bank of three analogue band pass filters (Krohn Hite, and later Kemo) and a 12-channel oscilloscope. Digital processing was done on a CTL Modular One computer (Mod l) with l6K core store and 8 bit word. Communication to this computer was via a teletype terminal. Output from the computer was routed through a matrix board to the jet pens, the oscilloscope, the teletype or the Hewlett Pakard $X-Y$ plotter. Analogue signals on the field magnetic tapes were converted into digital form using an $A / D$ converter. Backing storage for the computer was provided by attached tape and disk units.

A part of the core space is occupied by the executive, compiler and filters (programs). The remaining space is used
for the storage of the array data in time series channels. Each sejsmogram is allocated a time series channel. The process of velocity filtering involves application of positive and negative delays to these channels. It is therefore necessary to have sufficient samples in store at a given time to allow the necessary delays to be applied. The number of samples required to be stored is, consequently, in direct proportion to the digitization rate.

Each of the records used in this study was digitized at two sampling rates 50 and 100 samples per second. The normal disk file was 43 pages long and could contain about 13 s of 8 channel array data recorded at a sampling interval:of $0.01 s$. However, several disk files could be concatenated to produce a file of up to 250 pages corresponding to about 80 s of 8 channel array data recorded at l00s/s. For higher/lower sampling rates, the length (in time) of the record that can be held is proportionately less/more.

Flexibility in processing on Modular one computer was enhanced when records digitizer at $50 \mathrm{~s} / \mathrm{s}$ were used although the resolution in velocity and azimuth was then limited. On the other hand, flexibility in processing data recorded at l00s/s was severely limited because of the small storage space available in the machine. However, the velocity and azimuth resolution for such records was accurate enough without provision for interpolation between samples. For greater speed and flexibility the data recorded at $100 \mathrm{~s} / \mathrm{s}$ were all again processed on the NUMAC I BM 3 360/370 computer.

### 3.4.2. The Velocity filter program.

Velocity/azimuth filtering on Mod l computer was implemented using a program developed by Forth (1975) and written in a special language called SERAC (seismic record analysis compiler). This program is here modified (as listed in appendix A) and used for the present analysis to perform a search over ranges of velocity, v, and azimuth, $\Theta$. The operation of the program will be illustrated below for the case where the azimuth of a single arrival is known and it is required to determine its apparent surface velocity.

For the given azimuth, a value of starting velocity is selected. Steering delay, ${ }^{\top}{ }_{j}$. (with respect to the crossover point), for the seismometer, $i$, at the starting velocity and the given azimuth is calculated using equation 3.2. The output of the seismometer, $i$, is then dalayed in time by amount $\tau_{i}$. At desired time points, the delayed seismometer outputs on the red and yellow arms are summed seperately to produce the red and yellow partial beams. The partial beams are weighted (if necessary) and then cross multiplied. The square root of the magnitude of this cross product is taken with the original sign of the cross product preserved. The resulting function is averaged or smoothed over a moving square time window of length not exceeding the uninterrupted duration of the signal. The operations described above simply implement equation (3.5). The resulting output (which may sometimes be band pass filtered) is the time averaged product (TAP) or correlation function for the starting velocity and the given azimuth. This TAP is plotted on the $X-Y$ plotter as a function of time along the seismic record.

The velocity is then incremented and the corresponding TAP produced and plotted. In this way all the 'IAP traces for the required range of velocity are plotted for the given azimuth.

At the given azimuth, one TAP trace is plotted for each value of velocity in the velocity search range Final plotter output then consists of any suitable single seismic channel shifted in time by amount corresponding to the pit coordinates of the corresponding seismometer and the measured first arrival velocity and azimuth, the TAP traces in increasing order of velocity and a time channel for relative time information. Each TAP trace has a DC base line from which the trace amplitude is normally measured, using a half millimeter scale attached to a magnifying lens. A graph of TAP trace amplitude against apparent velocity is obtained from measurements on the plotter output. The location of the maximum TAP amplitude can be obtained by fitting a parabola to the measured values of amplitude against velocity. The velocity at which the measured amplitude is maximum is taken as an estimate of the signal velocity at the qiven azimuth.

If the apparent velocity and azimuth of an arrival are both initially unknown, short TAP traces covering the full range of azimuth $\left(0^{\circ}-360^{\circ}\right)$ and probable ranqe of velocity are produced and the corresponding amplitudes measured. In this case initial velocity and azimuth increments are made large and only rough estimates of probable range within which the signal parameters lie can then be made. Subsequent filtering with finer increments in velocity and azimuth rithin this range can be used to give more precise estimates of the signal parameters.

On Mod 1 computer the program can also be used in a fully automatic mode (without plot option) to calculate TAP amplitudes for full ranges of azimuth and velocity. The calculated amplitudes are stored in a two dimensional array representing velocity-azimuth space. The position of the maximum amplitude in this space determines the required apparent velocity and azimuth of the signal. On this machine, the automatic version of the program for full ranges of azimuth and velocity takes too long (several hours) to run for one record. More over, because of the limited space available in the machine, data sampled at higher rates than $50 \mathrm{~s} / \mathrm{s}$ could be filtered for only severely limited ranges of velocity and azimuth. Use of lower sampling rates than this results in poor resolution in the determination of signal velocity and azimuth.

To overcome these problems and to obtain more precise data on first and later arrivals, a program was written in Fortran for implementation on the University of Durham's general purpose IBM 360/370 computer. This program (listed in appendix C), VFIL, performs the same functions of delaying, summing and cross correlating already described above. A brief description of the Fortran program is now given.

At any chosen point in time along the array record, defined search ranges of azimuth and velocity are swept through starting from initial values up to stipulated final values in specified increments. For any given time along the record, values of velocity $v$, and azimuth, $\theta$, are selected within the given ranges. Arrival times, ${ }^{T} r$ (relative to the crossover point) corresponding to the signal $(v, \theta)$ are calculated for the seismometer $r$ assuming
plane wavefronts and using equation 3.2. The output of seismometer $r$ is then delayed in time by amount ${ }^{T} r$. The delayed outputs or channels for the red and yellow arms are summed seperately. These partial sums are crose rultinlied ant the square root of the crossproduct taken with the original sign preserved. The output js then integrated over a time window of about one period of the uninterrupted signal.

For an azimuth $\theta_{i}$ and velocity $v_{i}$, a value of the correlator output, $C_{i j}$, is computed. If there are $m$ values of velocity and $n$ values of azimuth, then $m n$ values of correlator output are calculated in the $\theta-\mathrm{v}$ space. These mn values are smoothed out to reduce the effect of noise bursts. A test is then carried out to see which of the outputs, $C_{i j}$, is a maximum or peak in the $\theta-v$ space. All identified peaks in the field (with their corresponding values of $\theta$ and $v$ ) are then arranged in descending order of magnitude in a one dimensional array for each chosen time point.

The contents of this array can be printed and/or plotted as desired starting from the first element. Any desired number of peaks can thus be plotted/printed for a given point in time, By trial and error it was established that 1 or 2 peaks gave the best plots. The size of the character used in the plot is chosen proportional to the corresponding computed TAP amplitude。 Four to five peaks were usually printed. The need to search for more than one peak in the field at a point in time arises from the fact that two or more seismic phases may overlap in time at the station.

Local earthquakes recorded by Kaptagat array station and used for the study of the rift structure to the immediate east of the array station cover a frequency range of about 4 to 5 hz . After the first arrival which lasts uninterrupted for no more than about one period, there may be several partially overlapping phases resulting in signal interference. Tests on synthetic data were, therefore, carried out to estimate the accuracy with which velocity and azimuth of a single signal phase can be measured and also to determine the ability of the program and the array to resolve differences in velocity, azimuth and onset times of interfering signals.

To sjmulate a seismic wavelet, a decaying sinusoid of frequency $f$, amplitude $A$ and duration $T$ was generated as a time function from the relation

$$
\begin{equation*}
y=(A \sin 2 \pi f t) \cot \left(\theta_{1}+\left(\frac{\theta_{2}-\theta_{1}}{T}\right) t\right. \tag{3.19}
\end{equation*}
$$

$\theta_{1}$ and $\theta_{2}$ are chosen minimum and maximum values of the angle (in radians) whose cotangent modulates the sine function. By choosing the values 5 units, 0.40 rad., 1.45 rad., 4 hz and 0.50 s for A, $\theta_{1}, \theta_{2}$, f and $T$ respectively, about 2 cycles of this decaying 4 hz sinusoid lasting 0.50 s was generated.

Using Mod 1 computer and the program listed in appendix $B$, this simulated wavelet was generated at sampling intervals of 0.02 s and 0.01 s . This wavelet formed each channel of a ten channel record (fig. 3.4a) stored on a disk file. These ten time series channels on the record were linked to the 10 coordinates of Kaptagat array seismometer pits. The channels could.


Fig. 3.4 a : A decaying 5 hz sinusoid linked to each of the ten kaptagat pits.
then be given relative dalays corresponding to an arrival at the station with a given apparent velocity and from a given azimuth. The accuracy achieved by the array and the program in the measurement of velocity and azimuth for a single phase was studied using this delayed record. Delays corresponding to two or more arrivals with different apparent surface velocities and from same or different azimuths could also be introduced. In this way it was possible to test the ability of the array to seperate two interfering/overlapping arrivals in time and determine their signal parameters.

For use on Mod $l$ computer, the synthetic data recorded at 50s/s were filtered in preference to records produced at l00s/s because the former allowed for coverage of wider ranges in velocity and azimuth. Finer resolution in the estimate of the signal parameters for the same event could then be obtained from data recorded at $100 \mathrm{~s} / \mathrm{s}$ within the narrower limits established by the previous data.

The delay $\tau_{i}$, for the $i t h$ channel was calculated for a signal with velocity $6.0 \mathrm{~km} / \mathrm{s}$ and from azimuth $225^{\circ}$ as before using equation 3.2 and the coordinates of Kaptagat pits. The number of samples involved in the delay, ${ }^{\tau}{ }_{i}$, is the nearest whole number to $50 \tau_{i}$ since there was no provision in the program for interpolation between samples. After the application of the delays, the resulting record (fig. 3.4b) was stored on a disk file and subsequently filtered using the program listed in appendix $A$ and discussed in section 3.4.2. An averaging time of 0.20 s was used. This averaging time has been found by trial and error (as shown later in this section) to be the best value for use in filtering of records of the local events.


Fig. 3.4 b . The decaying sinusoids of Fig. 3.4 a with delays inserted to correspond to a ... velocity $6.0 \mathrm{Km} / \mathrm{s}$, azimuth $225^{\circ}$

Using a $\frac{1}{2}$ mm scolo to which a magnifying glass was attached amplitudes of the correlator outputs were measured for signal velocities increasing from $5.0 \mathrm{~km} / \mathrm{s}$ to $7.0 \mathrm{~km} / \mathrm{s}$ in stepts of $0.2 \mathrm{~km} / \mathrm{s}$ and for azimuths increasing from $221^{\circ}$ to $227^{\circ}$ in steps of $1^{\circ}$. These amplitudes normalized to unity for maximum amplitude in the field is shown in table 3.1. The maximum normalized amplitude was located at the correct velocity of 6.0 $\mathrm{km} / \mathrm{s}$ but at an azimuth of $224^{\circ}$ (instead of $225^{\circ}$ ). However it is clear from table 3.1 that the measured azimuth lies between $224^{\circ}$ and $225^{\circ}$ sugqesting a difference of less than $1^{\circ}$ between expected measured
and $\lambda$ azimuths. This small difference between expected and measured azimuths could possibly result from the coarse increments $(0.2 \mathrm{~km} / \mathrm{s})$ in search velocity and from the quantization errors due to the sampling interval of 0.02 s used.

Fig. 3.5 shows the correlator outputs for an azimuth of $224^{\circ}$. At the top of the record is a single channel; this is followed by outputs for velocities increasing from $5.0 \mathrm{~km} / \mathrm{s}$ to $7.9 \mathrm{~km} / \mathrm{s}$ in steps of $0.1 \mathrm{~km} / \mathrm{s}$. Normalized correlator amplitudes measured from these outputs wore then ploted against velocity (fig. 3.6.). As expected, the curve peaks at $6.0 \mathrm{~km} / \mathrm{s}$ which is the correct signal velocity. The corresponding peak for azimuth of $225^{\circ}$ is also at $6.0 \mathrm{~km} / \mathrm{s}$ but the ampliturde is then $95 \%$ the peak at $224^{\circ}$. When steering delays corresponding to a signal with velocity $7.0 \mathrm{~km} / \mathrm{s}$ and azimuth $225^{\circ}$ were inserted in the ten channel unphased record, maximum normalized correlator output was located at $224^{\circ}$ and $7.1 \mathrm{~km} / \mathrm{s}$.

Tests similar to those described above were also carried out for azimuths of $90^{\circ}\left(270^{\circ}\right), 135^{\circ}\left(315^{\circ}\right)$ and $180^{\circ}\left(0^{\circ}\right)$ when


Table 3.1 Normalized amplitudes in the neighbourhood of ( $6.0 \mathrm{~km} / \mathrm{s}, 225^{\circ}$ ) when the array is tuned to the signal $\left(6.0 \mathrm{~km} / \mathrm{s}, 225^{\circ}\right)$.


Fig. 3.5: TAP traces for data of Fig. 3.4 D at an azimuth of $224^{\circ}$.
Velocity increases from $5.0 \mathrm{Km} / \mathrm{s}$ to $7.9 \mathrm{Km} / \mathrm{s}$ in steps of $0.1 \mathrm{Km} / 6$.


Fig. 3.6: Plot of measured normalized correlator output against apparent velocity for un azimuih oí $224^{\circ}$.
apparent velocity of signal was fixed at $7.0 \mathrm{~km} / \mathrm{s}$ ．The results for $270^{\circ}$ and $135^{\circ}$ are shown in tables 3.2 and 3.3 respectively． At $270^{\circ}$ ，velocity and azimuth increments were $0.1 \mathrm{~km} / \mathrm{s}$ and $1^{\circ}$ respectively and measured azimuth and velocity were $271^{\circ}$ and $7.1 \mathrm{~km} / \mathrm{s}$ ．At $135^{\circ}$ azimuth，increments of $0.2 \mathrm{~km} / \mathrm{s}$ and $2^{\circ} \mathrm{in}$ search velocity and azimuth were used and the resulting measured parameters were $6.9 \mathrm{~km} / \mathrm{s}$ and $130^{\circ}$（fig．3．7）．From table 3.3 and fig． 3.7 the peak at $135^{\circ}$ occurs at the correct velocity of 7.0 $\mathrm{km} / \mathrm{s}$ although this peak is only 0.90 of the peak at $130^{\circ}$ ．At all azimuths the measured velocity was within $\pm 0.1 \mathrm{~km} / \mathrm{s}$ of the correct velocity．Except for the azimuth of $135^{\circ}$ each measured azimuth was within $\pm 1^{\circ}$ of the correct azimuth．

All the measurements discussed above are summarized in table 3．4．In all these discussions we have used synthetic data recorded at $50 \mathrm{~s} / \mathrm{s}$ to ensure flexibility while using Mod。 1 computex．Better resolution（than given above）in the measure－ ment of signal parameters may be obtained with data sampled at $100 \mathrm{~s} / \mathrm{s}$ using a bigger machine。

Apparent velocity ( $\mathrm{km} / \mathrm{s}$ )


Table 3.2 Normalized cozrelator amplitudes in the neighbourhood of the signal $(7.0 \mathrm{~km} / \mathrm{s}$, $270^{\circ}$ ) to which the array is tuned.

Azimuth (Jegrooa)

|  | 122 | 124 | 126 | 128 | 130 | 131 | 132 | 133 | 134 | 135 | 136 | 137 | 138 | 139 | 140 | 142 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6.0 | 0.58 | 0.56 | 0.43 | 0.45 | 0.41 | 0.42 | 0.43 | 0.39 | 0.40 | 0.43 | 0.42 | 0.41 | 0.34 | 0.30 | 0.32 | 0.28 |
| 6.2 | 0.65 | 0.62 | 0.64 | 0.58 | 0.55 | 0.55 | 0.51 | 0.47 | 0.43 | 0.44 | 0.48 | 0.43 | 0.43 | 0.42 | 0.35 | 0.35 |
| 6.4 | 0.69 | 0.76 | 0.82 | 0.81 | 0.65 | 0.65 | 0.68 | 0.55 | 0.55 | 0.55 | 0.55 | 0.51 | 0.40 | 0.49 | 0.43 | 0.42 |
| 6.6 | 0.77 | 0.77 | 0.92 | 0.89 | 0.85 | 0.85 | 0.83 | 0.78 | 0.70 | 0.70 | 0.81 | 0.62 | 0.64 | 0.64 | 0.55 | 0.54 |
| 6.8 | 0.56 | 0.78 | 0.90 | 0.95 | 1.00 | 0.99 | 0.97 | 0.88 | 0.93 | 0.90 | 0.92 | 0.87 | 0.78 | 0.79 | 0.74 | 0.68 |
| 7.0 | 0.67 | 0.72 | 0.83 | 0.85 | 0.91 | 0.92 | 0.94 | 0.96 | 0.95 | 0.95 | 0.94 | 0.92 | 0.86 | 0.83 | 0.80 | 0.74 |
| 7.2 | 0.50 | 0.58 | 0.66 | 0.78 | 0.81 | 0.81 | 0.87 | 0.91 | 0.89 | 0.89 | 0.88 | 0.83 | 0.83 | 0.80 | 0.80 | 0.73 |
| 7.4 | 0.39 | 0.47 | 0.51 | 0.48 | 0.55 | 0.55 | 0.52 | 0.59 | 0.82 | 0.77 | 0.67 | 0.72 | 0.67 | 0.65 | 0.71 | 0.61 |
| 7.6 | 0.28 | 0.31 | 0.35 | 0.30 | 0.40 | 0.40 | 0.52 | 0.52 | 0.57 | 0.57 | 0.45 | 0.47 | 0.55 | 0.55 | 0.52 | 0.60 |
| 7.8 | 0.23 | 0.23 | 0.17 | 0.26 | 0.28 | 0.28 | 0.33 | 0.38 | 0.45 | 0.42 | 0.41 | 0.41 | 0.36 | 0.41 | 0.46 | 0.45 |
| 7 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table 3.3. Normalised TAP amplitudes for signals in the neighbourhood of ( $7.0 \mathrm{~km} / \mathrm{s}, 135^{\circ}$ ) when Kaptagat array is tuned to ( $7.00 \mathrm{~km} / \mathrm{s}, 135^{\circ}$ ).
Fig.3.7: Velocity response at azimuthe of $130^{\circ}$ and $135^{\circ}$.


| Correct <br> azimuth <br> (degrees) | Correct <br> velocity <br> $(\mathrm{km} / \mathrm{s})$ | Measured <br> azimuth <br> $($ dogrees) | Measured <br> velocity <br> $(\mathrm{km} / \mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| 1.35 | 7.0 | 130 | 6.9 |
| 180 | 7.0 | 179 | 7.1 |
| 225 | 7.0 | 224 | 7.1 |
| 270 | 7.0 | 271 | 6.9 |

Table 3.4. Measured velocities and azimuths at different azimuths when the outputs of the array sensors are given delays corresponding to a signal crossing the array with velocity of $7.0 \mathrm{~km} / \mathrm{s}$ at each of the qiven azimuths.

Using a synthetic seismoqram program, Maguire (1974) showed that for an event at a distance of about 55 km from Kaptagat sixty arrivals occurred within the first 9.63s of record if amplitudes within three orders of magnitude including P,S and mode conversions were considered. Calculated apparent surface velocities varied from $3.47 \mathrm{~km} / \mathrm{s}$ to $13.57 \mathrm{~km} / \mathrm{s}$. Although the number of these theoretical arrivals will be drastically reduced when only measurable amplitudes are considered, signal interference between recorded phases certainly constitutes a problem for such small distances.

Distances covered by the immediate eastern local rift events used in this study range from about 50 km to about 80 km . Consequently, after the first arrival, superposition or interference of two or more recorded signal phases could result in measured velocities and azimuths which may differ significantly from those of the original single components.

To illustrate, we consider two simple harmonic waves of equal amplitude, a, propagating across the array with angular frequencies $w_{1}$ and $w_{2}$, wave vectors, $\underline{k}_{1}$ and $\underline{k}_{2}$ and with a phase difference $\phi$ between them. The displacements, $Y_{1}$ and $Y_{2}$, are then given by

$$
\begin{aligned}
& y_{1}=a \sin \left(w_{1} t-\underline{k}_{1} \cdot \underline{r}+\phi\right) \\
& y_{2}=a \sin \left(w_{2} t-\underline{k}_{2} \cdot \underline{r}\right)
\end{aligned}
$$

The displacement, $y$, resulting from interference between the two waves is given by

$$
\begin{align*}
y= & 2 a\left\{\frac{1}{2}\left(w_{1}+w_{2}\right) t-\frac{1}{2}\left(\underline{k}_{1}+\underline{k}_{2}\right) \cdot \underline{r}+\frac{\phi}{2}\right\} x \\
& \operatorname{Cos}\left\{\frac{1}{2}\left(w_{1}-w_{2}\right) t-\frac{1}{2}\left(\underline{k}_{1}-\underline{k}_{2}\right) \cdot \underline{r^{+}}+\frac{\phi}{2}\right\} \tag{3.20}
\end{align*}
$$

In the present data, frequency variation is small (section 3.4.3). On the other hand, measured apparent veolcities cover the range 5.6 to about $9.4 \mathrm{~km} / \mathrm{s}$. Interference effects in space are, therefore, more important than those in time. To further simplify the treatment, we can therefore assume that the two waves have the same frequency $w$, say, so that equation (3.20) reduces to

$$
\begin{equation*}
y=2 a\left(w t-\frac{1}{2}\left(\underline{k}_{1}+\underline{k}_{2}\right) \cdot \underline{r}+\frac{\phi}{2}\right\} \cos \left\{-\frac{1}{2}\left(\underline{k}_{1}+\underline{k}_{2}\right) \cdot \underline{\underline{r}}+\frac{\phi}{2}\right\} \tag{3.21}
\end{equation*}
$$

If the two waves have different velocities but come from the same azimuth, then the first term in equation (3.21) represents a wave travelling in the same direction (i.e. having the same azimuth) as the two interfering waves but with a wave vector $\mathrm{k}_{3}$ given by

$$
\left|\underline{\mathrm{k}}_{3}\right|=\frac{1}{2}\left(\left|\underline{\mathrm{k}}_{1}\right|+\left|\underline{\mathrm{k}}_{2}\right|\right)
$$

Since $\left|\underline{k}_{3}\right|$ is not equal to $\left|\underline{k}_{1}\right|$ or $\left|\underline{k}_{2}\right|$, the apparent velocity of the resultant wave is different from that of either of the original waves. Interference in this case, therefore, results in correct measured azimuth but anomalous value for measured velocity.

If $v_{1}$ and $v_{2}$ represent the phase velocities of the interfering waves and $v_{3}$ the phase velocity of the resultant wave, it can be shown that for the same frequency,

$$
v_{3}=\frac{2 v_{1} v_{2}}{v_{1}+v_{2}}
$$

For normal East African shield crust and for surface focus, $P_{g}$ and $P_{m}$ phase velocities are about $5.8 \mathrm{~km} / \mathrm{s}$ and $10.8 \mathrm{~km} / \mathrm{s}$ at a distance of about 60 km . These two phases coming from the same azimuth can therefore interfer (if they have the right stepout time) to produce a new wave crossing the array with a phase velocity of about 7.6 $\mathrm{km} / \mathrm{s}$. A superposition of a surface wave (about $4.0 \mathrm{~km} / \mathrm{s}$ ) and a

Moho reflection (about $10.8 \mathrm{~km} / \mathrm{s}$ ) produces a wave of velocity $5.8 \mathrm{~km} / \mathrm{s}$ 。

The second term in equation (3.21) represents the interference envelope and is constant in time. The wavelength, $\lambda_{3}$. of this envelope at a frequency, $f$, is given by

$$
\lambda_{3}=\frac{2 v_{1} v_{2}}{f\left(v_{2}-v_{1}\right)}
$$

If $\lambda_{3}$ is large compared wjeth the dimensions of the array, then its effect is negligible. For example at a frequency of 5 hz , the interference of waves of velocities $5.3 \mathrm{~km} / \mathrm{s}$ and $6.5 \mathrm{~km} / \mathrm{s}$ from the in same azimuth results $\lambda$ interference envelope of wavelength 21.5 km . This is large compared with the array dimensions of about 5 km and does not introduce appreciable error in correlation measurements. On the other hand, for the same frequency and for velocities $v_{1}$ and $v_{2}$ of $5.0 \mathrm{~km} / \mathrm{s}$ and $15.0 \mathrm{~km} / \mathrm{s}$, the interference wavelength is 3.0 km which is comparable to the dimensions of the array. The velocity filtering process may, therefore, correlate the interference envelope rather than the individual arrivals. This would produce a high correlation at an anomalous velocity but at the correct azimuth.

In equation (3.21), if two waves with different velocities and azimuths are considered, the resulting wave vector $\mathrm{k}_{3}$ is given by

$$
\underline{\mathrm{k}}_{3}=\frac{1}{2}\left(\underline{\mathrm{k}}_{1}+\underline{\mathrm{k}}_{2}\right)
$$

Since the magnitude and direction of $\frac{1}{2}\left(\underline{k}_{1}+\underline{k}_{2}\right)$ necessarily differ from those of $\mathrm{k}_{1}$ and $\underline{\mathrm{k}}_{2}$, it follows that the velocity and azimuth of the resultant wave are different, in generaj, from those of the interfering waves. By similar argument it is seen that the inter-
ference pattern prongates with anomalous velocity and anomalous azimuth.

It is concluded from the discussions above that two waves from the same azimuth can interfer to produce correct azimuths but spurious velocities. Furthermore, interference of waves from different azimuths can lead to both anomalous velocities and anomalous azjmuths. These observations suggest that caution should be exercised in the interpretation of velocity and azimuth data for later arrivals.

In reality the interference problem may not be as intractable as the simple discussions above would suggest. The phases that can usually be recorded may not have the right time relationships for interference to take nlace. Time distance graphs for important phases are plotted in fig. $3 \cdot 8$ for the normal East African shield crust and for surface focus. In the range of distance (about 50 to 90 km ) covered by immediate eastern local rift events, the principal phases in increasing order of onset times are $P_{9}, P_{I} P$, $P_{m}$ and surface waves.

As the distance increases from 50 km to 90 km the stepout times between $P_{g}$ and $P_{T} P$ decreases from 3.82 to $2.40 s$, and that between $P_{I} P$ and $P_{m}$ decreases from $4.62 s$ to 2.79 s . The surface waves, mainly Rayleigh waves with velocity of about $3.0 \mathrm{~km} / \mathrm{s}$ trail $\mathrm{P}_{\mathrm{g}}, \mathrm{P}_{\mathrm{I}} \mathrm{P}$ and $P_{m}$ by $8.05 \mathrm{~s}, 4.20 \mathrm{~s}$ and 0.00 s respectively at 50 km distance and by $14.55 \mathrm{~s}, 12.10 \mathrm{~s}$ and 9.40 s respectively at 90 km . The S phases equivalent to the P phases discussed above are expected to come in with very low amplitudes since they are best recorded by horizontal instruments; they will, therefore, produce minimal effects on correlation amplitudes. It should, therefore, be possible to seperate partially overlapping arrivals in terms of time, azimuth and phase velocity.


Fig-3.8: Reduced travel time graphs for some prominent phases from the crustal model of Maguire and Long(1976) and for a surface focus.

An investigation was carried out to test the ability of the array and the processing technique in seperating interfering arrivals (from the same azimuth) and in resolving their signal parameters. The test was carried out for an azimuth of $225^{\circ}$ (which approximates the azimuth of local events from Kavirondo gulf) and for two signals with phase velocities of $6.0 \mathrm{~km} / \mathrm{s}$ and $8.0 \mathrm{~km} / \mathrm{s}$ which are typical crustal velocities.

The signal wavelet corresponding to each Kaptagat pit was delayed (relative to the crossover point) by lengths of time corresponding to two arrivals crossing the array with apparent surface velocities of 6.0 and $8.0 \mathrm{~km} / \mathrm{s}$ respectively. The two delayed outputs for each pit were added to give a resultant comoosite signal. The calculated seperation in time between the onsets of the two arrivals at each of the ten pits (table 3.5) varies from 0.008 s to 0.147 s . The resulting ten channel record was velocity filtered with the azimuth fixed at $225^{\circ}$ and velocity swept from 5.0 to $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.5 \mathrm{~km} / \mathrm{s}$. Averaging times of $0.05,0.10,0.15,0.20$, 0.30 and 0.40 s were used. Two distinct peaks were observed, one at about $5.5 \mathrm{~km} / \mathrm{s}$ and the other at about $7.5 \mathrm{~km} / \mathrm{s}$ independent of window length used. Fig. 3.9 shows the correlator output for window length of 0.20 s and azimuth of $225^{\circ}$ when velocity was incremented by $0.5 \mathrm{~km} / \mathrm{s}$.

The velocity filter program was then run with azimuth fixed at $224^{\circ}$ and velocity incremented by $0.1 \mathrm{~km} / \mathrm{s}$. As shown in section 3.4 .3 this is the azimuth at which maximum correlation occurs in azimuthvelocity space. A plot of normalized correlator amplitude against phase velocity was produced for each averaging time in the range $0.05 s$ to $0.80 s$. For all values of window length, the interfering
$\left.\begin{array}{cc}\begin{array}{c}\text { Seismometer } \\ \text { Pit }\end{array} & \text { Time seberation } \\ \text { (seconds) }\end{array}\right\}$

Table 3.5 . Step out times of $6.0 \mathrm{~km} / \mathrm{s}$ and $8.0 \mathrm{~km} / \mathrm{s}$ arrivals at Kaptagat pits when the signals come in from an azimuth of $22.5^{\circ}$ 。

arrivals were seen to be seperated since all the curves show double peaking. Fig. 3.10 shows the velocities at which the peaks occurred for various averaging times.

Double peaking and hence signal seperation in time is most prominent for window length of 0.05 s (fig. 3.11). But this size of averaging time was considered too small to give reliable results; for example the peaks occurred at velocities of $5.9 \mathrm{~km} / \mathrm{s}$ and 8.8 $\mathrm{km} / \mathrm{s}$ instead of $6.0 \mathrm{~km} / \mathrm{s}$ and $8.0 \mathrm{~km} / \mathrm{s}$. It is evident from fig. 3.90 that window lengths between 0.15 s and 0.30 s gave both measured velocities to within $0.1 \mathrm{~km} / \mathrm{s}$ of the correct velocities. Within this range, the averaging time of 0.20 s gives correct values (fig. 3.11 ) $(6.0 \mathrm{~km} / \mathrm{s}$ and $8.0 \cdot \mathrm{~km} / \mathrm{s})$ for both velocities but the double peaking $L$ is not as prominent or as well defined as that for 0.05 s. Window length of 0.20 s was, therefore, considered the most appropriate value to use in filtering records from local events used in the present analysis where the dominant frequency is about 4 to 5 hz .

5 Estimates of error in apparent velocity and azimuth measurements.
-1 Error due to assumption of plane wavefront.
In the plane wave front formulation used in the filtering program (section 3.4.2) the arrival time, $t_{p}$, of a plane wave front from an azimuth $\theta$ at a point $P\left(X_{i}, Y_{i}\right)$ on the horizontal earth's surface with respect to zero time at the origin is

$$
t_{p}=-\left(x_{i} \sin \theta+\dot{y}_{i} \cos \theta\right) / v
$$

This expression is correct for sufficiently large distances from the source. For small epicentral distances, the curvature of the wavefront must be considered to see if significant errors in




Fig.3.11: Plots of normalized correlaior output against apparent velocity ai $224^{\circ}$ azimuth and for averaging times of 0.05 s and 0.20 s .
measured velocity and arimuth rosult from the assumption of plane wavefronts.

Consider a point source, S(fig. 3.12) of spreading spherical wave fronts. The radial distance, $D$, from the source to $P\left(X_{i}, Y_{i}\right)$ is given by

$$
D=\left(\left(\Lambda \cos \theta-y_{i}\right)^{2}+\left(\Lambda \sin \theta-x_{i}\right)^{2}\right)^{\frac{1}{2}}
$$

where $\Delta$ is the radial distance from source to the origin or crossover noint. Assuming curvature in the wavefront, the arrival time, $t_{c}$, of the wave at $P$ relative to zero at the origin is now

$$
t_{c}=\frac{D-\Delta}{V}
$$

This expression should give a better estimate of the times used for inserting delays into the various channels in the velocity filtering process. Because neither $\Delta$ nor $D$ was known sufficiently accurately, this expression was not used. In its place the expression based on plane wavefront formulation was used.

Consider a point source s(fig. 3.l3) generating spherical waves. At a radius $r$, the difference, $x$, in Dositions between pläne (PR) and spherical (POR) wavefronts is given by

$$
x=r-\sqrt{r^{2}-a^{2}}
$$

where $2 a$ is the aperture presented by the array at the given azimuth. The fifference in arrival times of spherical and plane wavefronts is $x / V$ where $V$ is the apparent surface velocity.

Kaptagat array apertures at azimuths of $45^{\circ}$ and $90^{\circ}$ are about 7 km and 5 km respectively. The minimum estimated distance, r , for rift events to the jumediate east of Kaptagat is about 60 km . At this distance the differences in calculated times (between


Fig. 3-12: Schematic diagram for a curved wavefroni crossing the array.


Fig. $3 \cdot 13$ : A diagrarn illusirating difference in positions of plane(PR) and spherical(PQR) wavefronts of a distance $r$ from source.
plane and curved wavefront aporoaches) for a phase velocity of $7.0 \mathrm{~km} / \mathrm{s}$ are 0.0145 s and 0.00744 s for azimuths of $45^{\circ}$ and $90^{\circ}$ respectively. These time differences are of the order $0.01 s$ which is the sampling interval used to digitize the records. It is clear from this observation that a higher sampling rate than l00s/s will not necessarily improve the resolution of the data for this and smaller distances if. the program assumes plane wavefronts.

### 3.5.2 Error due to finite sampling rate.

In the program used to calculate apparent velocity and azimuth, no provision was made for interpolation between samples because the data were sampled at $0.01 s$ intervals and the required accuracy is achieved without need for interpolation. Delays were, therefore, applied to the nearest digit.

Consider a seismometer located at the point $P\left(x_{r}, Y_{r}\right)$ in the $x-y$ plane on horizontal carth's surface and at an azimuth $\boldsymbol{\alpha}_{r}$ (fig. 3.2). If a nlane wave crosses the array with apparent velocity $V$ from an azimuth 0 , the arrival time, $t$, at $P$ relative to zero time at the origin is

$$
t=-\left(x_{r} \sin \theta+y_{r} \cos \theta\right) / v
$$

If the seismogram is diqitized at $S$ samples per second, the wave will arrive $P$ at sample $N$ where

$$
N^{\prime}=-\frac{\left(x_{r} \sin \theta+y_{r} \cos \theta\right) S}{V}
$$

and $N$ is the digit nearest to $N^{\prime}$. For reliable estimation of velocity/azimuth, it is necessary that for each seismometer these digits, $N$, change for a change in velocity/azimuth.

The rates of change of $N$ per unit change in azimuth and velocity are given by

$$
\begin{array}{ll}
\frac{\partial N^{\prime}}{\partial \theta}=\frac{\left(-x_{r} \cos \theta+y_{r} \operatorname{Sin} \theta\right) S}{V} & \text { and } \\
\frac{\partial N^{\prime}}{\partial V}=\frac{\left(x_{r} \sin \theta+y_{r} \operatorname{Cos} \theta\right)}{V^{2}} & \text { respectively. }
\end{array}
$$

Tables $3.6 \mathrm{a}, \mathrm{b}, \mathrm{c}$ also give the number of seismometers, m , changing whole number of samples, $N$, at a particular azimuth when the apparent velocity at that azimuth changes by $1 \mathrm{~km} / \mathrm{s}, 0.5 \mathrm{~km} / \mathrm{s}$, $0.2 \mathrm{~km} / \mathrm{s}$ and $0.1 \mathrm{~km} / \mathrm{s}$ respectively. Table 3.6 b computed for a phase velocity of $7.0 \mathrm{~km} / \mathrm{s}$ shows that when the phase velocity changes by $0.5 \mathrm{~km} / \mathrm{s}$, an average of 6 seismoneters change samples at an azimuth of about $90^{\circ}$. I'wo of these seismometers are on the red arm and four on the yellow arm of the array. For a change of $0.2 \mathrm{~km} / \mathrm{s}$ in velocity at about $90^{\circ}$ azimuth, an average of 4 seismometers (all on the yollow arm) change samples. For a change of $0.1 \mathrm{~km} / \mathrm{s}$ at $7.0 \mathrm{~km} / \mathrm{s}$ velocity and same azimuth only three seismometer, $\left(y_{3}, y_{4}, y_{5}\right)$, all on the yellow arm, (though not all on a straightline), change integral number of samples.

It is evident, therefore, that in this direction, even when all seismometers are functioning, phase velocity measurements can not be made to a preciston better than $\pm 0.1 \mathrm{~km} / \mathrm{s}$ if the sampling interval is 0.0ls. The resolution improves/worsens as the apparent velocity decreases/increases at the same azimuth.

Table 3.6 d shows $\frac{\partial N^{\prime}}{\partial \mathrm{G}}$ values computed at a phase velocity of $7.0 \mathrm{~km} / \mathrm{s}$ for different azimuths. The last row on this table gives the number, $m$, of seismometers changing samples by whole numbers when azimuth changes by $1^{\circ}$ and $2^{\circ}$ respectively at various azimuths. For a change of $1^{\circ}$, only three seismometers are effective while four seismometers change samples by whole numbers for a change of $2^{\circ}$. In both cases al. the seismometcrs are on the red arm although they do not lie on a straightline.

|  | $\frac{\partial \mathrm{N}^{0}}{\partial \mathrm{~V}}$ at $6.0 \mathrm{kms}^{-1}$ for azimuths of |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pits | $75^{\circ}$ | $60^{\circ}$ | $85^{\circ}$ | $90^{\circ}$ | $95^{\circ}$ | $100^{\circ}$ | $105^{\circ}$ | $110^{\circ}$ | $115^{\circ}$ |
| R1 | 0.8 | 0.6 | 0.5 | 0.3 | 0.1 | 0.1 | 0.3 | 0.5 | 0.7 |
| R2 | 1.3 | 1.0 | 0.7 | 0.3 | 0 | 0.4 | 0.7 | 1.1 | 1.4 |
| R3 | 3.2 | 2.5 | 1.8 | 1.0 | 0.3 | 0.5 | 1.2 | 2.0 | 2.7 |
| R4 | 4.5 | 3.6 | 2.7 | 1.3 | 0.9 | 0 | 0.9 | 1.8 | 2.7 |
| R5 | 6.2 | 5.0 | 3.8 | 2.6 | 1.3 | 0 | 1.3 | 2.5 | 3.8 |
| Y1 | 1.1 | 1.1 | 1.2 | 1.2 | 1.3 | 1.3 | 1.3 | 1.3 | 1.3 |
| x 2 | 5.1 | 5.2 | 5.2 | 5.2 | 5.2 | 5.2 | 5.1 | 4.9 | 4.8 |
| Y3 | 7.1 | 7.2 | 7.3 | 7.3 | 7.3 | 7.2 | 7.1 | 6.9 | 6.7 |
| Y4 | 10.0 | 10.2 | 10.3 | 10.3 | 10.3 | 10.2 | 10.0 | 9.7 | 9.3 |
| Y5 | 12.9 | 13.1 | 13.2 |  |  |  | 12.6 | 12.2 | 11.7 |
| m for <br> $1 \mathrm{~km} / \mathrm{s}$ <br> change | 10 | 10 | 10 | 8 | 7 | 6 | 9 | 10 | 10 |
| $\begin{aligned} & \mathrm{m} \text { for } 0.5 \\ & \mathrm{~km} / \mathrm{s} \\ & \text { change } \end{aligned}$ | 9 | 9 | 8 | 8 | 6 | 5 | 7 | 9 | 9 |
| $\begin{aligned} & \mathrm{m} \text { for } 0.2 \\ & \mathrm{~km} / \mathrm{s} \\ & \text { change } \end{aligned}$ | 7 | 7 | 6 | 5 | 4 | 4 | 4 | 5 | 7 |
| $\begin{aligned} & \mathrm{m} \text { for } 0.1 \\ & \mathrm{~km} / \mathrm{s} \\ & \text { change } \end{aligned}$ | 5 | 5 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |

Table 30.6 a. Values of $\frac{\partial N^{\prime}}{\partial V}$ computed for Kaptagat pits at signal azimuths in the range $75^{\circ}$ to $115^{\circ}$ for an apparent velocity of $6.0 \mathrm{kms}^{-1}$. m is the number of seismometers changing samples by whole numbers for the given velocity change.

|  | $\frac{\partial N^{\prime}}{\partial V}$ at $7.0 \mathrm{~km} / \mathrm{s}$ for azimuths of |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pits | $75^{\circ}$ | $80^{\circ}$ | $35^{\circ}$ | $90^{\circ}$ | $95^{\circ}$ | $100^{\circ}$ | $105^{\circ}$ | $110^{\circ}$ | $115^{\circ}$ |
| R1 | 0.6 | 0.5 | 0.3 | 0.2 | 0.1 | 0.1 | 0.2 | 0.3 | 0.5 |
| R2 | 1.0 | 0.7 | 0.5 | 0.2 | 0 | 0.3 | 0.5 | 0.8 | 1.0 |
| R3 | 2.3 | 1.8 | 1.3 | 0.7 | 0.2 | 0.4 | 0.9 | 1.4 | 2.0 |
| R4 | 3.3 | 2.7 | 2.0 | 1.4 | 0.7 | 0 | 0.7 | 1.3 | 2.0 |
| R5 | 4.6 | 3.7 | 2.8 | 1.9 | 1.0 | 0 | 0.9 | 1.9 | 2.8 |
| Y1 | 0.8 | 0.8 | 0.9 | 0.9 | 0.9 | 1.0 | 1.0 | 1.0 | 1.0 |
| Y2 | 3.7 | 3.8 | 3.8 | 3.9 | 3.8 | 3.8 | 3.7 | 3.6 | 3.5 |
| Y3 | 5.2 | 5.3 | 5.4 | 5.4 | 5.4 | 5.3 | 5.2 | 5.1 | 4.9 |
| Y4 | 7.3 | 7.5 | 7.6 | 7.6 | 7.6 | 7.5 | 7.3 | 7.1 | 6.9 |
| Y5 | 9.5 | 9.6 | 9.7 | 9.7 | 9.6 | 9.5 | 9.2 | 8.9 | 8.6 |
| m for <br> $1 \mathrm{~km} / \mathrm{s}$ <br> change | 10 | 10 | 9 | 8 | 7 | 5 | 9 | 9 | 10 |
| $\begin{aligned} & m \text { for } \\ & 0.5 \mathrm{~km} / \mathrm{s} \\ & \text { change } \end{aligned}$ | 8 | 7 | 7 | 6 | 5 | 5 | 5 | 8 | 9 |
| $\begin{aligned} & m \text { for } \\ & 0.2 \mathrm{~km} / \mathrm{s} \\ & \text { change } \end{aligned}$ | 6 | 6 | 5 | 4 | 4 | 4 | 4 | 4 | 5 |
| m for <br> $0.1 \mathrm{~km} / \mathrm{s}$ <br> change | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 2 |

Table 3.6 b . Values of $\frac{\partial N^{\prime}}{\partial V}$ computed for Kaptagat pits at signal azimuths in the range $75^{\circ}$ to $115^{\circ}$ for an apparent velocity of $7.0 \mathrm{~km}^{-1}$ 。

|  | $\frac{\partial N^{\prime}}{\partial V}$ at $7.5 \mathrm{~km} / \mathrm{s}$ for azimuths of |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pits | $75^{\circ}$ | $80^{\circ}$ | $85^{\circ}$ | $90^{\circ}$ | $95^{\circ}$ | $100^{\circ}$ | $105^{\circ}$ | $110^{\circ}$ | $115^{\circ}$ |
| R1 | 0.5 | 0.4 | 0.3 | 0.2 | 0.1 | 0.1 | 0.2 | . 0.3 | 0.4 |
| R2 | 0.9 | 0.6 | 0.4 | 0.2 | 0.0 | 0.2 | 0.5 | 0.7 | 0.9 |
| R3 | 2.0 | 1.6 | 1.1 | 0.6 | 0.2 | 0.3 | 0.8 | 1.3 | 1.7 |
| R4 | 2.9 | 2.3 | 1.8 | 1.2 | 0.6 | 0.0 | 0.6 | 1.2 | 1.7 |
| R5 | 4.0 | 3.2 | 2.4 | 1.6 | 0.8 | 0.0 | 0.8 | 1.6 | 2.4 |
| Y1 | 0.7 | 0.7 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 |
| Y2 | 3.2 | 3.3 | 3.3 | 3.4 | 3.3 | 3.3 | 3.2 | 3.2 | 3.0 |
| Y3 | 4.5 | 4.6 | 4.7 | 4.7 | 4.7 | 4.6 | 4.6 | 4.4 | 4.3 |
| Y4 | 6.4 | 6.5 | 6.5 | 6.6 | 6.6 | 6.5 | 6.4 | 6.2 | 6.0 |
| Y5 | 8.3 | 8.4 | 8.5 | 8.4 | 8.4 | 8.2 | 8.0 | 7.8 | 7.5 |
| $\begin{aligned} & m \text { for } \\ & \text { l km/s } \\ & \text { change } \end{aligned}$ | 10 | 9 | 8 | 9 | 7 | 5 | 9 | 9 | 9 |
| m for $0.5 \mathrm{~km} / \mathrm{s}$ change | 7 | 7 | 7 | 6 | 4 | 4 | 4 | 7 | 7 |
| $\begin{aligned} & \mathrm{m} \text { for } \\ & 0.2 \mathrm{~km} / \mathrm{s} \end{aligned}$ change | 6 | 5 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |
| m for $0.1 \mathrm{~km} / \mathrm{s}$ change | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |

Table 3.6 c . Values of $\frac{\partial \mathrm{N}^{\prime}}{\partial \mathrm{V}}$ computed for Kaptagat pits at signal azimuths in the range $75^{\circ}$ to $115^{\circ}$ for an apparent velocity of $7.5 \mathrm{~km}^{-1}$.
$\frac{\partial N^{0}}{\partial \theta}$ at $7.0 \mathrm{~km} / \mathrm{s}$ for the azimuths of

|  | $75^{\circ}$ |  | $85^{\circ}$ |  | $90^{\circ}$ |  | $95^{\circ}$ |  | $105^{\circ}$ |  | $115^{\circ}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pits | $1{ }^{\circ}$ change | $2^{\circ}$ change | $1{ }^{\circ}$ change | $2^{\circ}$ change | $1{ }^{0}$ change | $2^{\circ}$ change | $1{ }^{\circ}$ change | $2^{\circ}$ change | $1{ }^{\circ}$ change | $2^{\circ}$ change | $1{ }^{\circ}$ change | $2^{\circ}$ change |
| R】 | 0.2 | 0.4 | 0.2 | 0.4 | 0.2 | 0.4 | 0.2 | 0.4 | 0.2 | 0.4 | 0.2 | 0.4 |
| R2 | 0.3 | 0.6 | 0.4 | 0.8 | 0.4 | 0.8 | 0.4 | 0.8 | 0.4 | 0.8 | 0.3 | 0.6 |
| R3 | 0.7 | 1.4 | 0.8 | 1.6 | 0.8 | 1.6 | 0.8 | 1.6 | 0.8 | 1.6 | 0.7 | 1.4 |
| RQ | 0.9 | 1.8 | 0.9 | 1.8 | 0.9 | 1.8 | 0.9 | 1.8 | 0.9 | 1.8 | 0.9 | 1.8 |
| R5 | 1.2 | 2.4 | 1.3 | 2.6 | 1.3 | 2.6 | 1.3 | 2.6 | 1.3 | 2.6 | 1.3 | 2.6 |
| Y1 | 0.1 | 0.2 | 0.1 | 0.2 | 0.0 | 0.1 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Y2 | 0.1 | 0.2 | 0 | 0 | 0.0 | 0:0 | 0.0 | 0.0 | 0.1 | 0.2 | 0.2 | 0.4 |
| Y3 | 0.2 | 0.4 | 0.1 | 0.2 | 0.0 | 0.0 | 0.1 | 0.2 | 0.2 | 0.4 | 0.3 | 0.6 |
| Y4 | 0.2 | 0.8 | 0.1 | 0.2 | 0.0 | 0.0 | 0.1 | 0.2 | 0.2 | 0.4 | 0.4 | 0.8 |
| Y5 | 0.2 | 0.4 | 0 | 0 | 0.1 | 0.2 | 0.2 | 0.4 | 0.4 | 0.8 | 0.6 | 1.2 |
|  | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 5 | 4 | 7 |

Table $3.6 d$ Values of $\frac{\partial N^{\prime}}{\partial \theta}$ computed for Kaptagat pits at signal azimuths in the range $75^{\circ}$ to $115^{\circ}$ for phase velocity of $7.0 \mathrm{~km} / \mathrm{s}$ 。

The minimum number of instruments that can measure velocity/azimuth uniquely is three spread in two dimen@ions. From the discussions above, it is therefore concluded that for a sampling rate of $100 \mathrm{~s} / \mathrm{s}$ the theoretical resolution that can be achieved by Kaptagat array in the indicated directions is about $1^{\circ}$ in azimuth and $0.1 \mathrm{~km} / \mathrm{s}$ in velocity when all the ten seismometers are functioning. The resolution possible from the record of any event depends on the particular seismometers that produce usable records of that event.

### 3.5.3. Determination of centre of the correlator peak.

The accuracy to which azimuth or velocity can be determined depends partly upon the accuracy to which the centre of the correlator peak can be estimated (Birtill and Whiteway, that is
1965), /on the sharpness of the velocity or azimuth response which in turn depends on the dimensions of the array in relation to the wavelength of the signal and the configuration of the array concerned.

From theoretical studies of responses of arrays of different configurations, it is concluded that for ideal response curves, the error in azimuth/velocity should not exceed $\frac{1}{20}$ th of the response beam width at the half level points (Birtill and Whiteway, 1965). Velocity and azimuth responses for Kaptagat array for azimuth of $90^{\circ}$ shown in fig. 3.14 and fig. 3.15 are calculated (for a frequency of 5 hz ) from equation 3.15 when the array is tuned to receive a signal with phase velocity of $7.0 \mathrm{~km} / \mathrm{s}$. The widths $\mathrm{w}_{\mathrm{v}}$ (for velocity) and $W_{\theta}$ (for azimuth) of the response curves at half level points are


Fig. 3.14: Velocity correlotor response at an azimuth of $90^{\circ}$ when the arroy is tuned to receive a signol with velocity $7.0 \mathrm{~km} / \mathrm{s}$ and azimuth $90^{\circ}$.


Fig. 3.15: Azimuth correlator response at the velocity of $7.0 \mathrm{~km} / \mathrm{s}$ for kaptagat array when the array is funed to receive a signal with velocity of $7.0 \mathrm{~km} / \mathrm{s}$ from an azimuth of $90^{\circ}$.
$2.3 \mathrm{~km} / \mathrm{s}$ and $17^{\circ}$ respectively. These figures show that for an ideal noisefree record, an error of not more than $\pm 0.1$ $\mathrm{km} / \mathrm{s}$ in velocity and $\pm 1^{\circ}$ in azimuth is expected from Kaptagat array data at this azimuth. This corresponds to the width of velocity and azimuth responses at the 0.995 and 0.95 levels respectively。
3.5.4. Errors due to incorrect assumed velocity/azimuth.

Fig. 3.3 gives the correlator response as a function of signal azimuth and velocity when the array is tuned to receive a signal crossing Kaptagat array with velocity 7.0 $\mathrm{km} / \mathrm{s}$ from an azimuth of $90^{\circ}$. Side lobes of amplitudes about half the maximum in the field are centred around $(6.1 \mathrm{~km} / \mathrm{s}$. $55^{\circ}$ ) and ( $5.6 \mathrm{~km} / \mathrm{s}, 122^{\circ}$ ); this can introduce erroneous results from velocity/azimuth filtering if search azimuth/ velocity differ widely from the correct values.

From fig. 3.3, azimuth responses at a discrete number of velocities can be obtained. From such curves, the magnitude of the correlatimuth response peak as a function of velocity (fig. 3.16) is determined; the numbers indicate the azimuths at which the peaks occur. It is assumed that the azimuth of the event is initially unknown. Search for event azimuth is then made at a number of assumed velocities. If the assumed velocity is the correct velocity, the measured azimuth will also be correct.

From fig. 3.16 it is observed that if the velocity used in the search for azimuth differs from the correct velocity by as much as $\pm 0.2 \mathrm{~km} / \mathrm{s}$, the correct azimuth is always measured.


Fig. 3-16: Plot of correlator peak azimuth response against search velocity. Numbers indicate azimuth (in degrees) of peak for the corresponding velocity

If the search velocity differs from the correct velocity by up to $\pm 0.5 \mathrm{~km} / \mathrm{s}$, the measured azimuth is within $\pm 1^{\circ}$ of the correct azimuth. And for an error of $\pm 0.9 \mathrm{~km} / \mathrm{s}$ in velocity, the measured azimuth is in error by no more than $\pm 2^{\circ}$. It is evident, therefore, that accurate knowledge of velocity is not critical to the determination of the azimuth to within $2^{\circ}$ of the correct azimuth at azimuths around $90^{\circ}$ 。

Similar treatment applied to velocity response is illustrated in fig. 3.17. If the search azimuth is within $\pm 1^{\circ}$ of the correct azimuth, the measured velocity does not differ significantly from the correct velocity. But departures of $\pm 2^{\circ}, \pm 3^{\circ}, \pm 5^{\circ}, \pm 7^{\circ}$ and $\pm 8^{\circ}$ from the correct azimuth result in errors of $\pm 0.1, \pm 0.2$, $\pm 0.3$ and $\pm 0.4 \mathrm{~km} / \mathrm{s}$ respectively in measured velocities. Hence for an ideal noise free record at this azimuth an accuracy of $\pm 2^{0}$ in azimuth is required if velocity is to be measured to within $\pm 0.1 \mathrm{~km} / \mathrm{s}$ of the correct velocity.

### 3.6 Processing of Kaptagat data.

.6.1 Analogue to digital conversion of the array data.
Events used in the present study were selected from those used by Arnold (personal communication) in seismicity study of the region. The analogue field tapes were played back (unfiltered) with demodulation and flutter compensation at a speed of 15/16 inch per second which is ten times the recording speed. The analogue seismic channels and the time channel were displayed on the 16 channel jet pen recorder and/or on the oscilloscope for visual inspection. Some of the events played out were then selected for digitization and subsequent velocity filtering.


Fig 3.17: Plot of correlator peak velocity response against search azimuth. Numbers indicate velocity (in $k m / \dot{s}$ ) of
peak for the corresponding azimuth.

An event was selected if its seismograms had a high signal to noise ratio, showed little or no saturation and had a good number of operative seismometers evenly distributed between the two arms of the array. In the selection, preference was given to records with sharp first arrival P-wave onsets. Only events with P surface (or $X$ ?) wave times of less than about 30 s were selected.

Each selected analogue record was digitized on Mod l computer using the ADC. The resulting digital file was copied onto a disk file from which it was then transferred to a magnetic tape file for permanent storage. A record to be digitized was first played out onto the iet pens at paper speeds of 2.5 mm or 5.0 mm per recorded second for observation of first motion on each seismic trace. For some records it was found that the first motions of the outputs of the seismometers were not all in the same sense. The differences in the direction of the first motion could have arisen from the polarities of the connections from the seismometers to the recording system. Where necessary, the inverters were used to get the first motions the same way up in all the seismic traces. The direction of first motion is easier to see on records with sharp onsets. For records with emergent onsets, the direction of first motion could not be determined with certainty and the waveform of any well recorded and correlatable later arrival was used.

It was observed that the maximum number of traces that can be conveniently and confidently digjtized on Modular one computer at l00s/s was eight if the length of each seismogram was about 30 s . At $50 \mathrm{~s} / \mathrm{s}$, comparable lengths of all ten seismograms and time channel could be conveniently digitized without difficulty or
error. Hence from the analogue record of each event, two digital files were created, one at $50 \mathrm{~s} / \mathrm{s}$ and the other at $100 \mathrm{~s} / \mathrm{s}$. Experience during subsequent processing showed that a record digitized at $50 \mathrm{~s} / \mathrm{s}$ allowed greater flexibility (in the ranges of azimuth and velocity covered) than the same record sampled at $100 \mathrm{~s} / \mathrm{s}$. On the other hand, the higher sampling rate provided better resolution in velocity/azimuth especially for velocities higher than about $6.5 \mathrm{~km} / \mathrm{s}$. The two digital files of the same event, therefore, complemented each other and were used in a way to reduce the problems created by limited space within the computer.

If the number of acceptable seismograms on an analogue array record was less than 8 , a digital file of 8 channels was created. This digital file included all the unfiltered seismic traces and the time channel. Band pass filtered ( $0-10 \mathrm{hz}$ ) seismic channels (usually Rl and/or Y 1 ) were recorded on any of the remaining unused channels.

If an event recorded exactly eight acceptable seismograms, four digital files were produced from it. Two 9 channel digital files of the 8 seismic traces (excluding the time channel) were made at sampling rates of $50 \mathrm{~s} / \mathrm{s}$ and $100 \mathrm{~s} / \mathrm{s}$ respectively. For the same analogue record, two digital files, each including three band pass filtered ( $0-10 \mathrm{hz}$ ) seismic traces (usually R1, R2 and Yl), these same three traces unfiltered, one other unfiltered seismic trace and the time channel, were created at sampling intervals of 0.02 s and 0.01 s respectively. The time channel was later used to provide time scales for the set of records with eight seismic traces. Onsets of later arrivals were identified more easily on the filtered traces.

The eight channel record digitized at $50 \mathrm{~s} / \mathrm{s}$ was found extremely useful in velocity filtering for low velocities (e.g. 3 to $4 \mathrm{~km} / \mathrm{s}$ ) because there would be sufficient storage space for the relatively smaller number of samples corresponding to the large system delay required for such low velocities. In the system, the space occupied by an eight channel data is half that occupied by a 16 channel data recorded at the same sampling interval. If the number of channels in an analogue record is more than 8 but less than 16 , the corresponding digital record occupied the same space as a 16 andennel $^{2}$ record during velocity filter processing. Hence, in order to leave more space in the computer store for programs and time delays, 8 channel data were used even at a sampling rate of $50 \mathrm{~s} / \mathrm{s}$ unless the number of seismic channels exceeded 8.

If an event recorded more than eight acceptable seismic traces, the best eight were selected and four digital files made of them as described in the precering paragraphs. Then, in addition, all the acceptable seismic channels together with a time channel were digitized at $50 \mathrm{~s} / \mathrm{s}$.

In all cases, the digital file was copied from disk onto paper using the jet pen recorder. After inspection to ensure a satisfactory analogue to digital conversion, the record was copied onto tape. At the time of digitization, a note was made of the pit coordinates corresponding to each seismic channel.

Because of the stringent requirements which data for reliable velocity filtering must satisfy, only eleven sets of array data from local rift events to the immediate east of Kaptagat were
selected as adequate for such processing. Some more distant rift events to the north and south of Kaptagat and a few local events originating from the west in the Kavirondo gulf were also processed.

The procedure adopted for the velocity filtering of the present array data recorded for each event will be described with reference to a record shown in fig. 3.18a. At the time of recording, six seismometers were operating, four on the red arm and two on the yellow arm. Using onset time analysis, Arnold (personal communication) had determined the first arrival azimuth for this event as $99^{\circ}$. This azimuth was taken as the provisional starting point. The record of this event digitized at $50 \mathrm{~s} / \mathrm{s}$ was first filtered (using an averaging time of 0.20 s ) to determine the first arrival azimuth and apparent velocity. For this purpose only a very short section of the record including the first arrival was processed as described below.

For the first stage in velocity filtering of the data from this event, nine values of azimuth starting from $80^{\circ}$ and increasing in steps of $5^{\circ}$ up to $120^{\circ}$ were used. At each value of azimuth, velocity was swept from $3.0 \mathrm{~km} / \mathrm{s}$ to about $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.5 \mathrm{~km} / \mathrm{s}$. At the starting azimuth the TAP amplitudes for the first arrival were measured for all values of velocity. This procedure was repeated for all azimuths in the given range. In this way all the first arrival correlator amplitudes in the given velocityazimuth space were measured. The velocity and azimuth corresponding to the measured maximum amplitude in velocity-azimuth plane estimated roughly the region within which the event first arrival velocity and azimuth are located. The search was then concentrated in smaller ranges of azimuth and velocity centred around the
Y5
Y8
correlator amplitude maximum. A more refined maximum was obtained with increments of $0.2 \mathrm{~km} / \mathrm{s}$ in velocity and $02^{\circ}$ in azimuth leading to better definition of the region where the first arrival velocity and azimuth should lie.

The region in and around the new resulting TAP maximum was further investigated with data recorded at $100 \mathrm{~s} / \mathrm{s}$ using increments of $0.1 \mathrm{~km} / \mathrm{s}$ in velocity and $1^{\circ}$ in azimuth. This last stage ensured improved velocity and azimuth resolution. The final refined first arrival velocity and azimuth for this event were finally estimated as $7.6 \mathrm{~km} / \mathrm{s}$ and $105^{\circ}$ respectively. Fig 3018 is the correlator plot output for azimuth of $105^{\circ}$ and for velocity increasing from $5.2 \mathrm{~km} / \mathrm{s}$ to $10.2 \mathrm{~km} / \mathrm{s}$ in steps of $0.5 \mathrm{~km} / \mathrm{s}$. Other arrivals are indicated on this output and it is necessary to measure the parameters of all significant arrivals.

Close to the rift where lateral variations in structure may be expected, azimuths of first and later arrivals from the same event may not, in general, be expected to be the same. However, for the processing on Mod 1 , because of the limitations already discussed, flexibility is severely limited and azimuths of all arrivals from the same event are assumed to be the same as the azimuth determined for the first arrival.

With the azimuth fixed at the value measured for the first arrival ( $105^{\circ}$ for this event), and using data recorded at $100 \mathrm{~s} / \mathrm{s}$ velocity was swept from $5.0 \mathrm{~km} / \mathrm{s}$ to $12.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.1 \mathrm{~km} / \mathrm{s}$. For each arrival the measured amplitude at each velocity was normalized to unity with respect to the maximum amplitude measured for the first arrival and plotted against the corresponding velocity. Such velocity response curve for the first arrival is shown in fig. 3.19. The least squares parabola fitting the data of fig. 3.19 from $6.2 \mathrm{~km} / \mathrm{s}$ to 8.5 $\mathrm{km} / \mathrm{s}$ is

$$
Y=-16.612+(4.594 \pm 0.597) V-(0.301 \pm 0.041) V^{2}
$$

where $Y$ is the normalized correlator response and $V$ is the measured apparent velocity. Estimates are standard error. The maximum response occurs when the gradient of this curve is zero, that when $V=7.63 \mathrm{~km} / \mathrm{s}$ which confirms earlier estimate. Inspection of this curve indicatas that a smaller amplitude arrival with a velocity of about $5.8 \mathrm{~km} / \mathrm{s}$ appears to be recorded at about the same time as the $7.6 \mathrm{~km} / \mathrm{s}$ arrival. This subsidiary peak is more clearly indicated in the filter output from subsequent processing discussed in section 3.6 .3 .


Fig 3.18b Correlator output from unfiltered record of event number 7 for an azimuth of $105^{\circ}$ ard a range of phase velocities. Numbers in the figure represent phase velocities in $\mathrm{km} / \mathrm{s}$.
Normulized rorrelatar output


The velocity of each later arrival was determined by plotting its normalized correlator amplitude against velocity. The value of velocity corresponding to the maximum of this curve was taken as the best estimate for the apparent velocity of that arrival. In this way the apparent velocities of all prominent later arrivals from the given event were measured. To objectively determine each peak and the corresponding velocity, it was necessary, in some cases, to fit a parabola to the measured values of correlation against phase velocity.

For velocities less than about $5.0 \mathrm{~km} / \mathrm{s}$, difficulty was encountered in filtering data digitized at $100 \mathrm{~s} / \mathrm{s}$ for reasons already discussed. The severity of this problem depended on the signal azimuth and the coordinates of the pits of the operating seismometers. To get over this problem, data of the same event digitized at $50 \mathrm{~s} / \mathrm{s}$ was filtered with the azimuth fixed at the value already determined above for the first arrival. A velocity sweep from about $3.0 \mathrm{~km} / \mathrm{s}$ to about $6.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.1 \mathrm{~km} / \mathrm{s}$ was then easily implemented. This range of velocity was expected to provide information on onset. times of $S$ and mode converted phases. Although $3.0 \mathrm{~km} / \mathrm{s}$ may be high for some S phases, it was not possible on Mod 1 to go below that velocity even for data recorded at $50 \mathrm{~s} / \mathrm{s}$. However, subsequent processing on a bigger machine (section 3.6 .3 ) handled velocities well below $3.0 \mathrm{~km} / \mathrm{s}$ without difficulty.

The procedure described for the event mentioned above was applied in filtering the digital records of all the other events used in this study. Rift events to the north and south of Kaptagat have longer periods than the local events to the immediate
east and west. The poriod of the first arrivals of these north and south rift events was about 0.30 s . Smoothing time window of 0.30 s was, therefore, used for nrocessing data from these events.

The resulting data are shown in fig. 3.20. The correlator amplitude of each later arrival at the velocity determined for it was normalized to unity with respect to the corresponding amplitude of the first arrival at the measured first arrival velocity. The normalized correlator amplitude was plotted as a vertical line at the corresponding arrival time (relative to the first arrival). The number below each line is the estimated apparent velocity of the arrival at that time.
6.3 Filtering on IBM $360 / 370$ computer.

The assumption that later arrivals come in from the same azimuth as first arrival of the same event may not be justified for all events because of possible lateral variations in the structure within the rift zone. Such variations will result in the event rays being deflected in the horizontal as well as in the vertical directions. Siqnal components from the same event may, therefore, arrive Kaptagat from azimuths different from one another and from the first arrival azimuth. There was, therefore, the need to determine not fust the velocity but also the azimuth of each later arrival. Secondly, more than one arrival may be recorded at the station at about the same time. In effect, more than one peak may exist in the velocity-azimuth space at any given time point along the seismic record. For example, unwanted large amplitude low velocity signal generated Rayleigh waves can partially

Fjgo 3.20a : The data (velocity and azimuth) for closein immodiato eastern rift events assuming first and lotor arrival agimuths ore the same。 Number below each vertical line is apparent volocity in lam/s. Rolative onset times are morion in roconcts.
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Fig.3.20a:The data for closein immediate eastern rift events assuming first and later arrival azimuths are the same. Numbers below each verticalline are apparent velocities in $\mathrm{km} / \mathrm{s}$.

Fig. 3.20b: The velocity and azimuth data for distant rift events to the north and south of Kaptarati。 For a given event, the azimuths of the first and later arrivals are assumed to be the same. The number below each vertical line is the corresponding phase velocity in km/so

(6)

(7)

(8)

overlap and mask the desired but low amplitude crustal arrivals. In a situation such as this, it becomes necessary to determine all the significant correlator peaks in the field and then select those relevant to the physical problem in hand.

The principles of nperation of the i.program VFJL. (appendix C) written to perform this task on Durham University's IBM 360/370 computer has been described in section 3.4.2. The data guided through this program were all digitized at $100 \mathrm{~s} / \mathrm{s}$, and were exactly the same as those processed on mod 1 computer using the earlier program. For reasons discussed in section 3.6 .2 , time window of 0.20 s was used for local events to the immediate east and immediate west of the station while window length of 0.30 s was used for filtering rift events to the north and south of Kaptagat. This program was designed to confirm and complement the results obtained from Mod 1.

The implementation of the program will be illustrated with the processing of data from event 11 digitized at 100 samples per second (fig. 3.2l). From velocity filtering on Mod 1 computer, the first arrival velocity and azimuth of this same data were determined as $7.0 \mathrm{~km} / \mathrm{s}$ and $113^{\circ}$ respectively.

The new program was now used to repeat the measurement of the first arrival parameters. Initially filtering covered ranges of $3.0 \mathrm{~km} / \mathrm{s}$ to $12.0 \mathrm{~km} / \mathrm{s}$ in velocity and $60^{\circ}$ to $160^{\circ}$ in azimuth and started at the 50 th sample on the original digital file on tape. Increments in velocjty, azimuth and time were $0.5 \mathrm{~km} / \mathrm{s}, 5^{\circ}$ and 0.05 s respectively. With this coarse processing the maximum correlator output in the velocity-azimuth space was located at


Fig. 3.21: A record of a closein local rift event from the immediate east of Kapíagat.
$7.0 \mathrm{~km} / \mathrm{s}, 115^{\circ}$ and at 2.05 s from the beginning of the original file. To determine the parameters of this first arrival more precisely, velocity was increased from $4.0 \mathrm{~km} / \mathrm{s}$ to $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.1 \mathrm{~km} / \mathrm{s}$ while azimuth was increased from $85^{\circ}$ to $145^{\circ}$ in steps of $1^{\circ}$. Correlator outputs were computed at intervals of $0.01 s$ in the time range from 1.90 s to 2.40 s from start of the original digital file. The major peak of the first arrival occurred at 2.06 s as shown in table 3.7 which includes two other peaks. The parameters of the three peaks in decreasing order of peak magnitude are $16.8 \mathrm{~km} / \mathrm{s}$, $\left.113^{\circ}\right),\left(6.6 \mathrm{~km} / \mathrm{s}, 125^{\circ}\right)$ and ( $8.3 \mathrm{~km} / \mathrm{s}, 137^{\circ}$ ).

With the time pointer at 2.06 s (the time for the first arrival peak), correlator outputs in the velocity-azimuth space were calculated for azimuths increasing from $85^{\circ}$ to $145^{\circ}$ in steps of $1^{\circ}$ and velocity increasing from 4.0 to $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.1 \mathrm{~km} / \mathrm{s}$ 。 These outputs were then normalized to unity with respect to the maximum output in the field. The main part of this normalized correlator output values are contoured as shown in fig. 3.22 in which three peaks desiqnated $A, B$ and $C$ have normalized outputs of 1.00, 0.73 and 0.66 , respectively at their centres. To the nearest $0.1 \mathrm{~km} / \mathrm{s}$ in velocity and $\mathrm{l}^{\circ}$ in azimuth, the measured parameters of the centres of $A, B$ and $C$ are ( $6.9 \mathrm{~km} / \mathrm{s}, 114^{\circ}$ ), ( $6.6 \mathrm{~km} / \mathrm{s}, 125^{\circ}$ ) and $\left(8.2 \mathrm{~km} / \mathrm{s}, 136^{\circ}\right.$ ) respectively. These values should be compared with the printout values of ( $6.8 \mathrm{~km} / \mathrm{s}, 113^{\circ}$ ) , $\left(6.6 \mathrm{~km} / \mathrm{s}, 125^{\circ}\right)$ and $\left(8.3 \mathrm{~km} / \mathrm{s}, 137^{\circ}\right.$ ) on table 3.7 . The difference of $0.1 \mathrm{~km} / \mathrm{s}$ in velocity and $1^{\circ}$ in azimuth between the parameters of the centres of $A$ and $C$ and the printout on table 3.7 may have arisen from the element of subjective judgement involved in smoothing by hand in the course of producing fig. 3.22. Values of the parameters for the three peaks are, therefore, in agreement with the contents of table 3.7 .

Table 3．7 ：Correlator print output from program VFIL showinc first arrival parameters for event 11．Velocity was incremented from 4.0 to $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.1 \mathrm{~km} / \mathrm{s}$ while azimuth was incremented from $85^{\circ}$ to $1^{4} 5^{\circ}$ in steps of $1^{\circ}$ 。 Three peaks were printed every 0.08 s 。
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Fig. 3.22: Contours showing the Mree peaks indicaled in table 3.7

It is evident, from this observation, that the peaks shown on plot and print outputs of the program are not spurious peaks. Furthermore, results obtained here ( $5.9,114^{\circ}$ ) compare very well with the values ( $7.0,113^{\circ}$ ) obtained from processing on Mod 1.

The accuracy achieved in the determination of velocity and azimuth depends on the accuracy with which the centre of the correlator peak can be measured. For ideal curves, the error in the determination of the centre of the correlator peak should not exceed one-twentieth of the beam width at the half level points of the response curves (Birtill and Whiteway, 1965). The width of the half level contour for peak $A$ in fig. 3.22 for velocity and azimuth corresponding to its centre is $10.5^{\circ}$ in azimuth and l. 45 $\mathrm{km} / \mathrm{s}$ in velocity. This indicates that the centre of the peak A , and hence, the corresponding signal parameters can be measured to a precision of about $0.07 \mathrm{~km} / \mathrm{s}$ in velocity and $0.59^{\circ}$ in azimuth. These errors should be suitably combined with errors from other sources discussed in section 3.5 in estimating, the overall errors in velocity and azimuth measurements.

The normalized peak outputs and the corresponding peaking velocities and azimuths close to and including the centre of peak A is shown in table 3.8. It is evident from this table that an error of $1^{\circ}$ in azimuth may introduce an error of $0.1 \mathrm{~km} / \mathrm{s}$ in measured velocity. An error of $2^{\circ}$ in azimuth introduces an error of $0.2 \mathrm{~km} / \mathrm{s}$ in measured velocity. These observations are illustrated in fig. 3.23.

Plot output in the vicinity of the first arrival is given in fig. 3.24 for velocity and azimuth ranges of 5.0 to $10.0 \mathrm{~km} / \mathrm{s}$ and $100^{\circ}$ to $130^{\circ}$ respectively. Azimuth and velocity increments

Table 3.8 Normalized peak correlator outputs and the corresponding first arrival velocities measured at azimuths close to the azimuth of the first arrival for event ll.

| Azimuth <br> (degrees) | Normalized <br> correlator <br> peak out- <br> put | Velocity <br> of peak <br> (km/s) |
| :--- | :--- | :--- |
| 110 | 0.929 | 6.6 |
| 111 | 0.893 | 6.6 |
| 112 | 0.973 | 6.8 |
| 113 | 1.000 | 6.8 |
| 115 | 0.999 | 6.9 |
| 117 | 0.977 | 7.0 |
| 118 | 0.883 | 7.1 |



Fig 3.23 First errival velocity responses for event 7 at azimuths of $112^{\circ}, 114^{\circ}$ and $116^{\circ}$.


## TIME (SFETONOS)

Fig. 3.24a: Correlator plot output for times close to the first arrival of event 11 . Velocity and azimuth increments are $0.1 \mathrm{~km} / \mathrm{s}$ and $1^{\circ}$ respectively. One peak plotted every 0.02 s . Size of character used in the plot is chosen proportional to the corresponding computed cor relation amplitude.
were $1^{\circ}$ and $0.1 \mathrm{~km} / \mathrm{s}$. One peak was plotted at 0.02 s intervals. Output for about the same length of time is shown in fig. 3.24 b where two peaks were plotted at intervals of 0.01 s but with azimuth increasing from $80^{\circ}$ to $140^{\circ}$ in steps of $2^{\circ}$ and velocity from $5.0 \mathrm{~km} / \mathrm{s}$ to $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.2 \mathrm{~km} / \mathrm{s}$.

Velocity filtering was used to estimate the onset of the $S$ waves corresponding to and having the same propagation path as the first arrival. Such a phase will have an azimuth not significantly different from the first arrival azimuth. For this search, velocities in the range $2.0 \mathrm{~km} / \mathrm{s}$ to $10.0 \mathrm{~km} / \mathrm{s}$ with increments of $0.2 \mathrm{~km} / \mathrm{s}$ and azimuths in the range $110^{\circ}$ to $120^{\circ}$ with increments of $2^{\circ}$ were used. One peak was plotted at time intervals of 0.05 s from 0.50 s to 16.00 s (fig. 3.25). Measured velocities (about 2.8 $\mathrm{km} / \mathrm{s}$ ) and azimuths (about $114^{\circ}$ ) for arrivals between about. 13.50 s and 14.00 s suggest that these arrivals may be $S$ or surface waves. For a closer examination of these arrivals, the filter was applied to part of the record between 12.50 s and 16.50 s . Ranges in velocity and azimuth were $2.0 \mathrm{~km} / \mathrm{s}$ to $10.0 \mathrm{~km} / \mathrm{s}$ and $108^{\circ}$ to $118^{\circ}$ respectively. Azimuth and velocity increments were $2^{\circ}$ and $0.2 \mathrm{~km} / \mathrm{s}$ and only one peak was plotted at intervals of two samples (fig. 3.26). A single seismic channel was plotted at the top of this figure. A section of the corresponding printout is shown in table 3.9.

From fig. 3.26 and table 3.9 it is clear that these low velocity arrivals are recorded continously between 13.78 s and 13.98 s along the record. The peak correlator output is located at 13.90 s or 11.85 s from the neak of the first arrival; the final measured velocity and azimuth were $2.6^{\mathrm{km} / \mathrm{s}}$ and $112^{\circ}$ respectively. The correlator output of this arrival relative to the first arrival is


Fig. 3.24b: Correlator plot output for times close to the first arrival of event II. Two peaks are plotred every 0. Ols. Azimuth coverage is from $80^{\circ}$ to $140^{\circ}$ in steps of $2^{\circ}$, Velocity range is from $50 \mathrm{~km} / \mathrm{s}$ to $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.2 \mathrm{~km} / \mathrm{s}$. Size of plotting symbols chosen proportional to the corresponding computed correlation function.

ig. 3.25: Corretator plot output for event II. Outputs at intervals of 0.05 s . Azimuth search ange is $110^{\circ}$ to $120^{\circ}$ in sieps of $2^{\circ}$ and velocity varied from $2.0 \mathrm{~km} / \mathrm{s}$ to $10.0 \mathrm{~km} / \mathrm{s}$. in teps of $0.2 \mathrm{~km} / \mathrm{s}$. Size of plotting symbols chosen proportional t.o the output TAP amplitude.


Fig.3.26: Correlator ploi output for event Il beyond 12.50 s . Outputs at intervals of 0.02 s . Search ranges in yelocity and azimuth are 2.0 to $10.0 \mathrm{~km} / \mathrm{s}$ and $108^{\circ}$ to $118^{\circ}$ respectively. Increments in velocity and azimuth ore $0.2 \mathrm{~km} / \mathrm{s}$ and $2^{\circ}$ respectively.

Table 3.9 ：Correlator print output for event 11 in the time range containing the $X$ arrivals．Two peaks printed at $0,02 \mathrm{~s}$ intervals。 Velocity incremented from 2.0 to $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.2 \mathrm{~km} / \mathrm{s}$ 。 Azimuth incremented from $108^{\circ}$ to $118^{\circ}$ in steps of $2^{\circ}$ 。
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0.54. From about 14.32 s to 14.74 s , arrivals with velocities in the range $3.4-3.6 \mathrm{~km} / \mathrm{s}$ and azimuths of $110^{\circ}$ to $114^{\circ}$ are recorded with peak correlator output occuring at azimuth of $114^{\circ}$, velocity of $3.6 \mathrm{~km} / \mathrm{s}$ and at time 14.42 s (i.e. 12.36 s from the peak of the first arrival). For this arrival the output peak was 0.49 that of the first arrival:

The $2.6 \mathrm{~km} / \mathrm{s}$ arrival may be direct $S$ waves in the vilicanics': refracted while the $3.6 \mathrm{~km} / \mathrm{s}$ arrival may represent S waves, from the top of the basement. The onset of the $2.6 \mathrm{~km} / \mathrm{s}$ and $3.6 \mathrm{~km} / \mathrm{s}$ arrivals are also clearly seen on both the single seismogram and on the correlator output function as 'a' and 'b' in figo 3.26.

From the plot and print outputs of the program, the velocities and azimuths for arrivals along the record of this event number 11 were extracted and plotted. Such a plot is shown in fig. 3.27 where the single seismogram, the normalized correlator output, velocity and azimuth are plotted at discrete time points along the record. Wide ranges in search velocity and azimuth were used in measuring parameters of arrivals along the record. The procedure described above in the processing of the data from event 11 was applied in filtering the records of all the other selected events, but with varying details. Fig. 3.23 is the plotter output from the data of fig. 3.18a. Here the ranges in velocity and azimuth were $3.0 \mathrm{~km} / \mathrm{s}$ to $12.0 \mathrm{~km} / \mathrm{s}$ and $50^{\circ}$ to $150^{\circ}$; increments in velocity and azimuth were $0.4 \mathrm{~km} / \mathrm{s}$ and $4^{\circ}$. Two peaks were plotted at intervals of 0.04 s .

In figs. $3.29 \mathrm{a} / \mathrm{b}$ which are the outputs from the same record (fig. 3.18a), the azimuth and velocity increments were reduced to $2^{\circ} / 1^{\circ}$ and $0.2 / 0.1 \mathrm{~km} / \mathrm{s}$ for narrower ranges in search


Fig-3•27: Plot of correlation, apparent velocity and azimith as functions of time along the seismic trace
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Fig.3.29a: Plotter output for event number 7 with 2 peaks plotted at intervals of 0.01 s . Velocity and azimuth increments are $0.2 \mathrm{~km} / \mathrm{s}$ and $2^{\circ}$ respectively.


Fig-3.29.b:Plofier output for event number 7 with two peaks plotted ai 0.015 intervals. Velocity and azimuth incremented by $0.1 \mathrm{~km} / \mathrm{s}$ and $1^{\circ}$ respectively.
parameters. In each case, two peaks were plotted at intervals of ${ }_{\lambda} 0.01 s$. A portion of the printout corresponding to fig. 3.29b is shown in table 3.10。 A subsidiary peak occuring at about the same time as the main peak of the first arrival was previously indicated from Mod 1 processing of this record. This subsidiary peak is here seen more clearly in figs. 3.28 and 3.29 and also in table 3.10 . Fig. 3.30 for event 7 is similar in function to fig. 3.27 for event 11 with only the maximum peak plotted.

### 3.7 The data

The errors in the measurement of first arrival velocities and azimuths of the records of all events processed were estimated from the contributions of the sources of error discussed in section 3.5. The first arrival velocities and azimuths of the rift events to the immediate east of Kaptagat with their estimated measurement errors are shown in table 3.11. Similar first arrival data for more distant rift events to the north and south of Kaptagat are shown in table 3.12. The first arrival data for local events from the west are shown in table 3.13.

In the plotter output for the record of each event, the significant arrivals were identified by an increase in the correlator amplitude. It was useful, where possible, to check that the arrivals seen on the correlator outputs could also be identified on a single seismic trace. The correlator amplitudes of all arrivals for the record of a given event were normalized to unity with respect to the event's first arrival correlator amplitude. The normalized output for each arrival was then plotted as a vertical line at the corresponding arrival time. The numbers below each line represent the velocity and azimuth of the corresponding arrival.

Table 3．10 ：Correlator print output for event 7 with two peaks plotted every 0.01 s．Velocity． and azimuth increments are $0.1 \mathrm{~km} / \mathrm{s}$ and $1^{\circ}$ respectively．Velocity and azimuth search ranges were 5.0 to $10.0 \mathrm{~km} / \mathrm{s}$ and $60^{\circ}$ to $140^{\circ}$ respectively．
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Fig. $3 \cdot 30$ : plot of correlation, apparent velocity and azimuth as functions of time along the seismic trace for event number 7

| Event number | Apparent <br> azimuth <br> (degrees) | Apparent <br> Velocity <br> (km/s) | P to X <br> time <br> (seconds) |
| :---: | :---: | :---: | :---: |
| 1 | $102 \pm 4$ | $7.1 \pm 0.5$ | 8.1 |
| 2 | $94 \pm 4$ | $7.2 \pm 0.3$ | 8.2 |
| 3 | $95 \pm 4$ | $7.3 \pm 0.2$ | 8.2 |
| 4 | $74 \pm 2$ | $7.0 \pm 0.2$ | 8.3 |
| 5 | $87 \pm 2$ | $7.3 \pm 0.2$ | 9.0 |
| 7 | $94 \pm 2$ | $7.5 \pm 0.2$ | 9.1 |
| 7 | $106 \pm 2$ | $7.5 \pm 0.4$ | 9.7 |
| 10 | $107 \pm 2$ | $7.0 \pm 0.2$ | 9.8 |
| 11 | $106 \pm 2$ | $7.9 \pm 0.5$ | 10.3 |
| 7 | $114 \pm 2$ | $6.9 \pm 0.2$ | 10.8 |

Table 3.11: Measured $P-X$ times and the corresponding first arrival measured apparent velocities and azimuths of the local rift events to the immediate east of Kaptagat.

| Event number | Apparent <br> azimuth <br> degrees) | Apparent <br> velocity <br> $(\mathrm{km} / \mathrm{s}$ ) | P to X <br> time <br> (seconds) |
| :---: | :--- | :--- | :--- |
| 1 | $29 \pm 2$ | $7.7 \pm 0.2$ | 24.7 |
| 2 | $21 \pm 3$ | $6.7 \pm 0.2$ | 26.1 |
| 3 | $19 \pm 4$ | $6.7 \pm 0.2$ | 26.4 |
| 4 | $18 \pm 4$ | $6.8 \pm 0.2$ | 26.7 |
| 5 | $23 \pm 3$ | $6.7 \pm 0.2$ | 27.0 |
| 7 | $22 \pm 4$ | $7.0 \pm 0.2$ | 28.1 |

Table 3.12: Measured $p-x$ times and the corresponding measured first arrival apparent velocities and azimuths of rift events to the north and south of Kaptagat.

| Event number | Apparent <br> azimuth <br> (degrees) | Apparent <br> velocity <br> $(\mathrm{km} / \mathrm{s})$ | P to X <br> time <br> (seconds) |
| :---: | :--- | :--- | :--- |
| 1 | $224 \pm 2$ | $6.0 \pm 0.2$ | 7.7 |
| 2 | $224 \pm 3$ | $5.6 \pm 0.2$ | 7.7 |
| 3 | $196 \pm 3$ | $6.0 \pm 0.2$ | 8.3 |
| 4 | $222 \pm 4$ | $6.4 \pm 0.2$ | 10.6 |
| 5 | $240 \pm 2$ | $6.2 \pm 0.2$ | 12.1 |
| 7 | $234 \pm 2$ | $6.4 \pm 0.1$ | 17.4 |
| 8 | $236 \pm 2$ | $6.4 \pm 0.1$ | 19.8 |
| 9 | $200 \pm 3$ | $6.5 \pm 0.2$ | 28.6 |
|  | $200 \pm 3$ | $6.4 \pm 0.2$ | 29.3 |

Table 3.13: Measured $\mathrm{P}-\mathrm{X}$ times and the corresponding measured first arrival apparent velocities and azimuths of events originating mainly from the south west of Kaptagat.

The resulting data for closein eastern rift events are shown in fig. 3.31. Fig. 3. 32 gives the corresponding data for distant rift events to the nortr and south of Kaptagat. Dat for local events coming mainly from the south west are shown in fig. 3.33.

The letters used in fig. 3.31 are for phase identification. Arrivals from different events and labelled by the same letters are thought to be the same phases. For example, arrivals marked 'a' are identified in this study as first arrival headvaves. The significance of other letters are explained in section 6.3 on the interpretation of second arrival data from local rift events originatinç from the immediate east of Kaptagat.

Fig. 3.31: Apparent surface velocity ( $\mathrm{lm} / \mathrm{s}$ ), azimuth (degrees) and relative onset time data for closein local rift events from the iminediate east of Kaptagat. Estimated epicentral distances are shown in km。
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Fig 3.31: Apparent surface velocity ( $\mathrm{km} / \mathrm{s}$ ), azimuth (degrees) and relative onset time data for closein local rift events from the immediate east of Kaptagat-Estimated epicentral distances are shown in km .

Fig. 3.32: The data (velocity and azimuth) for rift events to the north and south of Kaptagat. Numbers below each vertical line represent apparent velocity in $\mathrm{km} / \mathrm{s}$ and azimuth in degrees.
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Fig. 3-32:The data for rift events to the north and south of Kaptagat. Numbers beloweach vertical line are apparent velocity in $\mathrm{km} / \mathrm{s}$ and azimuth in degrees.

Fig. 3.33:Local events originating from the west of Kaptagat. Numbers below each vertical line are apparent velocity in $\mathrm{km} / \mathrm{s}$ and azimuth in degrees. For each eve.t. the lengths of the vertical lines indicate the relative values of the TAP for the corresponding phases.
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## CHAPTER A

## LOCATION OF EPICENTRES

4.1


## Introduction

In the previous chapter, the apparent veolcities and apparent azimuths of first and later arrivals in the records of selected earthquakes were determined. In the present chapter, the epicentres of these events are located in relation to the rift structure。 Ideally focal depth and structural model are required for locating epicentres; these quantities are initially unknown。 Epicentres are, therefore, here located without assuming any particular structural model or any definite focal depth.

### 4.2 Normal multistation location procedure

The techniques normally applied to locate earthquakes are based on the method of least squares. The basic principles underlying these techniques are discussed in Richter (1958) and Jeffreys (1970) and are outlined in this section for local earthquakes. The coordinates and origin time of an earthquake are determined from records of a multistation network by iteratively changing a preliminary hypocentre and origin time to minimize the sum of the squares of the differences between observed and calculated arrival times of first arrival $p$ and possibly other phases.

To be located with high precision, the epicentre for local earthquakes should be well surrounded by recording stations at distances (large compared with probable focal depth) preferably in the range 60 km to 100 km and well distributed in azimuth. On the other hand, high accuracy in depth determination demands
that at least one station in the network of local stations must be close to the epicentre。

For local earthquakes, epicentral distance may be measured with direct waves $\mathrm{P}_{\mathrm{g}}$ and $\mathrm{S}_{\mathrm{g}}$ since $\mathrm{P}_{g}$ is the g isst assival for most crustal models in the distance range 60 to 100 km 。 Here the data are the onset times $T_{p}$ and $T_{s}$ of the directwayes. If the foisson's ratio, $\sigma$, is assumed constant, it can be shown that for $\mathrm{P}_{\mathrm{g}}$ and $\mathrm{S}_{\mathrm{g}}$ propagating along the path with velocities $\alpha$ and $\beta$ respectively, then

$$
\begin{aligned}
& T_{S}-T_{p}=R\left(T_{p}-T_{0}\right)_{\%} \\
& \text { and that } D=\left(T_{p}-T_{0}\right) \\
& \text { where } R=\left(\frac{\alpha}{\beta}-1\right)_{0}
\end{aligned}
$$

$D$ is the linear distance from focus to station and $T_{0}$ is the origin time of the event.

For the network, measured values of $T_{s}-T_{p}$ are plotted as ordinates against measured $P_{g}$ onset times, $T_{p}$ as abscissae. The graph should be a straight line crossing $T_{p}$ axis at time $T_{0}$ which estimates the origin time. The time interval $T_{p}{ }^{\circ} T_{0}$ for each station is multiplied by the best estimate of of to give $D_{0}$

The normal network location procedure was not used in locating events analysed in this study because the Kaptagat array had a relatively small aperture in comparison with the epicentral distance. The array aperture is so small that the array can be regarded effectively as one station. Since data on first arrival apparent velocity and azimuth have been obtained, a location procedure involving these measured quantities was adopted.

To locate the epicentre of an event from a single array station，the azimuth and the epicentral distance are usedo The azimuth is usually obtained from velocity filtering．The distance，$\Lambda$ ，may be measured by the time difference between any pair of arrivals，normally $P$ and $S$ o The $P \circ S$ time may be converted to distance using the following data ：
（a）the ratio，$R$ ，of Pwave velocity，$\alpha$ ，to S－wave velocity，$\beta$ 。
（b）the seismic velocity model of the structure through which the waves pass，and
（c）the focal depth，$h$ ，of the event if no direct arrivals can be identified。

The ratio，$R$ ，for the propagation path is related to Poisson ${ }^{\circ}$ s ratio，$\sigma_{8}$ by

$$
R=\frac{\alpha}{\beta}=\left(\frac{100-\sigma}{0.5-\sigma}\right)^{\frac{1}{2}} .
$$

For most rocks $\sigma$ is about 0.25 ．In the present study an average value of 1．74 is adopted for $R$（Anderson，1965）corresponding to a value of 0.254 for $\sigma$ 。

However，at the latitude range covered by the present data， it has been established that there is a lateral variation of structure in and around the Gregory rift zone（Maguire and Long，1976；Griffiths et al 1971；Savage and Long，1985）．It is，therefore，to be expected that there will also be a lateral variation in $\sigma_{8}$ and hence $R$ 。 In practice，then，$R$ will be expected to vary from path to path and also along a given path． To simplify the discussion，however，an average value will here be assumed for $R$ 。

In general the $P$ and $S$ phases need not have the same propagation paths．All that is required is that the $P$ and $S$ phases be correctly identified．The main source of error in measuring $P-S$ time in this study arose from the uncertainty in the identification and in determining the onset time of the $S$ waves which come in as later arrivals and were recorded with vertical instruments．$S$ waves are better recorded with horizontal instruments。 But as discussed in the next section， $S$ wave onset can be more confidently identified from the measured apparent velocities of the arrivals suspected to be So

## 4．4 Structure of the seismograms and the identity of a prominent arrival。

On the seismograms used in the present study，$S$ wave onsets were not identified with confidence for reasons given above。 $S$ phases may be expected to come in as a low energy later arrivals obscured in the coda of higher amplitude $P$ wave arrivals．Fig。 3． 21 reproduced here as fig。 4o1 shows a typical set of seismograms from a local earthquake recorded by Kaptagat array．

The first arrival which is a $P$ wave is impulsive and clear． In the next few seconds following this first arrival，each seismogram shows other high amplitude $P$ wave arrivals．The record then tends to get quieter with time until at about 12s from the first arrival when a high energy burst（whose estimated onset time is indicated by the arrow）appears and persists for several seconds．This energy burst is seen clearly in the seismograms of all events studied and will here be labelled arrival $X_{0}$ If the identity（i。e。 the phase）of $X$ is known， its onset time relative to the first arrival onset can be

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  | $R 2$ <br>  |  |  |  |  |  |
|  |  |  |  |  |  |  |

Fig. 4.1: A record of a closein local rift event coming from the immediate east of Kapłagat.
used to estimate the epicentral distance of the corresponding event for a given structural model．$X$ may be direct waves ${ }_{\imath}$ head waves or reflections of the $P, S$ or the mode converted type．It may also be a surface wave。

The later part of the array data of figo 401 containing the arrival $X$ was velocity filtered（using VFIL）to estimate the velocities of arrivals in the time range containing $x_{0}$ The plot output shown in fig。 4．2（reproduced from fig。 3．26） includes a single seismic channel at the top．Times marked on this diagram are times measured from the beginning of the original digital tape file on which the array seismograms for this event were stored．Times measured from the peak of the first arrival are obtained by subtracting $2.06 s$ from the times in fig．4o2．The search ranges used to produce the output shown in this figure are 2.0 to $10.0 \mathrm{~km} / \mathrm{s}$ in steps of $0.2 \mathrm{~km} / \mathrm{s}$ in velocity， $108^{\circ}$ to $118^{\circ}$ in steps of $2^{\circ}$ in azimuth and 12.50 s to 16.50 s in steps of 0.02 s in time．

In figo 4o2 both the single seismic trace and the correlator output indicate a sudden rise in amplitude starting at about 13．82s．From this time and persisting for a duration of about 0.20 s is an arrival with velocity $2.6 \mathrm{~km} / \mathrm{s}$ and azimuth $112^{\circ}$ 。 The onset of this arrival is 11．76s from first arrival peak； this time is close to the $\mathrm{P}-\mathrm{X}$ time of 11.7 s measured from the seismogram of pit R1 for this same event．An arrival with velocity of $3.4 \mathrm{~km} / \mathrm{s}$ and azimuth of $110^{\circ}$ to $112^{\circ}$ persists for about 0.24 s starting from 14.44 s．The onset of this arrival is 12．38s from the peak of the first arrival，which again is close to the measured P－X time．For a duration of 0．22s from 14.90 s to 15.12 s an arrival with velocity $3.8 \mathrm{~km} / \mathrm{s}$ and azimuth $112^{\circ}$ is observed．The velocities of all these arrivals（in


$\mathrm{km} / \mathrm{s}$ ）are marked in the diagram。
In the 1.20 s time interval from about $13.82 s$ to about 15．02s only six out of the sixty measured velocities are above $4_{0} 0 \mathrm{~km} / \mathrm{s}$ ．The rest are below $4.0 \mathrm{~km} / \mathrm{s}$ and above about $2.5 \mathrm{~km} / \mathrm{s}$ 。 These arrivals may，therefore，be considered as surface waves or $S$ waves．The amplitudes of the arrivals are too small for them to be considered as surface waves unless the focus is unusually deep．These low energy and low velocity arrivals precede and are very close to the high amplitude arrivals whose estimated onset is associated with $X_{0}$ The low energy arrivals may，therefore，be considered as $S$ waves．

The $2.6 \mathrm{~km} / \mathrm{s}$ arrival may be fidentified as $S$ waves in the volcanics，the $3.4 \mathrm{~km} / \mathrm{s}$ arrival as $S_{g}$ propagating in the base－ ment．This interpretation is supported by the P－wave velocity of about $4.6 \mathrm{~km} / \mathrm{s}$ obtained for the main basement volcanic cover （Khan et alog 1987）and the basement velocity of about $5.8 \mathrm{~km} / \mathrm{s}$ （Swain et alo，1981）。 The $3.8 \mathrm{~km} / \mathrm{s}$ arrival may be identified as an $S$ phase having the same propagation path as the first arrivals。

Values of other measured velocities beyond about 15.00 s are shown in fige 4．2。 A $9.0 \mathrm{~km} / \mathrm{s}$ arrival from azimuth of $112^{\circ}$ has correlator amplitude peak at $15.14 s$ ；this time corresponds to the time of the first peak of the large amplitude signal seen on the single seismogram．This high amplitude arrival could be explained as a wide angle multiple reflection．As an illustration，consider a horizontal layer of thickness $H$ and average velocity $v_{0}$ Then the apparent．surface velocity $V_{a}$ of a wave that has been reflected two times from each of the upper and lower boundaries of the layer is given by

$$
v_{a}=\frac{v}{\Delta}\left(\Lambda^{2}+(4 H-h)^{2}\right)^{1 / 2}
$$

where $h$ is focal depth and $\Delta$ the epicentral distance．For a layer of thickness 26 km ，velocity $5.8 \mathrm{~km} / \mathrm{s}_{8}$ the calculated apparent surface velocity is $8.95 \mathrm{~km} / \mathrm{s}$ at a distance of abour 80 km and a focal depth of 10 km 。 Although this velocity agrees with the observed value of $900 \mathrm{~km} / \mathrm{s}$ ，it is difficult to explain the theoretical difference in time（about 5．6s）between such multiple reflection and the first arrival when the observed difference is about 12．0s．

Because of their high amplitudes，these arrivals could also be considered as near critical point reflections probably from the Moho。 Consider a normal continental crusto For a distance region just beyond the geometrical ray theory critical distance， the reflected waves and the head waves（from the Moho，say） interfere，resulting in large amplitude arrivals（Cerveny，1966）。 This distance region，of the order of $10-50 \mathrm{~km}$ ，depends on the frequency of the reflected wave and increases with a decrease in frequency．The amplitude of the resulting waves is further enhanced if there is a positive velocity gradient immediately beneath the Moho or the relevant first order discontinuity （Braile and Smith，1975；Cerveny and Ravindra，1971）。 These near critical point diving waves have apparent velocities higher than crustal velocities．The observed velocity of about $9.0 \mathrm{~km} / \mathrm{s}$ would seem to suggest that these high energy arrivals may be diving waves．But the step－out time of about 13 s from the first arrival is difficult to explain。

On the output of the program showing more than one peak， the $9.0 \mathrm{~km} / \mathrm{s}$ arrival is observed simultaneously with the low velocity arrivals with velocity mostly in range $2.5 \mathrm{~km} / \mathrm{s}$ to
$400 \mathrm{~km} / \mathrm{s}$ 。 It is thus suggested that what is probably S and／or surface wave precedes and continues into the high energy portion of the record．Although the identity of $x$ is not known for certain，it is probable that its onset time is close to but later than the onset of $S$ waves．The onset time of $X$ may，therefore，be an overestimate of the onset time of $S_{0}$ Location of epicentres will，however，be carried out without assuming an identity for $X_{\text {o }}$ For placing epicentres，information about focal depths is required．An attempt is now made to place some limits on the probable values of focal depth。

## 4．5 Focal depth estimates．

For events outside a network of stations，focal depths can normally be determined if the structure containing the propas gation paths is known．In this study，the structure is not known initially and subsequent discussions will treat focal depth and structure collectively．Attention is focussed on the 11 selected closein eastern events having azimuths in the range $74^{\circ}$ to $114^{\circ}$ and $\mathrm{P}-\mathrm{X}$ times in the range 8.1 s to 11.7 s and probably originating from within the confines of the rift．

For the interpretation of the velocity data，knowledge of focal depths of the events is essential．But focal depths can not be uniquely determined from the present data．However，on geological and geophysical evidence，limits can be put on realistic values of focal depth estimate．An average value may then be estimated and used for all events．

The events under study are probably located within the Confines of the Gregory Rift（section 4．6）．This part of the Gregory rift，is associated with microseismic；geothermal and recent volcanic activity．This suggests that rocks at shallow
depths are probably in a partially molten state．for example． near the steam jets south of Lake Naivasha，a temperature of $177^{\circ} \mathrm{C}$ was reached suddenly in a drill hole at 936 m depth （Thompson and Dodson，1963）．Extrapolated to a few kilometers depth，melting temperatures for the rocks will be attained．

From a study of focal depths of intraplate earthquakes， Chen and Molnar（1983）established that the temperature at the source region is an important factor determining whether deformation occurs seismically or not．From estimates of the temperatures at depths of deepest events，they conclude that these limiting temperatures are $250^{\circ}-450^{\circ} \mathrm{C}$ and $600^{\circ}-800^{\circ} \mathrm{C}$ for crustal and mantle materials respectively．They deduce that in zones of continental extension focal depths are mostly shallower than $12-15 \mathrm{~km}$ 。 Most activity in the Basin and Range province，for example，occurs at depths of less than about 15 km where calculated temperatures are $350^{\circ} \pm 100^{\circ} \mathrm{C}$ 。

Data from geothermal mapping along the Gregory rift using ground and aerial infrared techniques indicate that some 8835 to $21,915 \mathrm{MW}$ are released in the form of geothermal cooling by both advection and conduction（Crane and O＇Connel，1983）．It is estimated that from each kilometre of the rift a range of 14－35 MW is released．From a study of the compilations of heat flow data in Cainozoic rift systems a high mean heat flow， 105 $\mathrm{mWm}^{-2}$ ，has been determined within the Kenya rift（Morgan，1983）． However，low to normal mean heat flow values， 57 and $39 \mathrm{mWm}^{-2}$ ， were determined for the volcanic flow covered shoulders of the rift to the west and east respectively．These low to normal mean heat flows compare well with the mean heat flow of $45 \mathrm{mwm}^{-2}$ for cratons in Africa（Gass et al．，1978）。＇Regions of abnormally
high heat flow within the Gregory rift are also associared with grid faulting，active volcanism and numerous hot springso

The implication of the heat flow data within the confines of the Gregory rift is that partial melting accompanying high temperatures will occur at shallow crustal depthso large focal depths are，therefore，improbable since rocks $\mathbb{\|} n$ partially molten state can not store enough strain energy for the generation of the observed tectonic earthquakes．

The axial zone of the Gregory rift is，in parts，associated with dense crustal intrusion indicated by a positive axial Bouguer anomaly（Searle，1970；Baker and Wohlenberg；1971）and confirmed by a depression in teleseismic delay time profile （Savage and Long，1985）and a higher than normal crustal velocity（Griffiths et alog 1971）。 This instrusion which may be continuous with the upper mantle anomalous material is associated with higher than normal temperatures indicated by presence of steam jets，active volcanoes and high electrical conductivities（Banks and Ottey，1974；Rooney and Hutton，1977； Banks and Beamish，1979；Morgan；1983）。 It is probable，there fore，that earthquake foci may be located above this intrusion or within its relatively cool upper part．

Gravity interpretations suggest that the top surface of this crustal intrusion is in the depth range of about 0 to 20 km（Searle，1970；Khanand Mansfield，1971；Baker and Whlenberg， 1971；Baker et al。，1972）。 Explosion data suggest that the top surface must be deeper than about 6 km （Swain et alo，1981） while teleseismic delay time studies put the depth at less than about 20 km （Savage and Long，1985）。

Molnar and Aggarwal（1971）studied microearthquakes in
a central zone within the rift but was scattered through out the rifto In Lake Magadi area（about $2^{\circ} S$ ），approximate locations showed that depths of focus appeared shallow，less than about 15 km with a most probable value at about 5 km 。 In the Homa Bay area of the Kavirondo rift where about 300 microearthquakes were recorded per day，the focal depths were estimated at between 3 and 5 km ．Foci in the central part of the rift covered in this analysis are，therefore，likely to be shallower than those in the regions discussed above．Further evidence in support of this expectation come from the intero pretation of seismicity and geomagnetic deep sounding data。

Hamilton et al．（1973）investigated seismicity in the Gregory rift in the area of geothermal prospects near Lakes Naivasha and Hannington．In the region near Lake Naivasha focal depths were estimated at 3 to 4 km 。 In the Lake Hannington area focal depths as large as 6 to 10 km were observed although depths of 2 to 5 km were estimated for the southern end of the Lake．Data from a small aperture seismic network sited over an area covering Lake Bogoria and its surroundings show that local events within the lake occur at depths up to 14 km （Maguire et al．，1986）．

Rykounov et al（1972）studied local earthquakes in the southern part of the Gregory Rift from Lake Magadi in Kenya to Mount Hanang in Tanzania．The magnitudes of earthquakes studied were in the range $0.5-3.5$ ；this range is similar to the magnitude range of $1.8-3.1$（Arnold，personal communication）covered by earthquakes used in the present analysis．Their survey covered a latitude range from about $2^{\circ} \mathrm{S}$ to $4.5^{\circ} \mathrm{S}$ 。 Histograms for focal depth distributions（fig。 4o3）show that for rift earthquakes， the most probable focal depth is $10-20 \mathrm{~km}$（nearer 10 than 20 km ）．


Fig.4.3: Vertical distribution of earehquake foci.
A. From east to wese through Lake Manyara.

B-Along the southern part of Gregory Rife.
(Rykounor et at., 1972.)

However this region has near normal shield type structure and foci may therefore be expected to be deeper there than in the region of the present study where extreme thinning of the lithosphere has been established。

Geomagnetic deep sounding experiments in and around the Gregory rift have shown that currents are concentrated by three regions with high electrical conductivity（Banks and Beamish 1979；Beamish，1977；Banks and Ottey，1974）。 Two of the anomalies are related to the rift structure，and other geophysical evidence strongly suggests that the high cons ductivity is due to the presence of molten material in the rocks of the lower crust and the upper mantle．The shallower crustal zone of partial melt is located directly beneath the rift floor．Its upper surface is no deeper than 20 km it probably may be as shallow as 5 km 。

From magnetotelluric data，the shallow conducting zone is interpreted in terms of high temperatures and water saturation in the crust（Rooney and Hutton，1977）．The top surface of this crustal zone is estimated at a depth of less than 8 km ． This zone underlies the part of the rift studied here．

Thus on the strength of available geological and geophysical evidence，focal depths of more than about 20 km are unlikely in the part of the Gregory rift zone covered in the present analysis （i．e．the rift within about $0.5^{\circ} \mathrm{N}$ ）．An average focal depth of about 5 to 10 km would seem realistic．

## 4．6 Estimating epicentral distances from P－X times．

P－X times，$t$ ，for the 11 selected local eastern events were measured from the outputs of seismometer Y1（or RI if Y1 was not functioning）and are shown in table 4．1．These measurements were

| Event <br> number | P-x time: <br> (seconds) | Apparent azimuth <br> (degrees) |
| :--- | :---: | :---: |
| 1 | 8.1 | 102 |
| 2 | 8.2 | 94 |
| 3 | 8.2 | 95 |
| 4 | 8.3 | 74 |
| 5 | 9.0 | 87 |
| 6 | 9.1 | 94 |
| 7 | 9.8 | 106 |
| 8 | 10.3 | 107 |
| 9 | 10.8 | 106 |
| 10 | 11.7 | 114 |

Table 4.1: Me:asured P-X times and azimuths for the 11 local rift events to the immediate east of Kaptagat.
made on records obtained from fast paper playouts to improve precision in the determination of to The uncertainty in the measurement of $t$ was better than about $\pm 0.5 \mathrm{~s}$ in most of the records. The main source of error was the uncertainty in the determination of onset of $X$; the first arrival Powave onset was impulsive and easy to read. In this section the epicentral distances are derived from the measured values of to

In section 404 , it was suggested that $X$ could be surface waves, direct waves, reflections or headwaves of $S$ or $P$ phaseso From measured values of apparent velocity, it was shown, hows ever, that the onset of $X$ is preceded by and is close to the onsets of phases suspected (on the bases of their measured velocities) to be $S$ and/or surface waves. $X$ onset time may, therefore, be an oversstimate of onset time for $S$ waves. Derivation of distance from $t$ does not here assume that the identity of the phase X is known.

To derive distances from P-X times, knowledge of the structural model and of focal depth is required along with the identity of X 。 None of these is known initially, However, two structural models for the Gregory rift zone have been established ${ }_{9}$ one for the western flanks at the latitude of Kaptagat and the other for the axial part of the rift (Maguire and Long, 1976; Griffiths et al, 1971). The details of these models are dis= cussed in section 1.5. These models were used in the way described below to estimate epicentral distances from PaX times.

For each of the two models, differences in travel times between the first arrival $p$ wave and each of the prominent later arrival phases were calculated as a function of epicentral distance, 1.0 The arrivals considered were direct waves, head
waves and reflections of $P$ and $S$ modes as well as surface waveso In estimating $S$ velocity from known $P$ velocity, the ratio $R$ of $P$ wave velocity to $S$ wave velocity was assumed as 1.74 as disc cussed in section 4.3. Recorded surface waves would be expected to be predominantly Rayleigh waves because the seismograms were written by vertical component instruments which normally have poor response for horizontal earth motion characteristic of Love waves. A Rayleigh wave rock velocity was deduced from the S wave velocity in the top layer. The range of distance covered was from 0 to about 250 km in steps of 10 km 。 For each phase, focal depths of 0,5 and 15 km were used in calculating differencess in travel times for the corresponding propagation path. The plots of distance against time difference are shown in fig. 4.4 and the labels on this diagram are explained in table 4.2 .

A mean line $P Q$, put centrally through the set of curves in fige 4.4 gives the desired mean relationship between $P \propto X$ times, $t$, and epicentral distance, $\Delta$. Although it has been supposed that $X$ could be any of the phases plotted, it should be emphasized that the velocity data is more in favour of $X$ being $S$ or surface waves than other phases.

To arrive at the average line $P Q$, it was necessary first to eliminate some curves that are obviously not consistent with the observed Pax times. For example curves labelled 8,12, 22 and 26 are not relevant to the present data because they suggest distances which could lead to apparent velocities significantly higher than measured apparent velocities. Furthermore, curves 8, 12 and 22 suggest that time difference decreases with increase in distance contrary to observations. Curves, like


Table 4.2 Explanation of labels on the curves of distance against time difference shown in fig。 4.4.

| Label | model | Time difference (seconds) | Focal depth (km) |
| :---: | :---: | :---: | :---: |
| 1 | Maguire and Long (1975) | $\mathrm{Sn}-\mathrm{Pg}$ | 0 |
| 2 | " | Sn-P* | 0 |
| 3 | " | Surfo-P* | 0 |
| 4 | " | Surfo-Pn | 0 |
| 5 | " | $\mathrm{Sg}-\mathrm{Pq}$ | 0 |
| 6 | " | S*-P* | 0 |
| 7 | " | $\mathrm{S}^{*}-\mathrm{Pg}$ | 0 |
| 8 | " | Pm -Pg | 0 |
| 9 | " | Sq-P* | 0 |
| 10 | " | $\mathrm{Sg}-\mathrm{Pg}$ | 15 |
| 11 | " | S*P* | 15 |
| 12 | " | S*-Pg | 15 |
| 13 | " | Surf.-Pg | 15 |
| 14 | " | $S^{*}-\mathrm{Pg}$. | 15 |
| 15 | " | $\mathrm{Sn}-\mathrm{Pg}$ | 15 |
| 15 | " | Sg-P* | 15 |
| 17 | " | Sn-P* | 15 |
| 18 | " | Surf.-P* | 15 |
| 19 | " | $S^{*}-\mathrm{Pn}$ | 15 |
| 20 | " | Sg ${ }^{\perp} \mathrm{Pn}$ | 15 |
| 21 | " | Surf.-Pn | 15 |
| 22 | " | Pm-Pg | 15 |
| 23 | " | Sm-Pg | 15 |
| 24 | Griffiths et al (1971) | Surf.-p* | 0 |
| 25 | " | S*-P* | 0 |
| 26 | " | PIP-P* | 0 |
| 27 | " | Surf: -Pg | 0 |
| 29 | " | $\mathrm{Sg}-\mathrm{Pg}$ | 0 |
| 29 | " | Surf. $-\mathrm{D} *$ | 5 |
| 30 | " | S*-D* | 5 |
| 31 | " | Sg-Pg | 5 |

that labelled 23，which are outside the observed range of pox times were not considered in obtaining the mean line PQ。

The thick line PQ is estimated as the best line through the set of lines and represents the required average relation ship between Pox times，$t$, and distance，$\Delta \circ$ Measured values of $t$ were converted to $\wedge$ using this line whose equation is of the form

$$
\Delta=a+b t
$$

where $a$ and $b$ have the values -6.3 km and $8.1 \mathrm{kms}^{-1}$ respectively for focal depths in the range 0 to 15 km 。 The expression is，of course，valid for the range of $t$ covered by the data。

The range of $t$ covered by the present data is from about 8．0s to about 12.0 s．From line $P Q_{8}$ this range of $t$ corresponds to a range of distance from about 59 km to about 91 km 。 Fig。 4．4 gives a range of distance for a given time difference，$t_{0}$ At time difference of 8.15 ，line $P Q$ in fig． 4.4 gives a mean value of 59 km for $\Delta$ with an uncertainty of $\pm 16 \mathrm{~km}$ ．But Pax time is typically about 900s and the estimated uncertainty at this value of $t$ is $\pm 13 \mathrm{~km}$ 。 This estimate of uncertainty applies to small distances and include closein events from the east and the local western events from the Kavirondo gulf whose P－X times are within the stated limit．For the more distant rift events to the north and to the south，measured values of $P-X$ times range up to about $25 s$ and the uncertainty in the estimate of distance is certainly greater．

It is probable that the estimates of distance and its uncertainty given above may be exagerrated．A close look at fig． 4.4 in the time difference range from 8.0 s to 12.0 s shows that the plotted lines are enveloped at the top by lines 28 and

31 and at the bottom by line 13 。 Lines 28 and 31 represent $S_{g}-P$ times while line 13 represents Surface o $P_{g}$ timeo It is unlikely that $S_{g}$ will have the high amplitude observed in the $X$ arrivalso If lines 28 and 31 are ignored in $_{8}$ the estimated average line would move down towards lines 13 and 27 which represent Surface $-\mathrm{P}_{\mathrm{g}}$ times for focal depths and models indicated in table 4。2。

It is reasonable，therefore，to consider also the use of surface wave times as one possible alternative for converting Pox times to distances．The relevant surface wave lines are 13， 27 and 29．The average line through these three lines gives a relation of the form

$$
\Delta=a+b t
$$

where $a$ and $b$ have values 0.7 km and $605 \mathrm{~km} / \mathrm{s}$ respectively． This relation shows that if $t$ is increased from 8．0s to 12.0 s， $\Delta$ increases from 53 km to 79 km ；this suggests smaller values of distance than estimates based on the average line $\mathrm{PQ}_{\mathrm{o}}$

The derived distances（table 4．3）were combined with the corresponding measured azimuths to locate the epicentre in relation to the rift structure（fig．4．5）and the gravity map of the area（fig。 4．6）。 The open circles in fig． 4.5 and fig． 4．6 represent epicentres based on the use of surface waves． The blackened circles represent epicentres derived from the average line $P Q$ in fig．4。4。 If $X$ were actually surface or $S$ waves，it is clear that location based on line $P Q$ would tend to push epicentres further to the east than they really should be．However，from fig． 4.5 and fig． 4.6 the epicentres are all located within the confines of the rift and in a part of the rift where the Bouguer anomaly is flat。

| Event number | $\mathrm{P}-\mathrm{X}$ <br> times (seconts) | Apparent azimuth (degrees) | Apparent velocity (km/s) | Distance in kilommetres |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Baseत on average line P ? | Based on regarding $X$ as surface waves |
| 1 | 8.1 | $102 \pm 4$ | $7.1 \pm 0.5$ | 59 | 53 |
| 2 | 8.2 | $94 \pm 5$ | $7.2 \pm 0.3$ | 60 | 54 |
| 3 | 8.2 | $95 \pm 4$ | $7.3 \pm 0.2$ | 60 | 54 |
| 4 | 8.3 | $74 \pm 2$ | $7.0 \pm 0.2$ | 61 | 55 |
| 5 | 9.0 | $87 \pm 2$ | $7.3 \pm 0.2$ | 67 | 59 |
| 6 | 9.1 | $94 \pm 2$ | $7.5 \pm 0.2$ | 67 | 60 |
| 7 | 9.7 | $105 \pm 2$ | $7.5 \pm 0.4$ | 72 | 64 |
| 8 | 9.8 | $98 \pm 2$ | $7.0 \pm 0.2$ | 73 | 64 |
| 9 | 10.3 | $107 \pm 2$ | $6.9+0.5$ | 77 | 68 |
| 10 | 10.8 | $106 \pm 2$ | $7.0 \pm 0.2$ | 81 | 71 |
| 11 | 11.7 | $114 \pm 2$ | $6.9 \pm 0.2$ | 88 | 77 |

Table 4.3. Estimated epicentral distances for close in local rift events to the immediate east of Kaptagat. The, corresponding P-X times and first arrival apparent velocities and azimuths are also shown.



Fig 4.5b: Location of epicentres of local events to the immediate east of Kaptagat in relation to the rift structure. Figures indicate first arrival apparent velocities in $\mathrm{km} / \mathrm{s}$.


Fig. 4.6a: Location of epicentres of the immediate eastern local events in relation to the Bouguer anomaly map. Contour intervals are in mgals.


Fig 4.6b Location of some epicentres in relation to the Bouguer anomaly map of central part of the rift. Contour values are in mgals. Other figures represent event first arrival apparent velocities in $\mathrm{km} / \mathrm{s}$.

In figo 407 ，the epicentres are located in relation to the zone of conductivity anomalies inferred from geomagnetic deep sounding data（Banks and Beamish，1979）。 The epicentres are found to lie mostly within the zone in the central part of the rift beneath which melting is suggested at shallow crustal depths．This supports the argument for very shallow foci（see section 5。3）。


Fig 4.7: Localion of epicentres(black circles) in relation to the conductivity anomalies (shaded). Cross-hatching indicates a deep conductor; the others are shallow. The contours are estimates of the long wavelengih Bouguer anomaly specifically associated with the dome with values in pms-2. Redrawn from Banks and Beamish(1979).

TERMS OF PLANE LAYERED MODELS.

### 5.1 Introतuction.

Away from the rift zone Africa has a structure similar to that found in normal continental shield zones (Gumper and Pomeroy, 1970). These zones are characterised by thick crust and high crustal and sub-Moho velocities. In East Africa, this shield structure extends up to the western and probably eastern flanks of the Gregory rift (Maguire and Long, 1976; Herbert and Langston, 1985) in close proximity to the anomalous structure established to exist beneath the axial part of the rift floor (Searle, l970; Baker and Wohlenberg, 1971; Maguire and Long, 1976; Savage and Long, 1995) 。 Beneath the Gregory rift floor, available geological and geophysical data indicate that the lithosphere is extremely thinned (or ruptured?) and the upper mantle exhibits anomalously low values of density and seismic velocity. A steep boundary between the shield structure on the flanks and the anomalous rift structure is, therefore, suggested.

This chapter further investigates the structure of the crust/lithosphere beneath the Gregory rift at the latitude of about $0.5^{\circ} \mathrm{N}$ under the constraints of available geological and geophysical data. For this interpretation we use the apparent velocity data from closein events located, within the rift to the immediate east of Kaptagat.
5.1.1 The gravity starting model.

East-west Rouguer gravity profiles across East African plateau show a long wavelength negative anomaly over areas more
than about 1000 m in elevation with superimposed negative anomalies over the eastern and western rifts. The long wavelength anomaly has been interpreted as the effect of a body of low density asthenosphere material which has replaced normal upper mantle (Sowerbutts, 1969; Darracot et al., 1969; Khan and Mansfield, 1971; Baker and Wohlenberg, 1971; Fairhead, 1976)。 But the details of the models produced by these workers differ (see section 1.5.2 and fig. 1.6).

Over the axial part of the Gregory rift there is: a positive ridge of short wavelength ( $40-80 \mathrm{~km}$ ) low amplitude ( $30-60 \mathrm{mgal}$ ) anomaly superposed on the long wavelength Bouguer anomaly. This positive anomaly has been interpreted in terms of a dense basaltic mantle - derived crustal intrusion probably continuous with the low density asthenosphere material in the upper mantle. Estimates of the depth to the top surface of this crustal intrusion are given as about 2 km (Searle, 1970; Baker and Wohlenberg, 1971), 3.5 km (Fairhead, 1976) and 20 km (Khan and Mansfield, 1971) for latitudes $0^{\circ}, 1.1^{\circ} \mathrm{S}$ and $1.0^{\circ} \mathrm{N}$ respectively. The wiath of the intrusion within the crust is estimated as 6 km (Fairhead, 1976), 10 km (Baker and Wohlenberg, 1971) and 20 km (Searle, 1970).

The character of the axial positive anomaly varies along the length of the rift. Differences in estimates for the width and depth to the top surface of the crustal intrusion could, therefore, be due to different authors interpreting profiles at different latitudes. The thicknesses and densities of the lavas and sediments that lie beneath the rift floor may also vary along the length of the rift; this could partly explain the rather large estimate for the depth to the top of crustal
intrusion obtained by Khan and Mansfield (1971)。
The preferred gravity model is that from Baker and Wohlenberg (1971) which is shown in fig. 5.la. The anomalous region is shated. This model agrees well with the seismic model obtained by Savage and Lonq (1985) for the Gregory rift at about the equator (see section 5.j.?).

### 5.1.2 The seismjc starting model.

First arrival data from local earthquakes recorded at Kaptagat array station show that normal shield crust with normal sub-Moho velocities exist beneath the immediate western flank of the Gregory rift not farther than 50 km from the rift axis (Maguire and Long, 1976). The crust on the western flank is about 44 km thick and two layered with upper crustal, lower crustal an sub-moho p-wave velocities of $5.8,6.5$ and $8.0 \mathrm{~km} / \mathrm{s}$ respectively.

Analysis of teleseismic body and surface wave data recorded at Lwiro on the western flank and Nairobi on the eastern flank suggest that the crust beneath the two flanks of the Gregory rift are similar and shield type with an average thickness of about 40 km (Bonjer et al., 1970; Mueller and Bonjer, 1973; Herbert and Langston, 1985).

Basement rocks of velocity $5.7 / 5.3 \mathrm{~km} / \mathrm{s}$ exist throughout the width of rift beneath volcanic sediments at about $0.5^{\circ} \mathrm{N}$ (Swain et al, 1991; King et al. 1978). The thickness of the $5.8 \mathrm{~km} / \mathrm{s}$ material is unknown but it is probably more than about 6 km . Beneath: the axial zone of the Gregory rift, a high density mantle derived crustal intrusion is inferred from gravity data (see section 5.l.l). This high density intrusion



Fig. 5.la. Bouguer gravity profile and crustal model of the central Gregory rift (Baker and Wohienbergi971).
would be expected to have higher seismic velocities than the intruded crustal rocks and hence its presence could be confirmed by seismic refraction data.

The refraction data of Griffiths et al。 (1971) has been used to dertuce a crustal model for the axial zone of the northern part of the Gregory rift. As has been discussed in section 1.4.4, the data were effectively unreversed. From shots in Lake Bogoria (Hannington), a "headwave" with velocity of $6.4 \mathrm{~km} / \mathrm{s}$ was recorded whereas a $7.5 \mathrm{~km} / \mathrm{s}$ "headwave" was recorded from shots in Lake Turkana (Rudolf) in a similar distance range. This observation suggests strong lateral variation in velocity and/or relatively large dips on the main refractor interface. The data could not, however, be interpreted in terms of a dipping refractor because it was inconsistent with large dips. The data was consequently interpreted in terms of a horizontal layer of material of velocity $6.4 \mathrm{~km} / \mathrm{s}$ overlying a material of $7.5 \mathrm{~km} / \mathrm{s}$ at a depth of about 20 km . A velocity of $6.4 \mathrm{~km} / \mathrm{s}$ is definitely higher than normal for the upper crust of the shield type and establishment of the existence, within the upper crust, of material with such high velocity would support gravity interpretation of the positive axial gravity ridge. However, the refraction data of Griffiths et al. (1971) does not establish the existence of a $6.4 \mathrm{~km} / \mathrm{s}$ material within the upper crust. The data can, therefore, not be used as a seismic evidence for the crustal intrusion inferred from gravity data but it is not inconsistent with the gravity data.

Maguire ant long (1976) used some first arrival seismic data from Kaptagat array station to derive a model for the crust beneath the Gregory rift at about $0.5^{\circ} \mathrm{N}$. They studied
rift events with p-S times less than about $15 s$ and coming from the immediate east of Kaptagat. These events from similar azimuths and with similar $\mathrm{P}-5$ times showed two distinct statistically seperate apparent velocities of $7.9 \pm 0.3 \mathrm{~km} / \mathrm{s}$ and $\therefore$ $7.1 \pm 0.3 \mathrm{~km} / \mathrm{s}$. No firm explanation was given for the $7.9 \mathrm{~km} / \mathrm{s}$ group of arrivals.

From the $7.1 \mathrm{~km} / \mathrm{s}$ aroup of arrivals, they infer the existence of anomalous material (beneath the rift axis) whose true velocity is less than $7.5 \mathrm{~km} / \mathrm{s}$ and probably greater than $7.1 \mathrm{~km} / \mathrm{s}$. This material may exist beneath a zone of $6.4 \mathrm{~km} / \mathrm{s}$ material inferred from explosion data (Griffiths et al. 1971 ). No depth estimate for the top of the $7.1-7.5 \mathrm{~km} / \mathrm{s}$ material was
obtained from the data. But the data, however, strongly suggests that a steep structural boundary seperates the normal shield crust to the west from the anomalous rift structure to the east. The position and slope of the boundary was not determined from the data.

Savage and Long (1985) measured vertical teleseismic delay times for profiles across the Gregory rift near the equator and along a SE radius of the Kenya dome. Their mean rift model was based on data from stations along and across the rift between the equator and $1^{\circ} S$.

For the section across the rift they observed significantly smaller delay times at the centre of the rift than at the edges. This ohservation was interpreted to indicate that anomalous mantle zone penetrates the crust to form an intrusion of relatively high velocity material along the rift axis. There was a clear correlation between delay time low and the axial Bouguer gravity high indicating that both are caused by the
same underlying structure.
The modelling assumes a uniform crustal structure exists both to the east and to the west of the rift as derived from Kaptagat data (Maguire and Long, 1976) and that the P-wave velocity for the anomalous zone at crustal depths is $7.5 \mathrm{kms}^{-1}$ as recorded by Griffiths et al. (1971) along the rift axis to the north. With these reasonable assumptions, the width of the intrusion at the level of normal Moho was well defined at some 30 km . The delay time results, therefore, provide a further independent confirmation of the existence of the axial intrusion previously inferred from gravity and seismic data (Baker and Wohlenberg, 1971; Griffiths et al 1971). Although it is likely that there are lateral and vertical changes in velocity within and surrounding the anomalous mass, the data could not give these details.

Interpretation of data from a 300 km long seismic refraction line along the axis of the southern portion of the Gregory rift (from Lake Baringo to Lake Magadi) shows a variation of up to 4 km in the depth to the basement (Khan et al., 1987). It also shows that basement velocity increases from about $6.1 \mathrm{~km} / \mathrm{s}$ at a depth of about 2 km to $6.25 \mathrm{~km} / \mathrm{s}$ at 10 km depth. Material of velocity $6.35 \mathrm{~km} / \mathrm{s}$ is inferred to exist between depths of about 10 and 15 km. Further details of this model have been discussed in section 1.7.4.

On this model (Khan et al., 1987), the average crustal velocity from the top of the basement to a depth of about 20 km is $6.34 \mathrm{~km} / \mathrm{s}$. This is comparable to the $6.4 \mathrm{~km} / \mathrm{s}$ average velocity indicated by the data of Griffiths et al. (1971) for a similar depth range for the axial part of the northern portion of the rift. Such velocities for the upper crust are significantly
higher than the values (about $5.8 \mathrm{~km} / \mathrm{s}$ ) observed off the rift axis (Swain et al., 1981; Maguire and Long, 1976)。 The inferred high upper crustal velocities together with observed increase in velocity with depth are consistent with the theory that the rifting process is associated with some form of convected heat from below the lithosphere.

It is to be observed that the data of Khan et al. (1987), although more detailed, are in broad agreement with the results of Griffiths et al.(1971) especially with respect to average velocities in the upper crust. The difference in velocities obtained for the deeper structure suggests possible variations in structure along as well as across the rift.

Data from Swain et al.(1981), Maguire and Long (1976) and Savage and Long (1985) are from approximately the same $E-W$ profile across the Gregory rift as the present data. They are not inconsistent with the data of Griffiths et al.(1971). In the present study, an average basement velocity of $5.8 \mathrm{~km} / \mathrm{s}$ is initially adopted both within and outside the confines of the rift proper. The two dimensional seismic starting model for the crust in and around the Gregory rift near the equator is shown in fig. 5.lb.

In figure 5.1c the gravity model of Baker and Wohlenberg (1971) is compared with the seismic model of Savage and Long (1985) the top surface of the latter is shown by the dashed line. There is a broad agreement between the two models although the seismic model suggests a more restricted intrusion at Moho depths.

### 5.2 The data.

The epicentres of earthquakes part of whose records are used in the present study of the rift structure are shown by the black circles in fig. 4.5a. In the present analysis for the study of the rift structure we use data from local rift earth-


Fig. 5•lb: Seismic crustal model for the Gregory rift at the latisude of about $0.5^{\circ} \mathrm{N}$. Depths are in km . and velocities in $\mathrm{Km} / \mathrm{s}$. (Maguire and Long, 1976; Griffiths et al; 1971; Swain et al; 1981; Savage and Long, 1985)


Fig.5•Ic: A groviry model from Boker and Wohlenberg(1971). For comparison, the fop surfoce of the seismic model of Savage and Long (1985) is shown by the doshed line. Numbers are densifies in $\mathrm{g}_{\mathrm{cm}}-3$.
quakes originating from the immediate east of Kaptagat. Ray paths from the more distant rift events to the north and south may not have sampled the rift structure. The epicentres of the immediate local closein eastern rift earthquakes in relation to the rift structure and to the Bouguer gravity map of the region are shown jn fig. 5.2a and fig. 5.2b which are reproduced from fig. 4.5b and fig. 4.6brespectively.

These epicentres are located in a zone (within the wide axial Baringo trough lying between the Kamasia hills and Laikipia escarpment) where the axial nositive Bouguer gravity anomaly appears flat (fig. 5.2b). In this region, basement rocks (density $2.7 \mathrm{~g} \mathrm{~cm}^{-3}$ ) are overlain by over 3000 m of Miocene lavas and sediments (Chapman et al., 1978) whose densities are in the range 2.0 to $2.26 \mathrm{~g} \mathrm{~cm}^{-3}$ (Swain et al., 1981). These low density sediments (if not properly corrected for) may have the necessary density contrast to reasonably flatten the anomaly over the observed range of distance. The flat nature of the oositive axial anomaly could also be explained by the geometry of the causative intrusion; it is consistent with an intrusion of approximately rectangular section whose top and bottom surfaces are nearly horizontal as suggested by Swain et al-(l981).

### 5.2.1 Comparison with the đata of Maguire and Long (1976).

Records for the present study are drawn from the same source as the records used to generate the data of Maguire and Long (1976). Their data set is shown in fig. 5.3a. For comparison, the present data is shown on the same scale in fig. 5. 3b. We concentrate on the closein jmmediate eastern rift events for the study of the rift structure.

The apparent velocities observed in the present analysis


Fig5-2a: Location of epicentres of local events to the immediate east of Kaptagat in relation to the rift structure. Figures indicate first arrival apparent velocities in $\mathrm{km} / \mathrm{s}$.


Fig.5-2b: Location of some epicentresin relation to the Bougher anomaly map or central part of the rift. Contour values are in mgals. Winer figures represent event first arrival apperent velocities in kin/s.


Fig. 5-3a: Epicentres of events (black circles) used by Maguire and Long(1976). Numbers are first arrival apparent velocities in $\mathrm{km} / \mathrm{s}$.


Fig. 5.3b: Epicentres of events(black circles) used in the present study. Numbers are first arrival apparent velocities in $\mathrm{km} / \mathrm{s}$.
are all in the range $5.9-7.5 \mathrm{~km} / \mathrm{s}$ and the epicentres cover an azimuthal range $74^{\circ}$ to $114^{\circ}$. The data of Maguire and Long (1976) cover about the same range of distance and an azimuthal range of about $59^{\circ}$ to $122^{\circ}$; their measured apparent velocities are in the ranqe $6.6 \mathrm{~km} / \mathrm{s}$ to $3.1 \mathrm{~km} / \mathrm{s}$ (fig. 5.3 a ) 。 The events used by these authors may, however, be divided into two groups with mean velocities of $7.1 \pm 9.3 \mathrm{~km} / \mathrm{s}$ and $7.9 \pm 0.3 \mathrm{~km} / \mathrm{s}$ which are statistically seperate at the $99 \%$ confidence level. Four events with first arrival apparent velocities of 7.8, 7.8, 7.9 and $8.1 \mathrm{~km} / \mathrm{s}$ make up their $7.9 \pm 0.3 \mathrm{~km} / \mathrm{s}$ group of events. The $7.9 \mathrm{~km} / \mathrm{s}$ group of events is not observed in the present study where measured apparent velocities were all less than or equal to $7.5 \mathrm{~km} / \mathrm{s}$.

The two sets of data thus show higher than normal apparent velocities for small. epicentral fistances (about 60-70 km)。 One conspicuous difference between the two sets of data, however, is that apparent velocities qreater than $7.5 \mathrm{~km} / \mathrm{s}$ are not observed in the present data. It is necessary to find out if this difference is real or apparent.

One possible explanation for this difference is the improved precision of the present measurements. In the present study, only records that met the stringent requirements for velocity filtering were analysed. One requirement was that the seismograms must have a high signal to noise ratio. This requirement ensured high fidelity analogue to digital conversion without the need for frequency filtering orior to digitization.

Secondly, records with impulsive first arrival onsets (see fiq. 4.l) were selected. On such seismograms, the direction of first motion was seen clearly and any inversion
before nrocessing was carried out with confidence. There was also the requirement that the array record must have sufficient number of operating seismometers on each arm of the array to ensure improved resolution in anparent velocity and azimuth determinations.

These requirements were satisfied on only eleven local rift events to the immeriate east of Kaptagat. The records of these events were subsequently analysed. With these restrictions, the measurement errors in the first arrival apparent velocity in this study had a $95 \%$ confidence limit of $\pm 0.2 \mathrm{~km} / \mathrm{s}$ for most of the events. Only one event had a measurement error of up to $\pm 0.5 \mathrm{~km} / \mathrm{s}$ in first arrival apparent velocity (see table 3.11). Maguire and Long (1976) claim a corresponding average measurement error of $\pm 0.5 \mathrm{~km} / \mathrm{s}$ for $52 \%$ of the events. The rest had errors greater than $\pm 0.5 \mathrm{~km} / \mathrm{s}$ but less than $\pm 1.0$ $\mathrm{km} / \mathrm{s}$. The improved measurement precision of the present study may explajn the fact that the $7.9 \pm 0.3 \mathrm{~km} / \mathrm{s}$ group of arrivals was not observed.

The present data covers a narrower azimuthal range $\left(74^{\circ}\right.$ to $\left.114^{\circ}\right)$ than the data of Maguire and Long $\left(58^{\circ}\right.$ to $\left.122^{\circ}\right)$. This may partly explain the difference in the ranges of measured apparent velocities. For example a $7.8 \mathrm{~km} / \mathrm{s}$ observed by these authors (fig. 5.3a) is for an epicentre outside the range of azimuth covered in this study.

It was not possible to identify the particular events whose records were studied by Maguire and Long (1976). The present analysis may not, therefore, be looking at the same events studicd by these authors. The four events from which they obtained first arrival apparent velocities in the range
7.8 to $8.1 \mathrm{~km} / \mathrm{s}$ may not have been processed in this study.

To summarize, because of the improved precision of the present data, it is probable that the existence of the $7.9 \mathrm{~km} / \mathrm{s}$ group of arrivals may be more apparent than real.

### 5.2.2 Velocity/P-x time relationship.

First arrival phase velocities (V) are plotted against $\mathrm{P}-\mathrm{X}$ times (T) in fig. 5.4. The estimated measurement errors in $V$ are indicated. Numbers against plotted points represent the corresponding first arrjval measured apparent azimuths in degrees.

The linear correlation coefficient, $r$, between $V$ and $T$ calculated for the 11 observations is $\mathbf{- 0 . 4 3 4}$. To find out if there is a statistically significant linear relationship between $V$ and $T$, this calculated value of $r$ is tested against a null hypothesis $H_{O}(P=0)$ using a t-statistic

$$
t=r \sqrt{(n-2) /\left(1-r^{2}\right)}
$$

with $n-2$ degrees of freedom (d.f.) and with $\rho$ representing the population correlation coefficient. Because the alternative hypothesis is $H_{a}(\rho<0)$, one-tailed test is used. For the present data with 11 observations (i.e. 9 d.f.), the calculated value of $t$ is -1.443 . At the $5 \%$ level of significance, the table value of $t$ for 9 d.f. is -1.833 which has a magnitude greater than that of the calculated $t$. The calculated $t$ does not, therefore, lie within the critical or rejection region. Hence the null hypothesis can not be rejected at the stated level of significance. There is, therefore, no significant linear relationship between first arrival apparent surface velocity and $F-X$ time at the $95 \%$ confidence level.


Fig．5． 4 ：Plot of first arrival apparent velocity against $P-X$ time．Numbers cia the corresponding firsi arrival azimuths in degrees．

The same conclusion is arrived at by considering the regression line (line $A B$ of fig. 5.4) of $V$ on $T$ of the form

$$
V=a+b T
$$

where $a$ and $b$ are constants whose estimated values are 7.891 $\pm 1.162 \mathrm{~km} / \mathrm{s}$ and $-0.078 \pm 0.123 \mathrm{~km} / \mathrm{s}^{2}$ respectively. Error estimates are $95 \%$ confidence limits: The error limits on slope are -0.201 and $+0.045 \mathrm{~km} / \mathrm{s}^{2}$; the value zero is contained within these limits thus confirming that there is no significant linear relationship between $V$ and $T$ for the whole set of 11 observations. The $95 \%$ confidence limits for the mean of these 11 first arrival apparent velocity measurements are $7.2 \pm 0.2 \mathrm{~km} / \mathrm{s}$.

A closer inspection of fig. 5.4, however, shows that the data could be divided into two groups. The first group is for p-X times from 9.1 s to 9.7 s and contains seven events. In this range of $\mathrm{p}-\mathrm{X}$ times, apparent surface velocity seems to increase with P-X time (line CD, fig. 5.4). The coefficient of linear correlation between $V$ and $T$ is 9.81 . For 5 degrees of freedom this gives a calculated t-statistic of 3.06. The corresponding table value of $t$ using a one-tailed test at $2.5 \%$ significance level is 2.57 . This is smaller than the calculated value and so puts the calculated $t$ within the crjtical/rejection region at $2.5 \%$ significance level. The null hypothesis can thus be rejected at this level. There is thus a significant linear relationshio between $V$ and $T$ at the 95\% significance level.

A straight line of best least squares fit to the data in this qroup has a slope of $0.25 \pm 0.18 \mathrm{~km} / \mathrm{s}^{2}$ and an intercept
of $5.12 \pm 1.59 \mathrm{~km} / \mathrm{s}$. Frror estimates are $95 \%$ confidence limits. Limits on slope are 0.07 and $0.43 \mathrm{~km} / \mathrm{s}^{2}$ and do not enclose the value zero. This equivalently confirms significant linear relationship between velocity and $P-X$ time. The mean first arrival velocity for events in this group is $7.3 \pm 0.2 \mathrm{~km} / \mathrm{s}$ at 95\% confidence level.

The second group of events (4 observations) has P-X times from 9.8s to ll.7s. For this group, the correlation coefficient between $V$ and $T$ is -0.42 . For 2 degrees of freedom, this gives a calculated t-statistic of -0.651 . The corresponding table value of $t$ for a one-tailed test at $2.5 \%$ significance level is -4.30 thus putting the calculated $t$ not within the critical region. The null hypothesis can not be rejected at this level of significance. For this groun of events, there is, therefore, no significant linear variation of velocity with $P-x$ time at the 97.5\% significance level. This conclusion is also confirmed by the line of best least squares fit (line EF) through the data. This line has a slope of $-0.03 \pm 0.19 \mathrm{~km} / \mathrm{s}^{2}$ and an intercept of $7.26 \mathrm{~km} / \mathrm{s}$. Frror estimates are $95 \%$ confidence limits. The 95\% confidence limits for the mean velocity in this group is $7.0 \pm 0.1 \mathrm{~km} / \mathrm{s}$.

From fig. 5.4, line $C D$ suggests that as $P-X$ time increases from about 9.1 s to 9.7 s , the first arrival phase velocity increases from about $7.1 \mathrm{~km} / \mathrm{s}$ to about $7.5 \mathrm{~km} / \mathrm{s}$. Line EF suggests that as $\mathrm{P}-\mathrm{X}$ time increases from about 9.7 s to 11.7 s , the velocity remains constant at about $7.0 \mathrm{~km} / \mathrm{s}$. It will be shown later (section 5.7) that, taken together, lines CD and Er would suggest the existence of a layer in which seismic velocity increases with depth overlying a constant velocity
refractor.
5.2.3 Distance/azimuth relationship.

A plot of $P-X$ time ( $T$ ) against azimuth ( $\theta$ ) is shown in fig. 5.5. Numbers against olotted points represent measured first arrival phase velocities in $\mathrm{km} / \mathrm{s}$. We wish to find out if there is any significant linear relationship between azimuth and $T$ (and hence distance).

The coefficient of linear correlation, $r$, between $T$ and $\theta$ for the data of fig. 5.5 is 0.65 giving a calculated $t$ value of 2.59 for 9 d.f. The table value of $t$ for a one-tailed test and 9 d.f. at $2.5 \%$ level of significance is 2.262. The calculated $t$ is thus located within the critical/rejection region and the null hypothesis of no significant linear relationship can be rejected at 0.025 level of significance。 A significant linear variation of $P-X$ time (and hence distance) with azimuth is thus established at $97.5 \%$ level of significance.

The estimate of $r$ from the data of fig. 5.5 gives a disproportionately heavy weight to the last point with a $T$ value of $11.7 s$. The value of $r$ estimated for the other 10 observations is 0.51 and the corresponding calculated $t$ is 1.69 for 9 d.f. Table value of $t$ using a one-tailed test and 9 d.f. is 1.397 at $10 \%$ level of significance. This indicates that there is a significant linear relationship between distance and azimuth at the $90 \%$ level of significance.

A regression line of $T$ on $\theta$ for the ll observations has $95 \%$ confidence limits of $0.063 \pm 0.061 \mathrm{~s} \mathrm{deg}^{-1}$ on slope and $2.63 \pm 5.95 s$ on intercept. This linear variation of distance with azimuth can be partly cxplained by the swing of the axial


Fig 5.5: Event $P$ - X time against firstarrival azimuth. Figures are first arrival apparent velocities in $\mathrm{km} / \mathrm{s}$.
trough of the rift towards the east at the latitude of Kaptagat (see fig. 4.5b). The epicentres are located approximately within this trough with azimuth increasing from $74^{\circ}$ to $114^{\circ}$.
2.4 Velocity/azimuth relationship.

In fig. 5.6a, measured first arrival apparent velocity, V, is plotted against azimuth, $\theta$. The numbers against the plotted points are $\mathrm{p}-\mathrm{X}$ times in seconds.

The linear correlation coefficient, $r$, between $V$ and $\theta$ is -0.14; this gives a calculated $t$ value (for 9 d.f.) of -0.41 . From the tables the $t$ statistic using a one-tailed test and 9.d.f. is -1.83 at the 0.05 level of significance. The calculated value of $t$ is, therefore, clearly not within the critical/rejection regjon; the null hypothesis of no linear relationship between $V$ and $\theta$ is accepted at the $95 \%$ level of significance. The $95 \%$ confidence limits for the slope of a straight line of best least squares fit to the data is 0.003 $\pm 0.014 \mathrm{~km} \mathrm{~s}^{-1} \mathrm{deg}^{-1}$ which again confirms the suggestion of no significant linear relationshio between $V$ and $\theta$ since the limits include the value zero.

With the exception of one event from an azimuth of $106^{\circ}$, all measured first arrival apparent velocities greater than or equal to $7.2 \mathrm{kms}^{-1}$ are observed within the azimuthal range $87^{\circ}$ to $95^{\circ}$. The spread of the data points in fig. 5.5a, therefore, suggests a sinusoidal relationship of the form

$$
V=A+B \operatorname{Cos}\left(\theta-\theta_{0}\right)
$$

where $A, B$ and $\theta_{0}$ are constants. This equation is equivalent to a relation of the form

$$
V=A+C \cos \theta+D \sin \theta
$$



Fig 5.6a: Plot of first arrival apparent velocity against azimuth. Figures represent $P-X$ kimes in seconds.
where $C$ and $D$ are other constants related to $B$ and $\theta_{0}$. For the data of fig. 5. $6 a$, the multiple regression best least squares straight line of $V$ upon $\sin \theta$ and $\cos$ $\theta$ as independent variables gives estimates of $0.86 \mathrm{~km} / \mathrm{s}$ for $A,-0.41 \pm 0.31 \mathrm{~km} / \mathrm{s}$ for C and $6.42 \pm 2.75 \mathrm{~km} / \mathrm{s}$ for D. Limits are estimates of standard error. From the values of $C$ and $D$, estimates of $B$ and $\theta_{o}$ are obtained as $6.43 \pm 2.74 \mathrm{~km} / \mathrm{s}$ and about $94 \pm 3^{\circ}$ respectively. This relationship, which is valid only within the range of distance and azimuth covered in the present data, is represented by the curve PnP in fig. 5.6a.

This sinusoidal variation of apparent velocity with azimuth shows that apparent velocity has a maximum value of about $7.3 \mathrm{~km} / \mathrm{s}$ in a direction of about $\mathrm{N} 94^{\circ} \mathrm{E}$ of Kaptagat which is a direction approximately normal to the rift profile at this latitude. It is, in fact, shown below that this maximum apparent velocity occurs along the rift axis.

In fig. 5. 2 b , the rift axis is taken as the line $A B$ which represents the axis of the positive gravity high. Normal distances, $x$, of the epicentres from line $A B$ and the corresponding apparent surface velocities, $V$, shown in table 5.l are plotted in fig. 5.6b. The plot

| Event <br> number | ```Mbrmal distance (x) of epi- centre from the rift axis (km)``` | ```\squareirst arrival apparent surface velocity in km/s``` |
| :---: | :---: | :---: |
| 1 | -9.0 | 7.1 |
| 2 | -8.2 | 7.2 |
| 3 | $-7.4$ | 7.3 |
| 4 | -12.3 | 7.0 |
| 5 | -1.6 | 7.3 |
| 6 | $\bigcirc .0$ | 7.5 |
| 7 | 4.0 | 7.5 |
| 8 | 1.1 | 7.0 |
| 9 | \&. 2 | 6.9 |
| 10 | 10.7 | 7.0 |
| 11 | 16.4 | 6.9 |

Table 5.l Kormal distances of ericentres measured from the rift axis, positive to the east and neqative to the west.


Fig 5.6b: Plot of first arrival apparent velocity against normal distance of epicentre from rift axis.
suggests a relationship of the form

$$
v=a_{0}+a_{1} x+a_{2} x^{2}
$$

where $a_{0}, a_{1}$ and $a_{2}$ are constants. For the best least squares curve ( $A B C$ in fig. 5.6 b ) $\mathrm{a}_{\mathrm{o}}, \mathrm{a}_{1}$ and $\mathbb{Q}_{2}$ were found to have the values $7.289 \mathrm{~km} / \mathrm{s},-0.00273 \pm 0.00667 \mathrm{~s}^{-1}$ and $-0.00174 \pm 0.00077 \mathrm{~km}^{-1} \mathrm{~s}^{-1}$ respectively. Error estimates are standard errors. This relationship is。 of course, applicable to the reqion covered by the data. It is evident from curve $A B C$ that the maximum apparent velocity of about $7.3 \mathrm{~km} / \mathrm{s}$ is obtained at the rift axis, that is where $x$ is about zero.

The inferred variation of velocity with azimuth is consistent with the existence of a plane dipping refractor (dipping up towards the east) whose direction of maximum dip, as seen from Kaptagat, is about $94^{\circ}$ east of north. The decrease in apparent velocity to the north and south of this direction could be explained by a decrease of apparent dip towards these directions.

The variation of velocity with azimuth shows some symmetry with respect to the rift. The apparent velocity, as seen from Kaptagat, decreases to the north and to the south of a direction about normal to the rift axis at the latitude of Kaptagat. This could suggest attenuation of the possible causative intrusive body in these directions but could also have other alternative explanations.
5.2.5 Conclusions and inferences.

It has been shown (section 5.2.2) that for the data taken
as a whole, there is no significant linear relationship between apparent velocity and distance. This suggests that the first arrivals could be headwaves from a nearly horizontal boundary.

However, from fiq. 5.4, the data could be fitted with lines $C D$ and $E F$ suggesting a distance range over which apparent velocity increases with distance followed by another range of distance over which apparent velocity remains constant. It will be shown later (section 5.7.3) that this data set could be explained in terms of a layer in which rock velocity increases with depth underlain by a constant velocity refractor. This is an oversimplifjed model since lateral as well as vertical variation in velocity seem more realistic. Such a realistic model may not, however, be constrained by the present data. Significant linear relationship between distance and azimuth (section 5.2.3) suggests that the epicentres follow the trend and swing of the axial part of the rift to the south east at the latitude of Kaptagat (fig. 5.2a). This observation tends to support the suggestion that these are rift events most of which are probably located within the rift axis.

A possihle sinusoidal relationship between apparent velocity and azimuth (section 5.2.4) suggests that apparent velocity has a maximum value of $7.3 \pm 0.3 \mathrm{~km} / \mathrm{s}$ at an azimuth of about $94^{\circ}$ from Kaptagat. The apparent velocity then decreases to about $5.9 \mathrm{~km} / \mathrm{s}$ as azimuth changes by about $20^{\circ}$ on either side of $94^{\circ}$. This observation could arise from a plane dipping refractor with the direction of maximum dip as secn from Kaptagat being at an azimuth of $94^{\circ}$. This velocity/
azimuth relationship could also result from the attenuation of a possible causative intrusive body to the north and south of the central part of the rift axis. Other explanations are, of course, also Dossible.
5.3 Discussions on focal depth and the effect of shallow structures close to Kaptagat.

Assuming the crustal model of Maguire and Long (1976) extends to the whole region, rays can be traced back from Kaptagat using apparent velocity to determine the angle of the ray to the vertical under the station. Distances estimated from P-X times are used as path distances to locate foci on this model (fig. 5.7). It is found that all foci would locate below the intermediate boundary and above the Moho. The foci would all lie directly beneath the axial part of the rift (i.e. below $A B$ in fig. 5.7) at depths ranging from about 31 km to 43 km . Such large focal depths are unlikely beneath the central part of the Gregory rift where the epicentres in this study are located. Geological and geophysical evidence in support of much shallower foci have been discussed in section 4.5 . It was shown that the epicentres are located within the axial part of the rift where heat flow, seismic, gravity and geomagnetic deep sounding data are all consistent with the existence of partial melts in rocks at depths of 5 to 20 km and probably nearer 5 km than 20 km . The inferred hot crustal not zone of partial melt could/be exnected to store enough strain energy to generate the observed tectonic earthquakes. Focal depths would, therefore, be expected to be limited to values


Fig 5.7: Epicentral distances plotted as ray path distances in the crustal model of Maguire and Long(1976).
less than about 20 km . F or example most of the local events located within Lake Bogoria (Hannington) have focal depths not exceeding 14 km :(Maguire et al., 1986). A most probable depth of about 5 km is estimated for the geothermal prospect areas near Lakes Bogoria and Naivasha (Hamilton et al., 1973) within the axial part of the rift. This appears to be supported by the analysis of second arrival data in this study (section 6.3.2) which suggests that focal depths could be of the order of 4 km .

From the foregoing, it is evident that focal depths of about 31 to 43 km for the survey area are highly improbable. The first arrivals are, therefore, unlikely to be direct waves coming in from the normal shield crust.

These arrivals are also unlikely to be headwaves from the intermediate layer of the normal shield crust. The observed average apparent velocity of $7.2 \pm 0.2 \mathrm{~km} / \mathrm{s}$ is significantly higher than the $6.5 \pm 0.3 \mathrm{~km} / \mathrm{s}$ estimated for the intermediate layer (Maguire and Long, 1976). Secondly, the observed distances for majority of the events in the present analysis fall below the critical distance for headwaves from the intermediate layer of the normal shield crust assuming realistic shallow focus. For example, in the azimuth range of about $94 \pm 10^{\circ}$ there are six events whose estimated distances are within the range 59 to 73 km . Five of these have distances in the range 59 to 67 km . However, for normal sheild crust, the critical distance for headwaves from the intermediate layer decreases from 103 km through 83 km to 73 km as focal depth increases from 0 km through 10 km to 15 km . The observed arrivals are therefore unlikely to be headwaves from the intermediate layer or the Moho of a normal shield crust. The arrivals are also probably not reflections
from the normal shield crust because it is difficult to explain a situation where reflections come in as first arrivals preceding direct waves. The conclusion to be drawn from the discuss ions above is that the normal shield structure has been modified in a region somewhere to the east of Kaptagat.

But one of the arguments leading to this conclusion hinges on the unusually high first arrival apparent velocities observed in the region of study where foci are expected to be shallow. Swain et al. (1981) tried to explain these high apparent velocities not in terms of modification of the normal shield structure but as a result of bending of rays towards the vertical by lateral heterogeneity of very shallow structures in the vicinity of the station. These structures could have the effect of deflecting the incoming rays in such $\mathfrak{a}$ way that they arrive Kaptagat at steep angles suggested by the observed high apparent velocities.

One such structure was suqgested by Swain et al.(1981). These authors interpreted the seismic refraction data (Wilton, 1977) from a $50 \mathrm{~km} E-W$ Jine between Lake Baringo(B) and Chebloch Gorge (C) at about latitude $0.5^{\circ} \mathrm{N}$ (fig. 5.8). Using this as control they interpreted an isostatic anomaly profile which includes the seismic line. For their interpretation (fig. 5.8) they used the Nafe-Drake (1953) relation between density and velocity to convert their measured velocities of $5.7 \mathrm{kms}^{-1}$ (basement) and $2.35 \mathrm{kms}^{-1}$ (Baringo sediments) to densities of 2.7 and $2.0 \mathrm{gcm}^{-3}$ respectively. :The Kaparaina basalts underlying the Baringo sediments and the Miocene early PIiocene phonolite trachyte sequence were assigned
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densities of 2.7 and $2.46 \mathrm{gcm}^{-3}$ respectively. For the basement west of Elgego fault, a density of $2.81 \mathrm{gcm}^{-3}$ was adopted. Density information was obtained from previous referenced workers. These densities are shown in fig. 5. 8.

Their qravity data required a low density ( $2.6 \mathrm{gcm}^{-3}$ ) material within the hasement beneath the western Kamasia dip slope. The authors then suggest that this density contrast between the basement rocks on either side of the Elgeyo fault would result in contrast in seismic velocities across the fault face. The seismic contrast will, in turn, cause seismic rays to be deflected steeply upwards at the fault plane giving rise to the high apparent velocities observed at Kaptagat for the immediate local eastern rift events.

We have here used Nafe-Drake (1963) curve to convert the densities in the model of Swain et al. (1981) into seismic velocities (the numbers shown in brackets). For the basement west of Elgeyo fault, the established velocity of $5.8 \pm 0.2$ $\mathrm{kms}^{-1}$ (Maguire and Long, 1976) has been adopted.

The angle of emergence, $\theta$, for a plane wave front arriving at Kaptagat is given by $\sin \theta=\stackrel{V}{/} / V_{a}$ where $V$ is the velocity of the basement rock immediately beneath the array station (i.e. $5.8 \pm 0.2 \mathrm{kms}^{-1}$ ) and $\mathrm{V}_{\mathrm{a}}$ is the observed phase velocity. The range of measured values of $V_{a}$ is $6.9 \pm 0.2$ to $7.5 \pm 0.2 \mathrm{kms}^{-1}$ (estimates are $95 \%$ confidence limits.) Consequently the limits of $V$ and $V_{a}$ including the measurement errors are 5.6 to $6.0 \mathrm{kms}^{-1}$ and 6.7 to $7.7 \mathrm{kms}^{-1}$, respectively. It follows that the limits suggested by the uncertainties in the measurements are defined by the extreme rays corresponđing to $\mathrm{V} / \mathrm{V}_{\mathrm{a}}$ ratios of $5.6 / 7.7$ and
$6.0 / 6.7$ respectively. The corresponding limiting angles of emergence at Kaptagat are about $47^{\circ}$ and $64^{\circ}$ respectively; the corresponding rays are represented by $P$ and $S$ in fig. 5. . But the actual observed apparent velocities correspond to rays contained in the bundle $Q R$.

None of the observed rays intersects the boundary demarcating the low density material introduced by Swain et al (1981) within the basement to explain their gravity data. The limiting ray $S$ which cuts the low density body suffers a deviation of $4^{\circ}$ at the fault face and a further deviation of $9^{\circ}$, in the same direction, at the base of the low density body. The resulting total deviation of $13^{\circ}$ gives rise to an increase in apparent velocity from $5.0 \mathrm{kms}^{-1}$ to $5.5 \mathrm{kms}^{-1}$. A ray about half way between $R$ and $S$ just hits the low density body and suffers a deviation so that the angle of emergence decreases from about $74^{\circ}$ to about $61^{\circ}$ suggesting an increase in apparent velocity from about $6.0 \mathrm{kms}^{-1}$ to $5.5 \mathrm{kms}^{-1}$. Our measured velocities are all in the range $6.9 \pm 0.2$ to $7.5 \pm 0.2 \mathrm{kms}^{-1}$ and can not, therefore, be explained by the refraction in the low density body as suggested by Swain et al. (1.981).

The low density body could be made to intersect all the observed rays if the bottom surface were moved down to a depth of about 19 km or the ray paths crossed a region of increase of velocity with respect to denth. Current models of the shidd crust have such an increase. A structure in which the low density body extends to a denth of about 19 km is unrealistic and untenable for this region; even if such a low density body existed the consequent decrease in density/velocity contrast would imply still smaller amounts of ray deviation.

It is important to note that the low density material suggested by Swain ct al. (1.991) in their gravity interpretation was not reflected in their seismic interpretation of the same profile. Gravity interpretation is non-unique and the details of their model depend heavily on densities determined from surface rocks.

It is, therefore, conclured that the observed first arrival phase velocities could not be fully explained by the presence lateral heterogeneity of shallow structures in the vicinity of Kaptagat. It has also been shown that the arrivals are unlikely to be reflections, direct waves or headwaves coming in from the normal shield crust. It is reasonable to conclude, therefore, that the structure of the crust has been modified in a region somewhere to the east of Kaptagat.
5.4 Interoretation of first arrival data in terms of plane layered models.
.4.1 Introduction.
It has been sugqested (section 5.2.5) that the first arxival data could be interpreted as headwaves from a nearly horizontal refractor. Because of the sinusoidal variation of apparent velocity with azimuth, the data could also be interpreted in terms of headwaves from a plane dipping boundary. From fig. 5.4 and section 5.2.2, it was argued that the data could be explained in terms of a layer in which velocity increased with depth overlying a constant velocity refractor. Each of these possihilities would now be discussed in turn.

From fig. 5.3, i.t is shown that the linear variation of apparent velocity with p-x times (and hence distance) for the data set as a whole is not sicnificant at the $95 \%$ level. These first arrivals could therefore be treated, to a first approximation, as he:adwaves from a horizontel refractor under$1_{\text {ying }}$ a top laver of rock velocity $5.9 \pm 0.2 \mathrm{kn} / \mathrm{s}$ (Maguire and Long, 1976; Swain et al., 1981). In the present study, the measured first arrival apparent velocity has a mean value of $7.2 \pm 0.2 \mathrm{~km} / \mathrm{s}$ (error estimates are $95 \%$ confidence limits). This value of velocjety can be taken as an estimate of the refractor velocity in the oresent two layer interfretation. With ton and lower layer velocities of the model established, it is now necessary to estimate the depth, $H$, to the refracting boundary. Estimate of H depends on focal depth, h, which is not known precisely.
$\mathbb{T b}$ estimate $H$ we proceed as follows. Assuming the ray paths are all in the $5.8 \mathrm{~km} / \mathrm{s}$ layer, rays are trace from Fantagat to the foci using distances estimated from pux times as focal dj.stances. The foci are located as shown by the black circles in fig. 5.9a. The oper circles correspond to distance estimates based on identifyinc arrivals ' $X$ ' as surface waves. For the black circles, focj are fcund to lie in the deptr. rarge 34 to 48 km .

Since the arrivals are all bejng interpreted as head waves from shallow foci, the refracting boundary could not be deeper than the shallowest focus (about 34 km ). If the refract.ing boundary were deeper than the shallovest focus, the arrival from that focus would become a direct fave con+rary to the


Fig 5.9a: Plot of hypocentral locations assuming the ray paths are all in a material of velority $5.8 \mathrm{~km} / \mathrm{s}$.
proposition that all ths arrivals are headwares. It is, therefore, estimated that the depth to the refractor could not be greater thar 34 km . At this maximum depth the refractor must extend to witrin 52 km east of kartagat cr to within 37 km east cf the El geyo escarmment bounding the rift to the west. From tre open circles, the estimate of the maximum depth to the refractor is 30 km 。 At this deoth the refractor extends to no farther than about 46 km from Kartagat (fig. 5.9a).

Th obtain a better control on estimate of maximum depth to the refractcr, use is made of the fact that the arrivals are being interpreted as Eeadwaves. The: epicentral distances, $\Delta_{\text {, }}$ deduced from P-X times must, therefore, all lie at or beyond the critical distance fcr he:adwaves from the refracting boundary at a denth F. For upper and Jower layer model velocities of $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ anc a focal depth $h$, tris condition is fulfilled if

$$
\begin{equation*}
H \leqslant \frac{h}{2}+\frac{\Delta}{27} \cdot\left(V_{2}^{2}-v_{1}^{2}\right)^{\frac{1}{2}} \tag{5.1}
\end{equation*}
$$

In the present analysis, the typical estimated epicentral distance in the east-west direction is about 60 km which is the mear distance for the four closest events. On slibstituting this value fcr $\Delta$ in equation (5.1) we obtain the deperdence of maximum refractor depth, $H_{m}$, on focal denth, $h$. It is found that as focal depth increases from 0 to 20 km , the maximum refractcr depth, $H_{m}$ increases from 22 to 32 km . At a focal depth of 5 km , the maximum refractor depth is 25 km . Tf the ' X ' arrivals were regarded as surface waver, the minimum estimated epicentral distance would be 54 km . This shows from equation (5.1)
that as focal depth increases from 0 to $20 \mathrm{~km} \mathrm{H}_{\mathrm{m}}$ increases from 20 to 30 km . This estimate differs from the previous estimate by only 2 km . It should be pointed out that the minimum epicentral distance estimated in this study may be much larger than the actual critical distance for the model representing the real structure. The present limits calculated here for the maximum refractor depth $H_{m}$ may be, therefore, probably overestimates.

Further control on estimate of $\mathrm{H}_{\mathrm{m}}$ may be obtained from the fact that the arrivals under study are considered first arrival headwaves. The onset of these headwave arrivals must, therefore, precede direct waves onset in time. The observed distances must, therefore, all fall at or beyond the crossover distance for these two phases. This condition is satisfied if the refractor denth $H$ satisfies the relation

$$
\begin{equation*}
\mathrm{H} \leq \frac{h}{2}+\frac{\mathrm{V}_{1} \mathrm{~V}_{2}}{2\left(\mathrm{~V}_{2}^{2}-\mathrm{V}_{1}^{2}\right)^{\frac{1}{2}}} \leq\left(\frac{\left.h^{2}+\Delta^{2}\right)^{\frac{1}{2}}}{\mathrm{~V}_{1}}-\frac{\Delta}{\mathrm{V}_{2}}-7\right. \tag{5.2}
\end{equation*}
$$

Substituting the minimum estimated distance of 60 km and values of $5.8 \mathrm{~km} / \mathrm{s}$ and $7.2 \mathrm{~km} / \mathrm{s}$ for $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ in equation (5.2), the dependence of maximum refractor depth, $H_{m}$ on focal depth is obtained (fiq. 5.9b). It is found that as focal depth increased from 0 to $20 \mathrm{~km}, H_{m}$ increased from 10 km to 23 km 。 Lines A, B,C and D in fig. 5.90 give maximum values of refractor depth for focal depths of $0,5,15$ and 20 km respectively. The corresponding estimate of $H_{m}$ based on distances ( $\Delta$ ) estimated by identifying " X " arrivals as surface waves is found to increase from 9 km to 22 km as focal depth increased from 0 to 20 km . This shows that the correct identification of the


Fig 5.9b: Plor of maximum refracior depth, $H_{m}$ against facal depth, $h$, for the two layer horizontal plane model.
phase of＇$X^{\prime}$ arrivals is not critical in estimating $H_{m}$ 。
At focal depth of $5 \mathrm{~km}, H_{m}$ is 13 km ．At this value of $H_{m}$ it is found（fig．5． 4 （ ）that the refractor must extend west to east
at least within 20 km of Kaptagat station，that is to within 5 km east of the western boundary fault of the rift．An error of 5 km in epicentral distance introduces an error of no more than 1 km in the estimate of $\mathrm{H}_{\mathrm{m}}$ at a focal depth of 5 km 。

A reasonable unper limit to the focal depth in the region of the present study is probably about 15 km （see discussions in sections 4.5 and 5．3）．At this focal depth，the maximum depth to the refractor in the model is about 19 km （line C in fig．5．9a）．At this focal depth，the refractor must extend to within 35 km east of the station or 20 km east of the Elgeyo escarpment．

In the discussions above，estimates of the maximum depth to the refractor have been made．Available data could be used to estimate the minimum depth to the refractor．Explosion refraction data show that at the latitude of Kaptagat，base－ ment rocks with $P$－wave velocity of $5.7 / 5.8 \mathrm{~km} / \mathrm{s}$ exist beneath the entire width of the rift floor to a depth of at least 6 km for points along a 50 km E－W profile extending from Chebloch gorge to Lake Baringo（Swain et al，1981）．This is consistent with the observation that basement rocks outcrop in some locations within this part of the Gregory rift（Chapman et al．． 1978）。

The seismic profile of Swain and others（1981）is con－ tained within the azimuthal range $76^{\circ}$ to $83^{\circ}$ from Kaptagat and
covers a distance range of 21 km to 67 km from Kaptagat. The present data set covers an azimuthal range $74^{\circ}$ to $114^{\circ}$ with six of the eleven epicentres, located within an azimuthal range $74^{\circ}$ to $95^{\circ}$. Epicentral distances in this study are in the range 59 km to 84 km (with east-west component of distance in the range 58 to 75 km ) from Kaptagat. The two surveys thus overlap to an appreciable extent and it is reasonable to assume that they sample the same structure.

Hence the minimum depth to the refractor in the twolayer plane horizontal model proposed here will be taken as 6 km . At this value of refractor depth, the refractor would extend westwards to within 11 km east of Kaptagat or upto 4 km west of the Elgeyo fault.

To provide a rough check on the order of magnitude of the estimates for the refractor depth, measured $P-X$ times were used as P-S times ( $t$ ) noting, however, that $\mathrm{P}-\mathrm{X}$ times overestimates $\mathrm{P}-\mathrm{S}$ times ( t ) and hence H .

By considering the $P-S$ times, $t$, for headwave arrivals, the depth $H$ to the horizontal refracting boundary in our twolayer model is given by

$$
H=\frac{1}{2} h+\frac{\mathrm{V}_{1} \mathrm{~V}_{2}}{2 \sqrt{\mathrm{v}_{2}^{2}-\mathrm{v}_{1}^{2}}}\left\{\frac{\mathrm{t}}{\mathrm{R}-1}-\frac{\Delta}{\mathrm{V}_{2}}\right\} .
$$

The sumbols retain their already defined meanings. Fegarding
measured $\mathrm{F}-\mathrm{X}$ times as $t$ and takinc distances estimated from P-X times as $\Delta$, the expression above was used to calculate a value for $H$ from each of the 11 measured timer. It was found that cal.culated values of $H$ ranged from 15.9 to 2.0 l km with a mean of $17 \pm 1 \mathrm{~km}$ (error estimate is standard deviation! This is of the same crder of magnitude as tre estimates giver: above and in particular agrees very well with $\mathrm{If}_{\mathrm{m}}$ estimated for a focal depth of 10 km .

To scmmarize, it is restated that the estimate of maximum deptr to the refractor devends on the focal depth. The maximum depth to the refractor increases from about 10 to 23 km c.s fccal depth increases from 0 to 20 km (fig. 5.9 b ). The minimum depth to the refractor is estimated at about 6 km . It follows, therefore, from fig. 5.9b, that at a focal depth of 5 km the refracter would lie in the depth range 5 km to 13 km . For a focal depth of 10 km the: depth range for the refractor would be 6 km t:o 16 km .

## Gently dicping boundary

The last secticn assumed a horizontal interface. We now consider the possibility of a centle din on that intcrface. Consider a plane refracting boundary (fig. 5.9c) dipping down (with dip $\alpha$ ) from the rift axis tovards Kaptagat and let the: boundary semerate rock layers of P-wave velocities $V_{1}$ and $V_{2}$. Lett the ray approaching Kantagat station make an angle,e, with. the vertical at the station. IE the measured apparent velocity is V, then

$$
\begin{aligned}
& e=\sin ^{-1}\left(\frac{V_{1}}{Y}\right) \\
\text { and } \quad \alpha & =e^{-\sin ^{-1}}\left(\frac{V_{1}}{V_{2}}\right) .
\end{aligned}
$$



Fig. 5.9c: Ray paths for head waves travelling down dip from focus to station


In the presert study (with $V_{1}=5.8 \mathrm{~km} / \mathrm{s}$ ), e increases from $50.6^{\circ}$ to $57.2^{\circ}$ as $V$ accratses from 7.5 to $6.9 \mathrm{~km} / \mathrm{s}$ 。 the mean value of $V$ is $7.2 \mathrm{~km} / \mathrm{s}$ corresponding to a mean value of $53.7^{\circ}$ for e. Values of the dip a as a function of $V_{2}$ are shown in fig. 5.10 for $V_{2}$ in the rance 5.9 to $8.6 \mathrm{~km} / \mathrm{s}$ and wi.th e fixed at $53.7^{\circ}$.

From fig. 5.10, it is found that all refractor velocities $\left(V_{2}\right)$ equal to or greater than $5.9 \mathrm{~km} / \mathrm{s}$ could gjve the observed mean value of $e=53.7^{\circ}$ provided the corresponding refrector dips are as given in that ffgure. It is found that as $V_{2}$ increased from 5.9 to $7.2 \mathrm{~km} / \mathrm{s}$, the correspondinc refractor dip up west from the rift axis decreasel from $26^{\circ}$ to $0^{\circ}$.

For refractor velocities greater thar $7.2 \mathrm{~km} / \mathrm{s}$ the data is consistent with a refractor dipping up froni Kaptagat towards the rift. axis. In this case, as the refractor velocjty increased above $7.2 \mathrm{~km} / \mathrm{s}$, the dip increased from $0^{\circ}$ to no more than about $11^{\circ}$ for refractor velccity of $8.6 \mathrm{~km} / \mathrm{s}$. If we associate the refracting interface with the upper surface of the intrusive zone, such gentle dip would not Le inconsistert with cravity and seismic data which indicate thet the mantle derived crustal intrusion sheillows towards the rift axis. Refractor velocities above about. $7.1 \mathrm{~km} / \mathrm{s}$ would, therefore, seem probable and are supported by the explosion data of Griffiths et al. (1971i.

These authors shot a long refraction Frofile along the rift axis from Lake 'rurkana (Rudolf) in the north to Lake Bogoria (Eannington) in the south. They observed a maximum velocity of $7.5 \mathrm{~km} / \mathrm{s}$ although treir 367 km profile was long enough to detect an $8.0 \mathrm{~km} / \mathrm{s}$ refractor if such material exisied


Fig 5:10: Plot of refractor velocity against; refractor dip consistent with mean apparent velocity of $7.2 \mathrm{~km} /$;
within the axial zone of the rift. From a 300 km long seismic refraction profile allong the axis of the southern portion of the Gregory rift (with end shot points at Lakes Baringo and Magadi)。 a maximum rock velocity of $7.6 \mathrm{~km} / \mathrm{s}$ was observed at a depth of about 35 km (Khan et al.. 1987). These observations suggest that, in our simple two layer model for the rift, refractor velocities greater than about $7.5 \mathrm{~km} / \mathrm{s}$ are improbable.

The existence of material with such anamalous velocitiesin the region of the present study is supported by slowness and delay time teleseismic data (Long and Backhouse, 1976). Their data is consistent with the existence of a low velocity material whose upper crustal part could have velocity in the range 7.l$7.5 \mathrm{~km} / \mathrm{s}$. The material is steep sided and extends to a depth of about 160 km beneath the normal crustal material on the western flanks of the Gregory rift at the latitude of Kaptagat. The authors assumed a mean velocity of $7.3 \mathrm{~km} / \mathrm{s}$ for the body to explain their data.

Similar anomalous P wave velocities have also been reported in some other Cainozoic continental rifts and in Iceland. In Iceland a basaltic layer with p-wave velocity of $6.7 \mathrm{~km} / \mathrm{s}$ is found to overlie a $7.4 \mathrm{~km} / \mathrm{s}$ refractor at a depth of about 17.8 km (Bath, 1960). Palmason (1971) has shown that a $6.4 \mathrm{~km} / \mathrm{s}$ layer overlies a $7.2 \mathrm{kr} / \mathrm{s}$ layer at a depth in the range $8-16 \mathrm{~km}$ in different parts of Iceland. The refractor with a velocity of about $6.5 \mathrm{~km} / \mathrm{s}$ has been found all over Iceland (Palmason, 1971) and the depth to its too surface is estimated at about $3-4 \mathrm{~km}$ (Zverev et al., 1980). It is thus evident that beneath both Iceland and the central part of the Gregory rift, rock velocities greater than about $7.5 \mathrm{~km} / \mathrm{s}$ have not been observed.

Beneath most Cainoznic continental rift zones, these anomalous velocities have also been observed. On the basis of wide angle reflections an refractions, Cook et al.(1979) proposed a lower crustal replacement model for the axis of the central part of the Rio Grande rift. The model consists of an upper crust ( $6.0 \mathrm{~km} / \mathrm{s}$ ) overlying a lower crustal layer $(6.5 \mathrm{~km} / \mathrm{s})$ and a basal crustal layer with a velocity of $7.4 \mathrm{~km} / \mathrm{s}$ at a depth of 25 km . But for the same region, the crustal mofel based on a refraction profile (Olsen et al., 1979) indicates a crustal depth of 34 km and $p_{n}$ velocities of $7.6-7.8 \mathrm{~km} / \mathrm{s}$. A review of the work of Soviet investigators shows that $P_{n}$ velocities near the central part of the Baikal rift appears anomalous with values about 7.6 to $7.7 \mathrm{~km} / \mathrm{s}$ (Olsen, 1983.).

From the foregoing discussions, it would appear that $7.8 \mathrm{~km} / \mathrm{s}$ is a reasonable estimate for the maximum velocity, $\dot{V}_{2}$, allowed for the refractor in the two layer plane model proposed here for the reqion of the present study. From fig. 5.10 it is found that for refractor velocities $V_{2}$ from Kantagat above $7.2 \mathrm{~km} / \mathrm{s}$, the refractor would dip up/towards the rift axis. As $V_{2}$ increases from 7.2 to $7.8 \mathrm{~km} / \mathrm{s}$ this dip, $\alpha$, increases from $0^{\circ}$ to about $\sigma^{\circ}$. Hence the maximum dip, $\alpha_{m}$, allowed on the boundary for updip towards the rift axis would be taken as about $5^{\circ}$. Even if the maximum allowed $\mathrm{V}_{2}$ had the unlikely high value of $3.0 \mathrm{~km} / \mathrm{s}, \alpha_{\mathrm{m}}$ would only change to about $7^{\circ}$. From the estimate of $\alpha_{m}$ as $6^{\circ}$, the depth and the disposition of the refractor in relation to the rift were determined as shown below.

The travel time, $t_{A}$, for headwaves travelling downdip from source F (fig. 5.9c) to Kaptagat can be shown (appendix D) to be

$$
\begin{equation*}
t_{d}=\frac{1}{V_{1}}\left\{\Delta \text { Sine }+2 z_{d} \operatorname{Cos}(e-\alpha)+h \operatorname{Cose}\right\} \tag{5.3}
\end{equation*}
$$

where $z_{d}$ is the length of the normal from focus to the plane refractor and $h$ is focal depth. The corresponding travel time, $t_{p g}$, for direct waves from focus to Kaptagat is given by

$$
\begin{equation*}
t_{p g}=\frac{1}{V_{1}}\left(\Delta^{2}+h^{2}\right)^{\frac{1}{2}} \tag{5.4}
\end{equation*}
$$

Since the arrivals under consideration are being interpreted as headwave first arrivals, $t_{d}$ must be less than $t_{p g}$ and this condition is satisfied if

$$
z_{d} \leq\left\{\frac{\left.\left(\Delta^{2}+h^{2}\right)^{\frac{1}{2}}-\Delta \sin e-h \operatorname{Cose}\right\}}{2 \operatorname{Cos}(e-\alpha)} \quad \ldots \quad\right. \text { (5.5) }
$$

If the maximum value of $z_{d}$ is designated $D$, then the maximum vertical deoth, $H$, from epicentre to the refractor is

$$
\begin{equation*}
\mathrm{H}=\mathrm{h}+\mathrm{D} / \operatorname{Cos} \alpha \tag{5,6}
\end{equation*}
$$

In this analysis events located within the azimuthal range $94 \pm 5^{\circ}$ (in which the maximum apparent velocities are observed) are at an average ristance of about 60 km from Kaptagat. Ray paths from such events would be expected to have sampled more of the rift structure than other ray paths. The mean value of $e$ has been obtained as $53.7^{\circ}$ and the maximum allowed dip $\alpha_{m}$ is $6^{\circ}$. On substituting these values of $\Delta, e$ and $\alpha_{m}$ into equations (5.5) and (5.5), a relation between $H$ and $h$ for the average distance of 60 km was obtained and plotted (curve A of fig. 5.11). It is found that as focal depths increased


Fig 5.11 : Maximum vertical depth of the refractor beneath the epicentre plotted against focal dep th. Curve $A$ is for a dip of $6^{\circ}$ on the
from 0 to 20 km , $H$ increased from about 9 km to about 22 km 。 The disposition of the refractcr for some values of $h$ aire shown in fig. 5.12a. Line $O B$ corresponds to the mean measured apparent velocity of $7.2 \mathrm{~km} / \mathrm{s}$ giving an ang !e of emergence of $53.7^{\circ}$. Lines $O A$ and OC give the range of data coverage ( $6.9-7.5 \mathrm{~km} / \mathrm{s}$ ) and correspond to values of $50.6^{\circ}$ and $57.2^{\circ}$ respectively for e. For focal depths of $0,5,10$, 15 and 20 km , the maximum vertical deptr, $H$, from epicentre tc the olane of the refractor would be about $9,12,15,18$ and 22 km respectively. At these focal depths the refractor would extend west to horizontal distances of not more than about $18,21,25,29$ ard 34 km respectively east of Kaptagat. It fcllows, therefore, that the refractor would extend west to no more than about $3,6,10,14$ and 19 km respectively east of the Flgeyo fault bounding the rift to the west; at these: western limiting points the debths to the refractor would be about $13,16,18,2 \mathrm{l}$ and 25 km respectively.

An increase/decrease of. about 10 km in distance, $\Delta$, about the average distance of 60 kn would result in an increase/decrease of less than 2 km in the corresponding estimate of H. This will, in turr, lead to an increase/ decrease of not more than about 4 km in the estimate of the maximum herizontal distance east of the western bciundary fault (of the (regory rift) at which the refractor could be located. From the discussions in section 5.3, foci are expected to be shallow in the axial part of the rift where the epicentres are most probably located. Yocal depths greater than about 10-15 km would seem unlikely. A most probable focal

depth would be in the range $5-10 \mathrm{~km}$; this would, in turn, imply that the western or Kabtagat end of the refractor would extend tc within a distance of not more than about 6-10 km east of the Elgeyc fault at refractor depths of about $16-18$ kn!. These results were ceduced using the maximum allowed dip, $\alpha$, of $6^{\circ}$. For smaller values of $\alpha$, smaller values of refractor depths and lateral displacements east of Kaptagat would be obtained.

We next consider the possibility of an eastward dip on the interface down from Kaptagat towards the rift axis. From fig. 5.10, the present data could be satisfied for refractcr velocities in the range 5.9 to $7.1 \mathrm{~km} / \mathrm{s}$ provided the corresponding dips on the interface were in the range about $26^{\circ}$ to $1^{\circ}$. If we associate the refracting interface with the upper surface of the crustal intrusion sliggested by gravity ar:d seismic data (Baker and Wohlenberg, 1971; Savage and Long, 1985), large dips down tciwards the rift axis would be unlikely. Such large dios would sugcest that the crustal intrusion deepens towards the axial part of the rift. This suggestion which also implies lower than normal crustal velocities contradicts the established interpretation of the axial nositive Bouguer anomaly as due to the presence of dense mantle derived crustal intrusion shāllowing towards the rift axis.

The region $\sigma f$ study is within the rift which is characterised by higher thar normal crustal velocities. The refractor velocity is therefore very unlikely to be less than the mid-crustal velocity of $6.5 \mathrm{kn} / \mathrm{s}$ established for the normal shield crust. adacent to the rift (Maguire and Long, 1976).

A reasonable estimate for the minimum acceptable refractor velocity would thus be $6.5 \mathrm{~km} / \mathrm{s}$. The presert data will be satisfied if a refractor with that velocity has a dip of about $9^{\circ}$ from Kaptagat down towards the rift axis. The maximum dip allowed in this direction would thus ke $9^{\circ}$. As in the preceding paragraphs, the nossible disposition of the refractor (with its dip down east) as a function of focal derith will now be determined.

From fig. 5.9d the travel times, $t_{u}$, fcr headwaves travelling up dip from focus to the surface at Kaptagat station can be shown (apoendix D) to be given by

$$
t_{u}=\frac{1}{V_{1}}\left\{\Delta \sin e+2 z_{u} \cos (e+\alpha)+h \operatorname{cose}\right\} \quad \ldots(5.7)
$$

where $z_{u}$ is the length of the normal from the focus to the plane of the interface. The condition that these headwaves come in as first arrivals preceding direct wave onset in time can be shown to be

$$
z_{u} \leq \frac{\left\{\left(\Delta^{2}+h^{2}\right)^{\frac{1}{2}}-\Delta \sin e-h \operatorname{cose}\right\}}{2 \cos (e+\alpha)}
$$

Equation (5.8) gives the maximum value of $z_{u}$, say $U$, as a function of focal depth, h. From $J$, the maximum vertical depth, $H$, to the refractor beneath the epicentre is estimated from the relation

$$
\begin{equation*}
H=h+J / \cos \alpha \tag{5.9}
\end{equation*}
$$

In the present discussion, e, $\Delta$ and $\alpha$ have the values $53.7^{\circ}, 60 \mathrm{~km}$ and $9^{\circ}$ respectively. By substituting for $\alpha$, e and $\Delta$ in equations (5.8) and (5.9), $H$ is estimated as a function of $h$ (curve $B$ of fig. 5.11). As focal depth is increased from 0 to 20 km , the vertical denth from the epicentre to the plane of
the refractor increases from about 13 km to about 23 km . The corresponding dispositions of the interface with respect to the rift are shown in fig. 5.12 b for focal depths of $0,5,10$, 15 and 20 km respectively.

It is found from fig. 5.l2b that as the focal depth increases from 0 to 20 km , the maximum horizontal. distance from Kaptagat (eastwards) to the interface increases from about 5 km to about 23 km (i.e. from abolit 10 km west to about 8 km east of the Flgeyo fault). The corresponcing vertical depths to the interface at these inferred western limit of the refractor for focal depths of $0,5,10,15$ and 20 km are found to be $4,7,9,12$ and 16 km respectively. For the most probable focal depth of 5-10 kn: the interface would extend westwards to at least 6 to 3 km west of the Elgeyo fault and a.t depths of 7 to 9 km (fig.5.12b). An uncertainty of about 10 km in distance at the distance of 60 km would restilt in an uncertainty of about 3 km in estimate of westward lateral extension of interface and about 3 km in depth estimate.

From the: above discussions, an updip of the $5.8 / 6.5 \mathrm{~km} / \mathrm{s}$ refractor (Maguire and Long, 1976) from the rift axis to the: west could explain the mean apparent velocity of $7.2 \pm 0.2 \mathrm{~km} / \mathrm{s}$ observed at Kaptagat. But the thickness of the upper crustal laver kecomes unacceptatily small unless unacceptably large focal depths were assumed (fig. 5.12b). For focal depths less than about 10 km , the crustal intrusion proposed here extends well beyond the western margin of the Gregory rift where the existence of normal shield crust has been firmly establisked by seismic data (Mäguire and Long, 1976). In that region, the model proposed here for the region does not also agree with the gravity data (Baker and wohlenberg, 1971) which suggest a crustal


Fig 5.12 b : Positions of the $5.816 .5 \mathrm{~km} / \mathrm{s}$ interface for different focal depths assuming the dip on the inferface is $9^{\circ}$ up towards the west.
intrustion of much smaller width limited to the inner graben. 5.5 The effect of a steep dip on the boundary.

Gravity and seismic data strongly suggest that within the Gregory rift zone, at about the latitude of Kaptagat, a steep boundary seperates the normal shield type crust to the west (Maguire and Long, 1976) from the anomalous rift structure to the east (Baker and wohlenberg, 1971; Savage and Long, 1985)。 We now discuss the possibility that ray paths in present study may have sampled such a steep interface. Although the problem is a three dimensional one, the oresent data can only support a two dimensional interpretation.

Consider a steep plane refracting boundary $A B$ dipping at an angle $\alpha$ and seperating two rock layers of $P$ wave velocities $V_{1}$ and $V_{2}$ (fig. 5.13). If the angle of emergence for the ray at Kaptagat is $e$, then the angle of refraction, $\theta_{\theta}$ in the second medium is given by

$$
\begin{equation*}
\left.\theta=\sin ^{-1} \frac{V_{2}}{V_{1}} \sin (\alpha-e)\right) \tag{5.10}
\end{equation*}
$$

We assume that $V_{1}$ has the value $5.8 \mathrm{~km} / \mathrm{s}$ (Maguire and Long, 1976) and study the deviation of the ray at the interface for realistic values of $\mathrm{V}_{2}$. As the ray strikes the boundary, the ray path suffers a deviation $D$ in the vertical plane containing the ray and the normal to the refracting interface where the deviation is given by

$$
D=\theta-\alpha+e \quad \ldots . . \text { (5.11) }
$$

From equations (5.10) and (5.11), D could be calculated for values of refractor velocity $V_{2}$ from 5.9 to $9.0 \mathrm{~km} / \mathrm{s}$ for given values of dip, $\alpha$. In fig. 5.14, D is plotted against $V_{2}$ for dip angle $\alpha$ increasing from $10^{\circ}$ to $1.30^{\circ}$ in steps of $10^{\circ}$.


Fig 5.13: Diagram to illustrate the deviation of a ray to Kaptagat as it encounters a eteep plane boundary between materials of velocities $V_{1}$ and $V_{2}$.


Fig 5.14: Ray path deviation, D, plotted against refractor velocity, $V_{2}$ fordifferent angles of dip.

For a ray starting at Kaptagat and striking the boundary, an effective deviation vertically downwards in the second medium is regarded as positive while a deviation vertically upwards is negative. From this plot, it is found that for dips greater than $53.7^{\circ}$, the ray paths are deviated vertically down for all $V_{2}$ greater than $5.8 \mathrm{~km} / \mathrm{s}$. Such downward deviation of the ray path would suggest that for the distances (about $60-80 \mathrm{~km}$ ) observed in this study, the focal depths would be greater than about 43 km . But such large depths of focus are not consistent with available geological and geophysical data (see section $5 \cdot 5 \cdot 3$ ). Djps of more than about $54^{\circ}$ are, therefore, unlikely unless the rays subsequently encounter nearly horizontal refractor on their path and are then deflected upwards or that the rays encounter, in the second layer, material in which the velocity increases with depth.

If the dip on the boundary is about $54^{\circ}$, the rays are normal to the refracting boundary and are undeviated for all values of $V_{2}$. Interfaces with about this value of dip would, therefore, not be confidently detected by the present data. It has, however been argued that such large dips imply unacceptably large focal depths and are, therefore, inconsistent with the present data.

For dips less than about $54^{\circ}$, the ray paths suffer upward deviations from their original directions in the vertical plane defined by the rays and the normal to the dipping refractor. Such a deviation is in the right direction to lead to shallower and acceptable focal depths. But the magnitude of the deviation produced may be insufficient to quarrantee reasonably shallow focj in the short distances involver.

If we take $7.9 \mathrm{~km} / \mathrm{s}$ as the maximum allowed refractor velocity $V_{2}$ (see section 5.3), it is found from fig. 5.l4 that the maximum upward deviation decreases from about $25^{\circ}$ to about $1^{\circ}$ as the dip, $\alpha$, increased from about $10^{\circ}$ to about $50^{\circ}$. Assume, in the extremely unlikely situation, that the refractor intersects the ray just before but very close to Kaptagat. The calculated maximum deviations for dips of $10^{\circ}, 20^{\circ}, 30^{\circ}, 40^{\circ}$ and $50^{\circ}$ occur when $V_{2}$ has the maximum allowed value of $7.8 \mathrm{~km} / \mathrm{s}$ and would lead to focal depths of about $12,23,28$, 36 and 42 km respectively. These estimates of focal depth would be increased as the interface moved east away from Kaptagat. Since foci deeper than about 15 km are unlikely beneath the part of the rift under study, dips of more than about $10^{\circ}$ are inconsistent with the present data. This observation j.s in agreement with the discussions in section 5.3.

To summarise, we state that steep dips are inconsistent with the present data. It would thus appear that the data is sampling a nearly horizontal top surface of a possible intracrustal intrusion or a gently dipping mid-crustal interface in the shield crust. The data does not seem to have sampled the steep boundary inferred to seperate normal structure to the east.
5.6 Lateral variation in velocity.

The crustal zone of partial melt indicated beneath the Gregory rift (Banks and Beamish, 1979; Rooney and Hutton, 1977)
coincides with the trend of the positive Bouguer anomaly observed over the axial part of the rift (Searle, 1970; Baker and Wohlenberg, 1971). Duarternary volcanoes and hot springs are mostly confined to the zone of this axial positive anomaly which is also associated with very high heat flow values (Crane and $0^{\circ}$ Connel. 1983; Morgan. 1983). These observations strongly suggest that the crust, within this zone, may be intruded by hot dense mantle derived basaltic rock which may at present, be cooling.

The temperature of this inferred intrusive body may be expected to decrease from the centre outwards. If the mineralogical composition of the cooling rock mass is assumed uniform, then the density, and hence, the seismic velocity would increase from the centre out towards the contact with the host rock. As a result there would be gradational lateral variation of density/velocity within the intrusion. Seismic rays would, therefore, be refracted not only in a vertical plane but. also in a horizontal plane. This type of structure could give rise to the observed $P \circ X$ time/apparent velocity relationship indicated by line CD in fig. 5.4.

The observed increase in apparent velocity from about $7.1 \mathrm{~km} / \mathrm{s}$ to $7.5 \mathrm{~km} / \mathrm{s}$ as $\mathrm{P}-\mathrm{X}$ time increased from about 8.1 s to 9.7 s could be partly explained (qualitatively) as due to gradual lateral increase in rock velocity of an intrusive body from its hot centre towards the cooler outer parts. P-X time of 8.1 s corresponds to a distance of about 59 km (to the east of Kaptagat) which falls within the axial zone of rift. The data suggests, therefore, that the rock velocity
within such intrusive body would increase from the hot central part to the cooler outer parts extending up to about 12 km from the centre. The boundary between this dyke like body and the normal shield crust would be expected to be steep because of change in mineralogical composition. The problem as presented above requires three dimensional interpretation which could not be supported by the present data. No such interpretation is attemoted here.

### 5.7 Vertical variation in velocity.

.7.1 Introduction.
It has been suggested (section 5.2.2) that the data set in fig. 5.4 could be divided into two groups represented by lines $C D$ and $E F$ respectively. It was shown that for the first group (line CD) there is a significant linear increase in measured first arrival apparent velocity with P-X time (and hence distance). The slope of the regression line of apparent velocity on $\mathrm{P}-\mathrm{X}$ time for the first group is 0.25 $\pm 0.18 \mathrm{~km} / \mathrm{s}^{2}$; this slope suggests an average horizontal gradient of about $0.031 \mathrm{~km} / \mathrm{s}$ per kilometre over the distance of about 12 km corresponding to a change in $\mathrm{P}-\mathrm{X}$ time from 8.1 s to 9.7 s.

For events in the second group (line EF of fig. 5.4) there is no significant linear variation of velocity with p-X time at the $95 \%$ significance level. The $95 \%$ confidence limits for measured phase velocities in this group are 7.0 $\pm 0.1 \mathrm{~km} / \mathrm{s} . \quad$ The complete data (fig. 5.4) taken as a whole, therefore, suggests the existence of a layer in which velocity
increases with depth overlying a nearly horizontal refractor of constant velocity.

To illustrate the validity of this suggestion we consider the simple case in which rock velocity, $v$, is a linear function of depth. $Z$, given by

$$
\begin{equation*}
\mathrm{V}=\mathrm{V}_{\mathrm{o}}+\mathrm{k} \mathrm{Z} \tag{5.12}
\end{equation*}
$$

where $V_{o}$ is the rock velocity at top of layer and $k$ is a constant. The travel time $t$ for rays in such layer is given (Dobrin, 1976) by

$$
\begin{equation*}
t=(2 / k) \sinh ^{-1}\left(k x / 2 V_{o}\right) \tag{5.13}
\end{equation*}
$$

where x is the horizontal distance from source to detector. The apparent velocity, $V_{a}$, is obtained by differenting $x$ with respect to $t$ in equation (5.13):

$$
\begin{equation*}
v_{a}=\frac{d x}{d t}=v_{o} \cosh \left(\sinh ^{-1}\left(k x / 2 v_{o}\right)\right) \tag{5.14}
\end{equation*}
$$

The rate of change of apparent velocity $\mathrm{V}_{\mathrm{a}}$ with distance x is then given by

$$
\begin{equation*}
\frac{d v_{a}}{d x}=k^{2} x /\left(4 \cosh \left(\sinh ^{-1}\left(k x / 2 v_{0}\right)\right)\right) \tag{5.15}
\end{equation*}
$$

The numerator and denominator of the expression in equation (5.15) are positive for all positive values of $x$. Hence $\frac{d V}{d x}$ is positive indicating that $V_{a}$ increases as $x$ increases. For such a layer; therefore, apparent velocity would increase with distance from the source.

In this analysis, ray paths from all foci converge at Kaptagat and are completely reversible. In other words, if all the sources are located at Kaptagat, the rays will reverse
their paths and pass through their respective foci. The implication of this and the preceding discussion is that apparent velocity would increase with increasing distance from Kaptagat if the velocity of the subsurface material increased linearly with depth. The two groups of data put together would suggest that below the layer in which velocity increased with depth, there is a high speed horizontal refractor whose true rock velocity is probably not less than about $7.0 \mathrm{~km} / \mathrm{s}$. If there is appreciable dip on the refractor, the true rock velocity will be greater than this value.

Geological and geophysical data indicate that the crust beneath the Gregory rift is intruded by dense basaltic material derived from the mantle. The concentration of this high density basic material present would increase with depth and give rise to increase in density/seismic velocity with depth. A model in which velocity increases with depth is thus plausible. A ray tracing program was used to obtain one such model consistent with the present data.

The program used (RTO1 and its later modification SEIS 83) was that originally written by I. Psencik and subsequently modified by V. Cerveny. The English version has been updated at Durham to make use of NUMAC graphic subroutine library PLOTSYS. The proqram is designed for the computation of rays of seismic waves which arrive at a number of receivers đistributed along the earth's surface. It handles twodimensional laterally inhomogeneous models with curved interfaces.

The program uses ray-tracing theory, in which the path of each ray is calculated in terms of the distance and direction travelled by the ray during successive, small time-steps. Each ray path is therefore defined by a series of short, straight line segments, whose length and direction are controlled by the local seismic velocity distribution. Normally, each segment represents the same travel time. If, however, the ray reaches an interface before the end of a time step, then that ray segment is automatically truncated at the interface and the time step shortened accordingly. A new time-step is then started for the reflected or refracted ray after it has left the interface.

The velocity structure within the model is specified in two ways. In the first mode, the model may be divided into layers using a set of interfaces across which sharp velocity jumps occur. Secondly, the model may be divided up using a series of horizontal and vertical grid lines, thus allowing the introduction of horizontal and vertical velocity gradients. Interfaces may be specified by their $x$ and $z$ coordinates or directly as a function of x and z . The simultaneous use of interfaces and grid lines allows for great flexibility in specifying velocity distributions. Approximation of velocity distribution inside individual layers is carried out by cubic spline interpolation, linear interpolation between insovelocity interfaces, or by piece-wise bilinear interpolation. The program package SElS 83 includes programs for the preparation of data for velocity model (SMOOTH), to compute synthetic seismograms (SVNTPL) and to plot rays, travel-time and amplitude-distance curves (RAYPLOT) or synthetic
seismograms (SEISPLOTR).
Input to the program includes control indices, model parameters and depth of source, $h$. The control indices control the behaviour of the rays at interfaces (i。e. whether reflection or refraction) and the mode used for generating the velocity distribution (whether by a mesh or through an analytical function). Pure head waves are not considered in the program. The model parameters are described by a block of cards which give information about interfaces, mesh lines, velocities and source coordinates within the model. Horizontal distance, $x$, from the source to observation point is determined by the angle (with the x-axis) at which the given ray is projected from the source. This angle (measured in radians) is taken as positive below the x-axis and negative above. The initial angle taken is such that all the rays that can emerge at the surface are calculated from the given increment in the initial angle and the number of rays to be shot out.

Results from the comoutations are displayed in the form of plotter and line printer outputs. The plotter output includes a ray diagram and a reduced time-distance plot. Amongst other information, the line printer output consists of the input data for the model and a table of results from successful rays (i.e. rays that succeed in completing the required trajectories). These results give the epicentral distance $x$, the travel time and the amplitude (when required) of each ray.

Savage and Long (1985) have derived a structural model for the central part of the Gregory rift at about the latitude of Kaptagat (fig. 1.7). We may assume that the epicentres in the present study are all within the axial part of the rift and that focal depths are of the order of $5-10 \mathrm{~km}$. Then ray tracing (using program Rrol) shows that the rays sampling the $7.5 \mathrm{~km} / \mathrm{s}$ material in this model are mostly refracted downwards and do not come up to the surface (fig. 5.15) unless they encounter a region in which velocity increases with depth. However, if the top surface of the model were planar, nearly horizontal and had a much wider lateral extent, headwave arrivals could be observed at epicentral distances in the range $60-80 \mathrm{~km}$ (see section 5.4.2). The critical distance for such headwaves decreases from about 49 km to about 30 km as focal depth increases from 0 to 15 km . In the present section, we attempt to derive a model (consistent with the data) in which velocity increases with depth.

The rays in the present data arrive Kaptagat at steep angles of emergence. F or these rays from probably shallow foci to emerge at the surface within the observed short distance range at angles of emergence in the range $54 \pm 3^{\circ}$, the ray paths would be expected to show definite upward concavity. This, in turn, would suggest that the rays may have sampled a region in which velocity increases with depth as discussed in section 5.7.1. In the present section, the data will be interpreted in terms of a two dimensional horizontally layered model in which a constant velocity layer overlies a layer in


Fig. $5 \cdot 15$ : Ray-iracing(usina RTO9) through the lithospheric model of Savage and Long(1985). Rays (from a
shaliow focus) sampling the re $5 \mathrm{~km} / \mathrm{s}$ material are mostly refracted downwards and do not emerge at the surface.
which there is uniform increase in velocity with depth. Such a model will be constrained by some conclusions/inferences reached in our earlier discussions. Focal depths must be small = less than about $10-15 \mathrm{~km}$. A constant velocity of $5.8 \mathrm{~km} / \mathrm{s}$ (Maguire and Long, 1976; Swain et al, 1981) will be adopted for the top few kilometres of the crust beneath the rift floor and beyond. In addition, the layer in which velocity increases": with depth (according to equation 5.12) would be terminated by a constant velocity refractor or in a region of sudden change in velocity gradient. Fere $V_{o}$ in equation 5.12 is the velocity with in the basement rocks of velocity $5.8 \mathrm{~km} / \mathrm{s}$. The modelling involves estimating the probable values of basement thickness, the velocity gradient, the thickness of the layer in which velocity increases uniformly with depth and the velocity of the refractor at the base of this intermediate layer. The ray tracing program (RTOl/SFTS83) discussed in section 5.7 .2 was used in a trial and error manner to obtain estimates of these parameters. Any acceptable model must be able to explain the first arrival apparent velocities (in the range $6.9-7.5 \mathrm{~km} / \mathrm{s}$ ) observed at Faptagat station.

In the modelling a typical initial angle from the source was about 2.20 radians. Increment in initial angle depended on increment in source-receiver distance and the number of receiver positions. Jnterfaces were taken as plane and horizontal and were specified by the $x$ and $z$ coordinates of points selected on them. Velocities above and below each interface were stipulated at selected points along the interface. The program then used linear interpolation to establish other
points on the interface and the velocity at each point of the model.

A range of velocity gradients was tried and values of about 0.15 to $0.20 \mathrm{~s}^{-1}$ were found to explain the data adequately. The thickness of the upper crustal layer (velocity $5.8 \mathrm{~km} / \mathrm{s}$ ) was estimated at about 10 km . The underlying layer of uniform increase of velocity with depth had estimated thickness of about 10 km . Jn the interpretation no fixed value was assumed for focal depth.

The proposed model with the corresponding ray diagrams and reduced travel time plot for a focal depth of 9 km is shown in fig.5.l6. In the top layer a slight velocity gradient (0.01 $\mathrm{s}^{-1}$ ) was introduced. In the second layer velocity increased from $6.0 \mathrm{~km} / \mathrm{s}$ to $7.5 \mathrm{~km} / \mathrm{s}$ as depth increased from 10 km to 20 km . Just below the 20 km interface the velocity was taken as $7.6 \mathrm{~km} / \mathrm{s}$. Fig. 5.16 a and b show ray diagrams and the reduced travel time curve (reducing velocity $6.0 \mathrm{~km} / \mathrm{s}$ ) for direct waves. Simjlar plots for the reflections from the 10 km interface are shown in fig. 5.16c and. d. Fig. 5.16e and $f$ show the corresponding plots for diving waves sampling the intermediate layer and the reflections from the 20 km interface which are of main interest in the present study.

On the plotter outputs (and also on the line printer outputs) from program SFIS3 source and receiver horizontal positions were measured from an arbitrary zero at the left end of the plotting space. Surce-receiver horizontal distance, $\Delta$. was obtained as the difference between their respective positions.



Fig. 5.16b: Reduced travel time plot for the direct waves shown in fig. 5.16a.


Fig-5.16c: Ray diagram for reflections from the interface at depth of 10 km .
Model velocifies in $\mathrm{km} / \mathrm{s}$.


Fig.5.16d: Reduced travel time plot for the reflections shown in fig.5.16c.
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Fig. 5.16e: Ray diagram for diving waves sampling the intermediate layer of uniform increase in velocity with depth. Also shown are reflections from the 20 km interface-


Fig. 5-16f: Reduced travel time plot for the diving waves and reflections shown in fig. 5.16e.

In the input data, the source position was put at about $90-100$ km and the initial angles taken so that the receivers were located west of the source. of main interest in the present study is the source-detector horizontal distance in she range about 60 to 80 km which would correspond to the observed range of distance to Kaptagat.

A portion of the line printer output corresponding to fig. 5.16 is shown on table 5.l. The information on this output includes the input data and the results of the computations for the direct wave (code -111), reflections from the first interface (code 1211) and waves that have sampled the second layer (code 141221). Within the output for each of these phases, the nominal receiver position is shown in the first column. The second and the third columns contain the $x$ and $z$ coordinates of the receiver positions actually used in the computations. The computed travel time is shown in the fourth column.

To confirm that the proposed model is consistent with the present data, it is necessary to show that the rays from a source within the model would arrive the position of Kaptagat (epicentral distance about $60-80 \mathrm{~km}$ ) at the right angle of emergence to give the observed first arrival apparent velocities (6.9-7.5, km/s). To show this, we use the ray diagram/reduced travel time curve in fig. $5.16 \mathrm{~d} f$ and the corresponding line printer output in table 5:2. The reduced time-distance curve (fig. 5.16f) splits into two branches. The steeper branch DE containing 12 points and covering a distance range of $40-62 \mathrm{~km}$ 。 has greater value of travel time (for the same distance) than
 $\therefore \because:+1: \div 1$





Table 5.2 A portion of the orint output from the program SEIS 83 applied to the model of fig. 5.16 .
the other branch $A B C$ and corresponds to rays that have been reflected from the 20 km interface．This reflected phase iso however，unlikely to come in with appreciable amplitude because of the small velocity contrast across the 20 km interface。 The branch ARC covering a distance range of $46-72 \mathrm{~km}$ corresponds to diving waves that have sampled the material between 10 and 20 km depths without hitting the 20 km interface。

Flotted points on the segment DE appear to be approximately colinear and the straight line of best least squares fit through the 12 points has a slope，$m$ ，of $0.0371 \mathrm{~s} / \mathrm{km}$ ．If the epicentral distance and the corresponding travel time are $\Delta$ and $t$ respect． ． ively，then it follows from fig．5．16f that

$$
m=\left(t-\frac{\Delta}{6}\right) /(90-\Delta)
$$

Hence the apparent velocity，$\frac{d \Delta}{d t}$ ．can be obtained as

$$
\frac{d \Delta}{d t}=\frac{1}{\left(\frac{1}{6}-m\right)}
$$

On substituting the value $0.0371 \mathrm{~s} / \mathrm{km}$ for $\mathrm{m}_{p}$ the average apparent velocity for this phase was obtained as $7.72 \mathrm{~km} / \mathrm{s}$ 。 Similar treatment to the outputs from the model for focal depths of 0 and 5 km result in computed average apparent velocities of about $7.58 \mathrm{~km} / \mathrm{s}$ and $7.69 \mathrm{~km} / \mathrm{s}$ respectively for comparative range of distance。

Segment $A B C$ can be divided into two parts，$A B$ and $B C$ ． The part $B C$ with six points appears approximately parallel to the distance axis thus suggesting an average apparent velocity close to $6.0 \mathrm{~km} / \mathrm{s}$ in the indicated distance range（46 to 54 km ）。 A straight line of best least squares fit to these 6 data points gives an average apparent velocity of $6.24 \mathrm{~km} / \mathrm{s}$ ．．The rays
corresponding to these points have sampled only the top parts of the second layer．The part $A B$（with eight points）which covers the range of 60 to 72 km is clearly inclined at an appreciable angle to the distance axis．The straight line of best least squares fit to the $q$ points of $A B$ has a slope of $0.14 \mathrm{~s} / \mathrm{km}$ implying an average apparent velocity of $7.14 \mathrm{~km} / \mathrm{s}$ for this phase．Similar output from the same model but．with the source at a depth of 5 km shows that this phase（the diving waves）has a mean apparent velocity of about $7.07 \mathrm{~km} / \mathrm{s}$ in the distance range $65-75 \mathrm{~km}$ 。 These values compare very well with the mean first arrival apparent velocity of $7.2 \pm 0.2 \mathrm{~km} / \mathrm{s}$ observed at laptagat for about the same range of distance．

To show how apparent velocity of the diving waves in the proposed model varies with distance，use was made of the source－detector distance，$\Delta$ ，and the corresponding computed travel times，$t$ in table 5．3．This table，extracted from table 5．2，shows $\Delta$ ，and the corresponding $t$ ，at distance intervals of about 2 km for the diving waves．The apparent velocity， V ， midway between two adjacent receiver positions was obtained by dividing the difference in distances（about 2 km ）by the difference in travel times．The apparent velocity so obtained was plotted against distance（fig．5．17）．The line of best least squares fit to the plotted points was found to be of the form

$$
V=(0.055 \pm 0.003) \Delta+3.508
$$

This relationship implies that apparent velocity would increase from about 6.8 to $7.5 \mathrm{~km} / \mathrm{s}$ as distance increased from 60 km to 72 km ．In the present data，epicentral distances to䀡ptagat are mainly within this range of distance．Furthermore，

Table 5.3: Values of apparent velocity $V$ estimated for the diving waves from the model of fig. 5.16 for varjous distances, $\Delta$, and times, $t$ 。

| Distance (km) | Travel time(s) | Apparent velocity (km/s) |
| :---: | :---: | :---: |
| 50 | 8.80016 |  |
|  |  | 6.168 |
| 52 | 9.12443 |  |
|  |  | 6.430 |
| 54 | 9.43549 |  |
|  |  | 6.466 |
| 56 | 9.74479 |  |
|  |  | 6.600 |
| 58 | 10.04779 |  |
|  |  | 6.710 |
| 60 | 1.0. 34582 |  |
|  |  | 6.818 |
| 62 | 10.63915 |  |
|  |  | 6.923 |
| 64 | 10.92802 |  |
|  |  | 7.034 |
| 66 | 11.21234 |  |
|  |  | 7.026 |
| 68 | 11.49701 |  |
|  |  | 7.264 |
| 70 | 11.77235 |  |
|  |  | 7.364 |
| 72. | 12.04392 |  |



Fig 5.17: Apparent surface velocities derived from the iravel iimes calculated for the model of fig 5.16 are ploited against epicentral disiances assuming an average focal depth of 9 km .
the first arrival apparent velocities ( $6.9-7.5 \mathrm{~km} / \mathrm{s}$ ) observed at Kaptagat station are also in excellent agreement with the range of values computed above from the model. The first arrival data is, thus, adequately explained by the proposed model which is, therefore, a possible model.

This simple model is summarised in fig. 5.16e. We may assume an average distance of epicentres in the east-west direction to be about 60 km . Then from fig. 5.16 e , it is easily seen that the intermediate layer of uniform increase in velocity with depth is not further than about 13 to 14 km to the east from Kaptagat. This implies that that layer extends west to about the western bounding fault of the Gregory rift.

This model explains the data satisfactorily and suggests that higher velocities appear higher in the crust than would be expected for a normal shield crust. Increase in velocity up to $7.5 \mathrm{kms}^{-1}$ at 20 km depth probably indicates crustal intrusion of multiple dykes. Velocity increase with depth at crustal levels has also been reported by Khan et al. (1987) for the axial part of southern portion of the Gregory rift. These observations suggest multiple dyke injection as a possible driving mechanism for the rifting process.

### 5.7.4 Summary.

Ray tracing through the crustal model of Savage and Long
(1985) shows that rays from shallow rift events associated with the present data would be deviated downwards and would not conie up to the surface at the distance of Kaptagat. It is argued that for the rays to emerge at the surface at Kaptagat, a structure including a horizontal/ gently dipping interface or a structure in which velocity increases with depth is
required.
The two laycr modnl with horizontal interface derived in sections 5.4.2 suggest the presence of a top layer of P -wave velosity $5.8 \mathrm{~km} / \mathrm{s}$. This is underlain at a depth of not more than about 16 km by a material of velocity $7.2 \mathrm{~km} / \mathrm{s}$ assuming an average focal dopth of 10 km for the region. An increase/ decrease of 5 km in this estimate of mean focal depth increases/ decreases the maximum refractor depth estimate by about 3 km . Hence, for mean focal depths of 5,10 and 15 km , the corresponding estimated maximum depths to the $5.8 / 7.2 \mathrm{~km} / \mathrm{s}$ refracting interface would be 13,16 and 19 km respectively. In this region, focal depths are not known accurately but are most probablyiin the range 5-15 km.

In fig. 5.18 the positions ( $A, B$ and $C$ ) of the refracting interface for mean focal depths of 5,10 and 15 km respectively are superposed on the structural model of Savage and Long (1985). The corresponding refraction ray paths from foci to Kaptagat are shown for a typical epicentral distance of 60 km . It is desirable to obtain an estimate of the minimum lateral extent of the top surface of the refractor consistent with the present data. This estimate depends on knowledge of focal depth and epicentral distance.

Typical distance in this study is about 60 km in the eastwest direction with an uncertainty of about $\pm 10 \mathrm{~km}$. At this typical distance, rays can be traced back from Kaptagat to the appropriate focus for each of the refracting interfaces at depths of 13,16 and $19 \mathrm{~km}(f i g .5 .18)$. The portion of each of the refracting interfaccs at levels $A, B$ and $C$ contained between the slant ray paths estimate the corresponding horizontal lateral


Fig 5.18 : The positions $A, B$ and $C$ of the $5.8 / 7.2$ refracting interface lassuming mean focal depths of 5,10 and 55 km respectivelyl are superposed on the structural model from Savage and Long(1.985). Ray paths are indicated by orrows and numbers are $P$-wave velocities in $\mathrm{km} / \mathrm{s}$.
extent of the refractor at the appropriate level．From this， the minimum horizontal lateral extent of the top surface of the refractor is estimated as about 31,30 and 30 km respectively for focal depths of 5,10 and 15 km ．The mean estimate of the minimum lateral extent of the top of the refractor is thus about 30 km ．An increase／decrease of 10 km in distance estimate about the distance of 60 km increases／decreases the estimate of minimum lateral extent by about 10 km 。

The east－west component of distance of epicentres from Kaptagat covers the range about $60-74 \mathrm{~km}$ ．If we adopt a mean focal depth of 10 km for the region of study，the maximum depth to the $7.2 \mathrm{kr} / \mathrm{s}$ refractor would thus be about 16 km with a minimum lateral extent of about 30 km 。 It was suggested in section 4.6 that the estimates of distances may have exaggerated the true distances．If estimated distances are greater than true distances by about 10 km ，the minimum lateral extent estimated for the top surface of the refractor would be about 20 km ．

In section 5．4．3，the data was explained in terms of a two layer model with a plane gently dipping interface．A maximum dip of $6^{\circ}$（corresponding to refractor velocity of 7.8 $\mathrm{km} / \mathrm{s}$ ）from Kaptagat up towards the rift axis is allowed by the data．At this value of dip，the minimum westward horizontal extent of the refractor for given focal depths is given by the intersection of the inferred plane refracting interface with the western limiting ray path，A（fig．5．12a）．It is observed from this figure that for a typical epicentral distance of about 60 km and for focal depths of $0,5,10,15$ and 20 km ，the maximum vertical depths from the epicentre to the interface are estimated as 9，12，15，18 and 22 km respectively．Consequently，the infer－
red western ends of the refractor would then be at maximum vertical depths of $13,16,18,21$ and 25 km respectively (fig. 5.12a). The horizontal offsets of these points from Kaptagat have about the same magnitudes as the corresponding offsets in the case of horizontal interface. The maximum vertical depth estimates obtained in the case of gentle dip ( $6^{\circ}$ up from Kaptagat towards the rift axis) are therefore, about 2 km higher than the corresponding estimates for zero dip.

For interface dipping up from Kaptagat towards the rift axis. refractor velocities beneath the study area are unlikely to be as high as $7.8 \mathrm{~km} / \mathrm{s}$. Dips as high as $6^{\circ}$ in this direction are, therefore, unlikely. Differences in depth estimates, for horizontal and this gently dipping interface could, consequently, be within the error limits in estimate of depths. This suggests that there may, therefore, be no significant difference in depth estimates from this model and the model assuming horizontal interface. However, the two layer model with horizontal interface is better constrained by the data than the two layer model with a dipping interface.

In section 5.7.3, the model shown in fig. $5.16 e$ was also found consistent with the data. In this model, a 10 km thick top horizontal layer with average velocity of $5.8 \mathrm{~km} / \mathrm{s}$ overlies an intermediate layer about 10 km thick. In the intermediate layer velocity increases uniformly from $6.0 \mathrm{~km} / \mathrm{s}$ at 10 km depth to $7.5 \mathrm{~km} / \mathrm{s}$ at a depth of 20 km . The intermediate layer, in turn,overlies a constant velocity refractor (velocity about $7.6 \mathrm{~km} / \mathrm{s})$. Assuming a typical epicentral distance of 60 km and a mean focal depth of 9 km , the intermediate layer is found to extend west to as far as the Elgeyo fault, the western boundary
fault of the rift. This model suggests, like the two layer model with horizontal intcrface, that higher velocities appear higher in the crust than would be expected for a nomal shield crust. Increase in velocity with depth within the crustal zone of the axial part of the southern portion of the Gregory rift has also been reported by Khan et al.(1987). Increase in velocity up to $7.5 \mathrm{~km} / \mathrm{s}$ at 20 km depth probably indicates crustal intrusion of multiple dykes.

## Chaptere $\varsigma$

INTERPRFTATTON OF SECOND ARRIVAL DATA
. 1 Introduction.
In section 5. 今, data from first arrivals were interpreted in terms of a model consisting of two uniform plane layers seperated by a plane horizontal/dipping interface. In section 5.7, these same data were interpreted in terms of a model consisting of a top horizontal uniform velocity layer overlying an intermediate layer in which velocity increases with depth which is, in turn, underlain by a uniform velocity refractor. In the present chapter, attempts will be made to show how consistent the second arrival data are with these models.

The apparent velocities, azimuths and onset times of later arrivals were determined with lower precision than those of the first arrivals. One of the main reasons for this lower precision is signal interference. Several phases may arrive at the same station at about the same time. These arrivals could superpose in such a way that the velocity filtering technique may not be able to seperate them adequately in terms of apparent velocity, azimuth and time. The resulting composite signal may, therefore, have measured apparent velocity/azimuth different from the true event anparent velocity/azimuth of any of the single phases.

As suggested by the response contour given in fig. 3.3, the process of velocity filtering could also, under certain conditions, generate non existent arrivals. In selecting second arrivals for interpretation, it is, therefore, important
to proceed with caution. In this study, attempt was made to relate the arrivals spotted by velocity filtering with the arrivals seen on single seismograms. It will be noted, however, that at the short distances involved in this study. what looks like a single arrival on a seismogram may, in fact, be two or more arrivals. rith practice, however, it is possible, on a single seismogram, to identify the onsets of such arrivals by the changes in curvature, frequency and amplitude of the waveform.

For interpretation, use was made of later arrivals which have about the same azimuth as the corresponding first arrivals. Later arrivals whose azimuths are significantly different from those of the first arrivals may have resulted from different sources and/or from lateral variations in velocity. Adequate handing of such arrivals, would, of necessity, require three dimensional interpretation which can not be supported by the present data. The data for the later as well as for the first arrivals are shown in fig. 3.3l. Only a few of the later arrivals indicated in fig. 3.3l could be identified and used in this study. .The problems created by signal interference would be expected to increase with time into the record. Later arrivals close, in time, to the first arrivals were, therefore, used in the interpretation because such arrivals were expected to give more reliable results.
. 2 Guides to the identification of some later arrival phases.
.l Introduction.
To be able to use a particular phase for interpretation, that phase must first be irlentified. The discussions given
below are designed to provide some useful guide in the identification of prominent phases by their measured apparent velocities, azimuths and relative onset times assuming a plausible model.

Direct waves.
Following the discussions in section 5.4, consider a two layer structure with a horizontal interface at a depth H of 20 kn . Let the top and lower layers have uniform velocities $V_{2}$ and $V_{2}$ whose values will, from earlier discussions, be taken as $5.8 \mathrm{~km} / \mathrm{s}$ and $7.2 \mathrm{~km} / \mathrm{s}$ respectively. Then the expression for apparert velocity $V_{a}$, of direct waves from a source at $a$ distance $\Delta$ and depth $h$ is given by

$$
v_{a}=\frac{v_{1}}{\Delta} \sqrt{\left(\Delta^{2}+h^{2}\right)}
$$

From this eypression, apparent velocity for direct waves was calculated and plotted as a function of focal depth at. distances of $40,50,60,70$ and 80 km respectively (fig.6.la). From this plot it is fourd that apparent velocities for direct waves fcr the observed distarces between 50 and 80 km are all within the range 5.80 to $6.25 \mathrm{~km} / \mathrm{s}$ if only focal deptrs in the range 0 to 20 km are considered. It is also found that for a given focal depth, the apparent velocity increases with a decrease in distance.

It is also useful to calculate the expected travel times of direct waves in relation to the first arrivals assumed to be headwaves. Travel times of direct waves as function of focal depth, $h$, are plotted as curve $A$ in fig. 6.lb for a distance of 60 km . Al so nlotted (for the


Fig 6.1a: Theoretical apparent velocity for diroct waves in a material of velocity $5.6 \mathrm{~km} / \mathrm{s}$ plotted against focal depth for epicentral distances of $40,50,60,70$ and 80 km respectively.


Fig 6.1b: Plot of iravit the ogainsiforal demh for direct waves(A) and for liedd waves from horizontal inierfaces at depths of 10,15 ond ? 20 km ! $3, C$ and $\mathrm{D} \mid$ respectively assuining epicentral distance of 60 km .
same distance in tris figure are travel times of headwaves from a refractor at depths $H$ of 10,15 and 20 km which are shown as curves $B, C$ and $D$ respectively.

From fig. 6.lb, jt is evident that at a distance of 60 km and for refractor depth of 20 km , headwaves precede direct waves and could be first arrivals only for all focal depths greater than about 17 km . At this value of refractor depth, the difference, $t$, between the onset times of headwaves and direct waves increases from 0 to about 0.50 s as $h$ increases from 17 to 20 km . Such large focal depths are, however, unlikely in the region of present study. If the refractor depth is 15 km , the head waves could be first arrivals only for focal depths greater than about 9 km ; in this case the difference, $t$, in onset times of the two arrivals would increase from 0 to about. 0.80 s as focal depth increased from 9 to about 15 km .

For refractor depth of 10 km , headwaves could be first arrivals for all focal depths up to about 10 km . Difference in onset times would in this case be expected to increase from. 0 to about 1.00 s as h increased from 0 to about 10 km . To summarize, the direct waves would be expected to come in with apparent veolcities in the range 5.80 to $6.11 \mathrm{~km} / \mathrm{s}$ and with a time delay of up to about +1.00 s with respect to the first arrival headwaves if a typical distance of 60 km is considered. This is summarized in the table given below.

| Interface depth <br> $H(\mathrm{~km})$ | Range of focal <br> depth, $\mathrm{h}(\mathrm{km})$ | Range of step <br> out time, $t$ <br> $($ seconds $)$ | Range of appa- <br> rent velocity <br> $V_{a}(\mathrm{~km} / \mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: |
| 10 | $n-10$ | $0.00-1.00$ | $5.80-5.88$ |
| 15 | $9-15$ | $0.00-0.80$ | $5.86-5.98$ |
| 20 | $17-20$ | $0.00-0.50$ | $6.00-6.11$ |

If the top layer velocity was actually lower/higher than the $5.8 \mathrm{~km} / \mathrm{s}$ assumer above, the computed values of $\mathrm{V}_{\mathrm{a}}$ would be correspondingly lower/higher than the values stated above. 6.2.3 Wide angle reflections.

The expression for the apparent velocity of wide angle reflections from the horizontal interface at depth of H is given by

$$
v_{a}=\frac{v_{1}}{\Delta} \sqrt{\Delta^{2}+(2 H-h)^{2}} .
$$

For $\Delta$ in the range 50 to 90 km , this expression shows that the apparent velocity for reflections from an interface at 20 km depth would be in the range 7.43 to $6.00 \mathrm{~km} / \mathrm{s}$ for focal depths between 0 and 19 km . For a fixed value of refractor depth, H, apparent velocity for these reflections increases with decreasing distance, $\Delta$; and for a fixed value of $\Delta$, apparent velocity increases with increase in $H$.

If the 20 km thick top uniform horizontal layer of velocity $5.8 \mathrm{~km} / \mathrm{s}$ overlies a $7.2 \mathrm{~km} / \mathrm{s}$ layer, the critical distance for headwaves from the interface would decrease from about 54 km to about 29 km if focal depth were increased from 0 to 19 km . The distances of about $50-90 \mathrm{~km}$ observed in this study thus fall beyond the critical distance for such headwaves within the stated range of $h$. The difference, $t$, between the onset times of the wide angle reflections and the headwaves from the same interface at depth $H$ is given by
$\mathrm{t}=\frac{\sqrt{\Delta^{2}+(2 \mathrm{H}-\mathrm{h})^{2}}}{\mathrm{~V}_{1}}-\frac{\Lambda}{\mathrm{V}_{2}}-\frac{(2 \mathrm{H}-\mathrm{h}) \sqrt{\mathrm{V}_{2}^{2}-\mathrm{V}_{1}^{2}}}{\mathrm{~V}_{1} \mathrm{~V}_{2}} \ldots(6.1)$

To illustrate, apnarent velocity, $\mathrm{V}_{\mathrm{a}}$ of the wide angle reflections is plotted against focal depth, $h$ for interface depths of 10,15 and 20 km respectively at an epicentral distance $\Delta$ of $60 \mathrm{~km}(f j g .6 .2 \mathrm{a})$. As before, top and lower layer velocities were adopted as $5.9 \mathrm{~km} / \mathrm{s}$ and $7.2 \mathrm{~km} / \mathrm{s}$ respectively. Differences in onset times, $t$, between the wide angle reflections and the headwaves from the interface is plotted against focal depth for interface depths of 10 . 15 and 20 km respectively at epicentral distance of 60 km (fig. 6.2b). The head wave onset precede the wide angle reflections in time in the models illustrated in fig. 6.2. Relevant guiding information from fig. 6.2a and b are summarized below in tabular form for a distance of 60 km . Interface depth Range of focal Range of step Range of appa$H(\mathrm{~km}) \quad$ depth $(\mathrm{km})$ out time, $\mathrm{t}(\mathrm{s})$ rent velocity 5 10 1.5

$$
0-15
$$

$0.01-0.53$ 6.21-6.97
$\frac{(\mathrm{km} / \mathrm{s})}{5.82-5.88}$

20
0-5

5.82-5.88
0.53-1.06 5.88-6.11
$0.17-0.80 \quad 5.98-6.48$

$$
0-20
$$

Comparing direct waves and wide angle reflections, it is to be noted that there may be appreciable overlap in their onset times. The wide angle reflections are expected to come in with slightly higher apparent velocities but the magnitude of the error involved in measuring second arrival apparent velocities may be as large or even larger than the expected difference ${ }_{\lambda}{ }^{\text {in }}$ the measured apparent velocities of these two phases. It is, therefore, possible to misidentify a wide


Fig 6.2a: Plot of apparent velocity of wide angle reflecions against focal depth for reflector depths. $H$, of 10,15 and 20 km respectively at an epicentral distance of 60 km .


Fig 62b: Plot of the difference, $t$, between the on set times of head waves and wide angle reflections from the same interface at depths, H , of 10,15 and 20 km respectively assuming epicentral distance of 60 km .
angle reflection as a direct wave and vice virsa.
6.2.4 A multiple reflection phase.

Apart from direct waves, head waves and wide angle reflections discussed above, some multiple reflections could have enough energy to he well recorded. To illustrate we may consider the two layer case with a horizontal interface at a depth $H$. If the depth of the source is $h(h<H)$, epicentral distance $\Delta$ and upper layer velocity $V_{1}$, we may obtain expressions for apparent velocity, $V_{a}$, and time offset, $t$, from first arrival onset, for a multiple reflection arrival involving two reflections at the interface and one reflection at the surface, the first reflection occuring at the interface. The expressions for $t$ and $v_{a}$ are

$$
\begin{equation*}
t=\sqrt{\frac{\Delta^{2}+(4 H-h)^{2}}{V_{1}}}-\frac{\Delta}{V_{2}}-(2 H-h)\left(\frac{1}{V_{1}^{2}}-\frac{1}{V_{2}^{2}}\right)^{\frac{1}{2}} \tag{6.2}
\end{equation*}
$$

$$
\mathrm{V}_{\mathrm{a}}=\frac{\mathrm{V}_{1}}{\Delta} \sqrt{\Delta^{2}+(4 \mathrm{H}-\mathrm{h})^{2}}
$$

To be able to identify such multiple reflections (if they exist) on the data for second arrivals (fig. 3.31), it is necessary to estimate the possible ranges of values for their apparent veiocities and travel times with respect to those of first arrivals assuming different depths, $H$, in the model. These estimates were obtained for an epicentral distance of 60 km which is typical in the present study. Average values of $5.3 \mathrm{~km} / \mathrm{s}$ and $7.2 \mathrm{~km} / \mathrm{s}$ were adopted for $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ respectively.

With the epicentral distance $\Delta$ fixed at 60 km , apparent velocity, $V_{a}$, of the specified multiple reflection was calculated and plotted against the depth, $H$, to the reflecting interface at each of the focal depths 5, 10, 15 and 20 km (fig. 6.3a). For the same fixed distance of 60 km , the step out time, $t$, between the onsets of the headwaves and the multiple reflection from the same interface at depth $H$ was plotted against H for focal depths of $5,10,15$ and 20 km (fig. 6.3b). In both plots it was assumed that the focus was above the reflecting/refracting interface.

From fig. 6.3a and b, it is found that for focal depths of 5 and 10 km and interface depth of 13 km , the step out time, $t$, has an average value of about 2.70 s while $V_{a}$ covers the range 7.04 to $7.39 \mathrm{~km} / \mathrm{s}$. At a refractor depth of 16 km , the value of $t$ is about 3.33 s while $V_{a}$ has values in the range 7.48 to $8.14 \mathrm{~km} / \mathrm{s}$ for focal depths in the range 5-15 km . If the depth to the refractor is 20 km , then t covers the range 4.36-4.66s. while $V_{a}$ covers the range 8.56-9.28 $\mathrm{km} / \mathrm{s}$ assuming focal depths in the range 5-15 km. Apparent velocities in the range $5.30-6.10 \mathrm{~km} / \mathrm{s}$ and step out time values of about 1.80 s would be expected from a refractor at a depth of about 6 km for focal depths shallower than this depth. These computed values are summarized in the table below.


Fig 6.30: Plot of apparent valocity of multiple reflection lof the type described in section 6.2-4) against reflector depth, $H$, for focal depths, $h$, of $5,10,95$ and 20 km respectively.


Fig 6.3b: Plot of the difference 1 , betveen the onset times of head waves and multiple reflections(described in section 6.2 .4 ) against interface depth, $H$. for focal depths of $5,10,15$ and 20 km .

| Interface depth <br> $H(\mathrm{~km})$ | Fstimated mean step <br> Out time (seconcs) | Range of app <br> velocity $(\mathrm{km} /$ |
| :---: | :---: | :---: |
|  | 1.80 | $5.80-6.10$ |
| 13 | 2.70 | $7.04-7.39$ |
| 16 | 3.33 | $7.48-8.14$ |
| 20 | 4.51 | $8.56-9.28$ |

In general, for given values of $H$ and $h, V_{a}$ decreases with increase in $\Delta$. And for given values of $\Delta$ and $h, V_{a}$ increases with increase in H .

From the foregoing discussions, it is obvious that for a given model and a given distance, $\Delta$, the apparent velocity and relative onset time of a given phase both depend on focal depth. This may explain why the phases shown in fig. 3.31 are not easily correlated from one event to the other across the record. It is also to be noted that expected phase velocities and travel times of different phases show some overlap mainly because of variations in focal depth. This would create some difficulty in unambiguously identifying arrivals by their measured apparent veolcities and relative onset times. However, relative amplitudes and consistency of data from all arrivals for one event could help resolve this problem. Fstimates of the parameters of phases discussed in this section were used as a general guide in identifying some of the ohases indicated in fig. 3.31 and subsequently used in the interpretation.

### 6.3 Refractor depth estimates from some identified phases.

In this section, with the discussions in section 6.2 as guide, some phases indicated in fig. 3.31 are identified and used to estimate depths to the reflector/refractor in a two layer model with horizontal interface. It is to be
noted, that because of interference problems, measured values of apparent velocity and azimuth may, under certain conditions, be anomalous. But observed relative onset times are probably more reliable and will be used in computations. We now discuss phases suspected to be direct waves, wide angle reflections, multiple reflections and refracted reflections.
6.3 .1 The $5.8 \mathrm{~km} / \mathrm{s}$ arrivals.

Velocity filtered records (fig. 3.31) for events l,2, 3,5,6,7,8,9,10 and 11 show some phases marked ' $C$ ', having apparent velocities of about $5.8 \mathrm{~km} / \mathrm{s}$ and coming in at about one second after the first arrivals. In this section, an investigation is carried out to see how well the data from these arrivals agree with the two layer horizontal model derived in section 5.4. The measured parameters of these $5.8 \mathrm{~km} / \mathrm{s}$ arrivals are shown in table 6.1 .

The amplitude of these arrivals relative to the corresponding first arrivals averages about 0.40. This, combined with their measured apparent velocities of about $5.8 \mathrm{~km} / \mathrm{s}$ and the discussions in section 6.2 .2 would suggest that these arrivals could be direct waves, $P_{g}$, from near surface foci. Assuming a two layer model with horizontal interface, these arrivals are here being interpreted as direct waves in an attempt to estimate the depth $H$ to the refracting interface generating the first arrivals. The expression for the refractor depth is obtained from equation (6.1) as

$$
H=\frac{h}{2}+\left\{\frac{\left(a^{2}+h^{2}\right)^{\frac{1}{2}}}{V_{1}}-\frac{\Delta}{v_{2}}-t\right\} \frac{v_{1} v_{2}}{2\left(v_{2}^{2}-v_{1}^{2}\right)^{\frac{1}{2}}}
$$

| Event number | Distance $\Delta(\mathrm{km})$ | \| First arrival $\quad 5.8 \mathrm{~km} / \mathrm{s}$ arrival |  |  |  | Difference in onset times (s) | Refractor depth $H$ from direct wave interpretation (km) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \overline{\text { Azimuth }} \\ & \text { (degrees) } \end{aligned}$ | Apparent velocity (km/s) | $\begin{array}{\|l\|} \hline \text { Azimuth } \\ \text { (degrees) } \end{array}$ | $\begin{array}{r} \text { Apparent } \\ \text { veiocity } \\ (\mathrm{km} / \mathrm{s}) \\ \hline \end{array}$ |  |  |  |  |
|  |  |  |  |  |  |  | For $\mathrm{h}=5 \mathrm{~km}$ | $\begin{aligned} & \text { For } \\ & \mathrm{h}=10 \mathrm{~km} \end{aligned}$ | $\begin{aligned} & \text { For } \\ & \mathrm{h}=15 \mathrm{~km} \end{aligned}$ |
| 2 | 60 | 94 | 7.2 | 100 | 5.8 | 1.20 | 6.6 | 9.7 | 13.0 |
| 3 | 60 | 95 | 7.3 | 104 | 5.8 | 1.20 | 7.1 | 10.1 | 13.4 |
| 5 | 67 | 87 | 7.3 | 88 | 5.8 | 1.50 | 6.8 | 9.8 | 13.0 |
| 6 | 67 | 94 | 7.5 | 78 | 5.6 | 1.38 | 9.5 | 12.4 | 15.6 |
| 7 | 72 | 195 | 7.5 | 101 | 5.8 | 0.00 | 15.5 | 18.4 | 21.6 |
| 8 | 73 | 88 | 7.0 | 84 | 5.8 | 0.90 | 9.2 | 12.1 | 15.4 |
| 10 | 82 | 106 | 7.0 | 110 | 5.8 | 0.80 | 11.0 | 13.9 | 17.1 |
| 11 | 88 | 114 | 6.9 | 1.14 | 6.0 | 0.50 | 13.1 | 16.0 | 19.2 |
| 1 | 59 | 102 | 7.1 | 86 | 5.6 | 0.80 | 7.5 | 10.5 | 13.7 |
| 9 | 77 | 107 | 6.9 | 114 | 5.8 | 0.64 | 10.5 | 13.5 | 16.6 |
|  |  |  |  |  |  |  |  |  |  |

Table 6.1. Estimates of refractor depth based on interpreting the
$5.8 \mathrm{~km} / \mathrm{s}$ arrivals as direct waves and at focal depths of 5,10 and 15 km 。
where $t$ is the stepout time between the onsets of the first arrival assumed to be heafwaves and the $5.8 \mathrm{~km} / \mathrm{s}$ arrival. As before, $V_{1}$ and $V_{2}$ are top and lower layer velocities, $h$ is the focal depth of source and $\Delta$ the epicentral distance measured for each event. Focal denth is unknown and is expected to vary from one event to another robably in the range about 0 to 15 km 。 It is, therefore, necessary to see how the choice of focal depth affects estimates of H .

For each of the events, one value of $H$ was estimated for each of the focal depths of 5,10 and 15 km . The actual observed apparent velocity for each $5.8 \mathrm{~km} / \mathrm{s}$ arrival was taken as $V_{1}$ while the corresponding event first arrival apparent velocity was taken as $V_{2}$. These quantities were combined with the measured stepout times, $t$, to estimate the refractor depth $H$ from the equation given above. Of particular interest is event number 7 for which the $7.5 \mathrm{~km} / \mathrm{s}$ and $5.3 \mathrm{~km} / \mathrm{s}$ phases arrive the station at about the same time as indicated in fig. 6.4. The results from all events are shown in table 6.1. It is found from the 10 events that the mean values of $H$ for focal tepths of 5,10 and 15 km are $10 \pm 3$, $13 \pm 3$ and $16 \pm 3 \mathrm{~km}$ respectively. Trror estimates are standard deviations.

It is useful to consider the uncertainty in the estimate of refractor depth $H$ due to an error in the measured distance $\Delta$. To illustrate this we may use event number 3 for which the measured stepout time is 1.2 s . For this event at an epicentral distance of 60 km , fig. 6.5 shows the calculated refractor depths assuming various distances in the range 30 to 100 km and a focal depth of 5.0 km . The diagrall shows that at the distance of 60 km and for focal depth of 5 km , an error of $\pm 10 \mathrm{~km}$ in distance


Fig.6.4: Plot output from program VFIL applied to event number 7 . A phase with apparent velocity of about $5.8 \mathrm{~km} / \mathrm{s}$ arrives the station at about the same time as the first arrival with velocity of $7.5 \mathrm{~km} / \mathrm{s}$.


Fig 6.5 : Volues nf refractorfopth. H. calculated from the difference of 1.20 s

 in the ronge 30 to 100 km .


Fig6.6:Ray paths(arrowed) illustrating refracted reflections in a simple two layer structure with plane interface.
introduces an error of about $\pm 2 \mathrm{~km}$ in H . From discussions in section 4.6, the error in distance at the distance of about 60 km is about $\pm 10 \mathrm{~km}$.

In section 5.4.2, estimated maximum depths to the refracting interface in a two layer horizontal model were established as $13 \mathrm{~km}, 16 \mathrm{~km}$ and 19 km assuming focal depths of $5 \mathrm{~km}, 10 \mathrm{~km}$ and 15 km respectively. These values compare very well with the corresponding mean depth estimates of $10 \mathrm{~km}, 13 \mathrm{~km}$ and 16 km obtained in this section for the same refractor depth.

Coming within less than about one second after the first arrivals are some phases (marked 'b' in fig. 3.3l) whose measured apparent velocities are approximately equal to those of the corresponding first arrivals. Because these arrivals come very close to the first arrivals and because their phase velocities are approximately equal to those of the corresponding first arrivals, they may be considered as refracted reflections of the type represented by the path FDBCP in fig. 6.6. DF represents the surface. $F A B C P$ is the ray path for headwaves from the interface ABC.

The travel time for the headwave path FABCP is

$$
t_{1}=\frac{\Delta}{V_{2}}+(2 H-h)\left(\frac{1}{v_{1}^{2}}-\frac{1}{v_{2}^{2}}\right)^{\frac{3}{2}}
$$

For the path $F D B C \Gamma$, the travel time $t_{2}$ can be shown to be

$$
\mathrm{t}_{2}=\frac{\Delta}{\mathrm{v}_{2}}+(2 \mathrm{H}+\mathrm{h})\left(\frac{1}{\mathrm{v}_{1}^{2}}-\frac{1}{\mathrm{v}_{2}^{2}}\right)^{\frac{1}{2}}
$$

The other symbols have meanings indicated in previous discussions.

The difference, $t$, in travel times between the $!$ and ' $b$ ' is thus given by

$$
t=\frac{2 \sqrt[h]{V_{2}^{2}-v_{1}^{2}}}{V_{1} V_{2}}
$$

For a given model, this time difference, $t$, depends only on $h$ and is independent of distance $\Delta_{0}$ Measured values of t for events $1,4,5,5,7,8,9,10$ and 11 extracted from fig. 3.31 are shown in the fourth column of table 6.2 and were substituted in the equation above to estimate focal depths of these events. The mean value of $t$ is $0.84 \pm$ $0.29 s$ (estimate is standard deviation).

To estimate the focal depth for a given event, the value $5.3 \mathrm{~km} / \mathrm{s}$ was adonted for $V_{1}$ and the observed first arrival apparent velocity for that event was adopted as $V_{2}$. The focal depth, $h$, was calculated for each event from the corresponding values of $t$ and $V_{2}$ shown in table 6.2; the results are shown in the fifth column of that table. The mean focal depth from the 9 measurements was $4.2 \pm 1.5 \mathrm{~km}$ (error estimate is standard deviation). This result suggests that variation in focal depth is small within the region of study. It also suggests that 5 km may be a reasonable average focal depth within this part of the rift.

### 6.3.3 Wide angle reflections.

From the discussions in section 6.2.3, measured apparent velocities, azimuths and relative onset times were used to identify arrivals likely to be wide angle reflections. These arrivals are labelled 'w' in fig. 3.31.

| Fvent number | First arrival apparent velocity (km/s) | Apparent velocity of phase 'b' (km/s) | Difference between the onset times of "a" and 'h' (seconds) | Focal deoth h (km) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 7.1 | 7.0 | 0.36 | 1.8 |
| 4 | 7.0 | 7.0 | 1.00 | 5.2 |
| 5 | 7.3 | 7.4 | 0.90 | 4.3 |
| 6 | 7.5 | 7.4 | 9.92 | 4.2 |
| 7 | 7.5 | 7.9 | 0.88 | 4.0 |
| 8 | 7.0 | 7.4 | 1.40 | 7.2 |
| 9 | 6.9 | 7.0 | 0.80 | 4.3 |
| 10 | 7.0 | 7.0 | 0.50 | 2.6 |
| 11 | 6.9 | 7.0 | 0.80 | 4.1 |

Table 6.2. Stepout times between the first arrivals and the phase 'b' and the calculated focal depths.

Preference was given to arrivals coming in at about the same azimuth as the corresnonding first arrival. As a guide, it was noted that the wide angle reflections lag the direct waves in time In a few cases, some arrivals already considered as direct waves were also considered here as wide angle reflections. In section 3.4.4, it was shown that signal interference could give rise to anomalous apparent velocities and azimuths for later arrivals. Onset times are, however, not similarly affected. In this analysis, observed apparent velocities for later arrivals were used as a guide to phase identification while computations on depths were based entirely on relative time measurements. It must also be emphasized that there is some element of subjective judgement in the selection and identification of later arrival phases.

For each of the events listed in table 6.3, equation 6.1 was solved for the interface depth $H$ using trial and error method. In this equation $t$ was taken as the step out time between the first arrival and the phase "w" interpreted here as wide angle reflections. ${ }_{1}$ was adopted as the measured phase velocity of the corresponding $" 5.8 \mathrm{~km} / \mathrm{s}$ arrival" and $\mathrm{V}_{2}$ was taken as the corresponding observed event first arrival apparent velocity. Estimates of the interface depth $H$ were made for each event assuming focal depths of 5 and 10 km as shown in table 6.3. From the 6 th and 7 th columns of table 6.3 , it is found that the mean reflector/refractor depth estimates at focal depths of 5 km and 10 km are $8 \pm 2 \mathrm{~km}$ and $10 \pm 2 \mathrm{~km}$ respectively. Error estimates are standard deviations. These results are consistent with the results of section 6.3 .2 and with the first arrival data.

| Event number | $\begin{aligned} & \text { Epicentral } \\ & \text { distance, } \\ & (\mathrm{km}) \end{aligned}$ | $\begin{aligned} & \text { First } \\ & \text { arrival } \\ & \text { apparent } \\ & \text { velocity } \\ & (\mathrm{km} / \mathrm{s}) \end{aligned}$ | ```Anparent velocity of arrival marked 'w' (km/s)``` | Step out time, $t$, between ' $w$ ' and first arrival onsets (seconds) | $\begin{gathered} \text { Refractor depth } \\ (\mathrm{km}) \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\begin{aligned} & \text { For } \mathrm{h}= \\ & 5 \mathrm{~km} \end{aligned}$ | $\begin{aligned} & \text { For } \mathrm{h}= \\ & 10 \mathrm{~km} \end{aligned}$ |
| 1 | 59 | 7.1 | 6.5 | 1.03 | $\because \quad 9.1$ | 11.6 |
| 2 | 60 | 7.2 | 5.8 | 1.20 | $\because 7.0$ | 9.5 |
| 3 | 60 | 7.3 | 5.8 | 1.20 | $\because 7.0$ | 9.5 |
| 4 | 61 | 7.0 | 7.0 | 1.00 | $\because 7.4$ | 9.9 |
| 5 | 67 | 7.3 | 6.6. | 1.80 | $\because 5.5$ | 8.0 |
| 7 | 72 | 7.5 | 6.2 | 1. 80 | 7.8 | 10.3 |
| 8 | 73 | 7.0 | 7.4 | 1.40 | $\because 9.1$ | 11.6 |
| 9 | 77 | 6.9 | 6.0 | 1.40 | 6.8 | 9.3 |
| 10 | 81 | 7.0 | 6.4 | 1.10 | 10.7 | 13.2 |
| 11 | 88 | 6.9 | 6.0 | 1.60 | 7.4 | 9.9 |

Table 6.3. Parameters of the phase marked ' $w$ ' in fig. 3.31 and identified here as wide angle reflections. Reflector depth estimates in the last two columns were made from these parameters.

### 6.3.4 A multiple reflection phase

We next consider multiple reflections of the type discussed in section 6.2.4 with two reflections at the interface at depth $H$ and one reflection at the surface, the first reflection occuring at the interface. Apparent velocity and relative time estimates discussed in section 6.2 .4 were used as guide in identifying phases that could possibly have such propagation path. The identified phases are labelled 'm' in fig. 3.31.

The apparent velocities and step out times, $t$ (relative to first arrival onset) for these phases are shown in table 6.4 for eight events. Equation 6.3 was solved for $H$ by trial and error method from the data for each event. Values for $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ were adopted as discussed in section 6.3.3. Estimates of interface deoth H assuming a focal depth of 5 km are shown in the last column of table 6.4. The mean value of $H$ obtained from this table is $11 \pm 2 \mathrm{~km}$ (error estimate is standard deviation). It was found that estimates of H at focal depths of 5 and 10 km did not differ significantly. It is doubtful if this phase has been zorrectly identified. The: interface depth is, therefore, probably estimated with less confidence than in the cases of direct waves and wide angle reflections.

### 6.4 Summary

To be able to idertify the phases of selected later arrivals with confidence, knowledge of the model, the focal depth and the epicentral distance is required. Fstimates of distances and fccal depths were made in chapter 4. It was showr that distances for events now under consideration were

| Event number | Epicentral distance, $\Delta$ (km) | $\begin{aligned} & \text { First } \\ & \text { arrival } \\ & \text { apparent } \\ & \text { velocity } \\ & (\mathrm{km} / \mathrm{s}) \end{aligned}$ | ```Apparent velocity of arrival marked 'm' (km/s)``` | Step out time, $t$, between ' m ' and first arrival onsets (seconds) | Reflector depth H assuming $\mathrm{h}=$ 5 km . (km) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 59 | 7.1 | 8.0 | 3.08 | 14.0 |
| 2 | 60 | 7.2 | 5.6 | 2.30 | 11.2 |
| 4 | 61 | 7.0 | 7.4 | 2.00 | 10.2 |
| 5 | 67 | 7.3 | 5.8 | 2.40 | 11.0 |
| 7 | 72 | 7.5 | 6.2 | 2.78 | 12.0 |
| 10 | 81 | 7.0 | 6.4 | 2.38 | 11.8 |
| 11 | 88 | 6.9 | 6.6 | 2.20 | 10.4 |
| 3 | 60 | 7.3 | 6.6 | 2.26 | 10.5 |

Table 6.4. Parameters of the phase marked 'm' in fig. 3.31 and interpreted here as multiple reflections of the type
described in sections 6.2.3 and 6.3.4.
Reflector depth estimates in the last column were made from these parameters.
estimated to within about $\pm 10 \mathrm{~km}$. It was not possible。 however, to quantify the uncertainty in the estimates of focal depth although discussions in section 6.3.2 and other geophysical/ geological data suggest that depths of focus are unlikely to be greater than about 15 km within the survey area. First arrival apparent velocities and azimuths were measured with high accuracy and were used to derive plane layered models in chapter 5.

The parameters of later arrivals may have been determined with lower accuracy for various reasons. Interference effects (see section 3.4.4) may give rise to anomalous values of measured apparent surface velocity and azimuth of these later arrivals. This would make the use of the magnitude of these measured parameters as aid to phase identification unreliable. The thickness and the nature of the volcanics overlying the basement in the study are not known with reasonable accuracy. It is possible that some reflections/refractions from these volcanics could have been identified as coming from deeper levels.

In the light of these and other uncertainties, it is clear that the second arrival interpretation serve only as a support to the model derived from first arrival data. However, the phases here identified as direct waves and wide angle reflections are more reliable than the others because they give apparent velocities close to those predicted by the model derived from the first arrival data.

In this chapter, second arrival data have been used to confirm and refine the estimate of depth to the $5.8 / 7.2 \mathrm{~km} / \mathrm{s}$ interface in the two layer model with uniform velocities derived
from first arrival data in chapter 5. The first and second arrival data are now interpreted in terms of two layer model with a horizontal interface at a depth of $13 \pm 5 \mathrm{~km}$ (fig。6:7). The top and lower layer velocities are $5.8 \pm 0.2 \mathrm{~km} / \mathrm{s}$ and $7.2 \pm 0.2 \mathrm{~km} / \mathrm{s}$ respectively. The depth estimate assumes a mean focal depth of 10 km . An increase/ decrease of 5 km in focal depth introduces an increase/ decrease of about 3 km in the resulting estimate of interface depth. It is suggested that the data has sampled the top surface of a mantle derived crustal intrusion. The exact lateral extent of the top surface of this inferred intrusion is not established by the present data although a minimum lateral extent of about 30 km is suggested.

The second arrival data has also been shown to be consistent with the model of fig. 5.16e redrawn here as fig。6.8. This model comprises a 10 km thick upper horizontal layer of velocity $5.8 \mathrm{~km} / \mathrm{s}$ underlain by a 10 km thick intermediate layer in which velocity increases from $6.1 \mathrm{~km} / \mathrm{s}$ at a depth of 10 km to $7.5 \mathrm{~km} / \mathrm{s}$ at 20 km depth. This is, in turn, underlain by a $7.6 \mathrm{~km} / \mathrm{s}$ refractor. The $5.8 \mathrm{~km} / \mathrm{s}$ top layer is associated with the phases identified as $P_{g}$ and having apparent velocities of about $5.8 \mathrm{~km} / \mathrm{s}$. The first arrivals observed in the present data (with apparent velocities in the range $6.9-7.5 \mathrm{~km} / \mathrm{s})$ may be identified as diving waves sampling the greater part of the intermediate layer. The increase in velocity with depth can be associated with penetrative injection of multiple dykes from below. This, in turn, suggests that the rifting process is probably caused by such asthenospheric intrustions. The model of fig. 6.8 is thus a very plausible and realistic model for this part of the rift, and is preferred to the model of fig. 6.7.


Fig. 6.7: The two layer model consistent with the first and later arrival dataLayer velocities are shown in $\mathrm{km} / \mathrm{s}$. The depth to the interface is $13 \pm 5 \mathrm{~km}$.


Fig.6.8: The three layer model consistent with the data. Velocities are shown in $\mathrm{km} / \mathrm{s}$ and depiths in km .

## 7．1 The preferred model compared with previous models

The present data have been used to derive models fors the structure of the lithosphere beneath the Gregory rift at about $0.5^{\circ} \mathrm{N}$ latitude．The data have been interpreted in terms of a two layer model with horizontal interface（section 500．2）， in terms of a two layer model with gently dipping interface （section 504．3）and in terms of a three layer model with linear increase of velocity with depth in the intermediate layer（section 5。7．3）。

The model including a layer of uniform increase in yelocity with depth（fig。 7．1a）and the simple two layer model（figo7。1b） both explain the data adequately．For the two layer model． assuming a mean focal depth of 10 km for the region under study，the depth to the interface is estimated as $13 \pm 5 \mathrm{~km}$ 。 At this focal depth，an increase／decrease of about 5 km in focal depth introduces an increase／decrease of about 3 km in the estimate of refractor depth．The estimated minimum lateral extent of the top surface of the $702 \mathrm{~km} / \mathrm{s}$ material consistent with the present data is about 30 km 。 $\mathrm{If}{ }_{\rho}$ as suggested in section 50704 ，the typical distance used in ends study，had been overestimated by about 10 km g the correct estimate of minimum width would be reduced from 30 km to about 20 km ．The estimate of 30 km is significantly larger than about 10 km suggested by gravity data（Baker and Wohlenberg。 1971）．The boundary（expected steep and sharp）between the normal shield crust to the west of Kaptagat and the rift structure to the east could not be defined by the present data．


Fig 7.1: Comparison of structural models (a) and (b) derived in this study with some other previous models (c) to (f) for the Gregory rift: (c) Khan and others, 1987; (d) Griffiths et al., 1971; (e) Maguire and Long, 1976; (f) Savage and Long, 1976. Depths are in km and P-wave velocities in $\mathrm{km} / \mathrm{s}$.

The preferred model（fig。 7．2a）has a 10 km thicts sop layer of velocity $5.8 \mathrm{~km} / \mathrm{s}$ underlain by an intermediate dayer in which velocity increases from $6.0 \mathrm{~km} / \mathrm{s}$ at 10 km depth to $7.5 \mathrm{~km} / \mathrm{s}$ at a depth of 20 km 。 This is $\mathrm{in}_{0}$ in turno underlain by a $7.6 \mathrm{~km} / \mathrm{s}$ refractor．This model，like the model of Khan er alo（kig。 7 。1c）s suggests multiple dyke injection or diapisism as the primary cause of rifting．This is a yery plausible model and appears more realistic than the model of figo 7． 1 b although the former requires more data for better defindtiono

The model of Khan et al．（1987）for the axial part of the southern portion of the Gregory rift is shown in figo 7．16。 In this model basement velocity increases from abour $601 \mathrm{kms}^{-1}$ at about 2 km depth to $6.25 \mathrm{kms}^{-1}$ at 10 km depth．Like the models of fig。 $7 \circ 1 \mathrm{a}$ and $\mathrm{b}_{2}$ this model indicates higher average upper crustal velocity than would be expected for normal shield structure。 Like the model of figo 7o1a，the model shown in figo 7。1c shows velocity increase with depth indicatlve of asthenospheric diapirism。 In many other respects the model of Khan et alo（1987）seem to differ from the models derived in this present study and the model of Griffiths et alo（1971）for the axial part of the northern section of the rift（figo \％o1d）。 These differences could be explained．The model of fig。 7． 1 c was derived from a $\mathrm{N}-\mathrm{S}$ axial profile while the models of Eig．7．1a and b were derived from an E－W profile across the rift at about $0.5^{\circ}{ }_{N}$ ．It is，therefore，probable，as suggested by Khan et alo（1987），that the crustal structure beneath the rift varies along and across the rift．

A lithospheric model for the axial part of the noxthern Gregory rifí（fig．7。1d）derived from explosion refractson dita （Griffiths et 0doo 8971）was discussed 80 section 105080

In this model，the existence of the $6.4 \mathrm{~km} / \mathrm{s}$ marerial was suggested by gravity data with no independent conkirmatdon from the refraction data of Griffiths et alo（1971）。

In the present study，the $6.4 \mathrm{~km} / \mathrm{s}$ material has also not been obsexved although its existence is not inconskstent with the date。 But the $7.5 \mathrm{~km} / \mathrm{s}$ material of Griffiths et alo（197q） and the $702 \mathrm{~km} / \mathrm{s}$ material suggested by the two layer model from present data most probably refer to the same crustal intrusiono

The Griffiths ${ }^{\text {P }}$ line was oriented approximately morthosouth along the rift axis while the present data sampled the structure along an approximately east－west profile at about $0.5^{\circ} N_{0}$ Any difference in velocities measured in these two directions could be due to a northward dip on the refracting interface as suggested by Long and Backhouse（1976）。

Maguire and Long（1976），using first arrival data from records similar to those used in the present study，established that anomalous material with true velocity in the range 7．1－7．5 $\mathrm{km} / \mathrm{s}$ exists beneath the axis of the Gregory rift at the latitude of Kaptagat（fig。 7．1e）．They suggested that this may lie beneath a $6.4 \mathrm{~km} / \mathrm{s}$ material of Griffiths et al．（1971）。 But Maguire and Long（1976）did not estimate the depth to and the width of the top surface of the $7.1-7.5$ material．Their data assumed（but did not confirm）the existence of the $6.4 \mathrm{~km} / \mathrm{s}$ material．If this assumption is removed，it is evident that their model is in broad agreement with the simple two plane layer model（fig．7．1b）derived in the present study．The present data has，however，given estimates for the depth to and the minimum lateral extent of the top surface of what is probably the same material as the top of their $7.1-7.5 \mathrm{~km} / \mathrm{s}$ material and which corresponds to the $7.2 \mathrm{~km} / \mathrm{s}$ refractor in
the present analysiso
Like the present data，the seismic profile of Swain et alo（1981）at about $0.5^{\circ} \mathrm{N}$ did not confirm the presence of the $6.4 \mathrm{~km} / \mathrm{s}$ material．But their gravity data along the seismic profile suggests that such a material may exist as an intrusion within the basement．The lateral extent of the top surface of their inferred intrusion is estimated to be about $20 \propto 35 \mathrm{~km}$ ；this estimate is of the same order of magnitude as the corresponding estimate for the two layer model（figo 7。1b）derived here。

It is probable that what is being interpreted in the present study as $7.2 \mathrm{~km} / \mathrm{s}$ refractor is the same as the basement intrusion suggested by the combined seismic and gravity data of Swain et alo（1981）although their estimate of the depth to its top surface（about 7 km ）appears smaller than the corresm ponding estimate of about 13 km from the present data．

The observed variation in the lateral extent and the depth to top surface of the inferred intrusion obtained by Yaxious gravity data may be real but could also be caused by the unknown variations in the thickness and density of the basement cover．Until the work of Khan et al．（1987），the thickness and density of the sediments／volcanics above the basement were not well known；from this work it is now known that the thickness and velocity of the sediment／volcanics for the axial part of southern portion of the rift vary with latitude along the trend of the rift axis．If proper correco tions are not made for this variation，differences in gravity model，as observed above，may result even when the deeper structure itself does not change with latitude．More small
scale seismic refraction／reflection experiments designed to determine basement depth and velocity（and density）of supeso ficial material along the existing and future gravity profiles along and across the rift zone will help in obtaining unique gravity models for the sub volcanic structure beneath the rific zone。

The seismic model from Savage and Long（1985）for the central part of the Gregory rift close to the equator and just south of the present survey area is shown in figo7。1Fo This model has a curved upper surface．The present data could． however，only support interpretations involving plane intere Eaces．The $7.5 \mathrm{~km} / \mathrm{s}$ material in fig。 7． 1 f which was originally suggested by Griffiths et al。（1971）for the part of the axis north of the present study area is as suggested above ${ }_{8}$ probably， the same as the $7.2 \mathrm{~km} / \mathrm{s}$ material in the present model。

Depth to the top surface of the crustal intrusion in figo 7． 1 f is about 20 km while the corresponding depth estimate to the top of probably the same intrusion in figo 7。1b is $13 \& 5 \mathrm{~km}$ 。 The two depth estimates are，therefore，not significantly differento It will be emphasized，however，that while the teleseismic data are capable of giving broad details of structure at upper mantle depths，such dara are not normally suitable for detailed description of the geometry of the top surface of small scale intrusions within the crust．

There may be differences in detail between the present models and other previous models and also between the previous models themselves．But there is a broad agreement between the present models and other models in support of the observation that the structure of the crust／lithosphere beneath the Gregory
sift is essentially different from that of normal shield structure observed outside the rift zone。 Data from Khan et al。（1988）suggests crustal thickness of about 35 km but anomalous crustal and＂Moho＂velocities．Most other models including those derived in this study（fig．7．1a and b）are consistent with extreme thinning of the crust／lithosphese beneath the Gregory rift．Furthermore，velocity increase with depth as observed in the present study（fig．7o1a）probably results from multiple dyke injection from below the lithosphere。 This intrusion will，in turn，provide the driving mechanism for the rifting process．
$7 \times 2$ Some limitations of the present data． Uncertainties in the estimates of focal depth and distance．

The local earthquakes whose seismograms were analysed in the present work were not recorded at other stations outside the array．Consequently both the epicentral distances，focal depths and onset times of recorded phases had to be measured from the array seismograms themselves．But accurate detera mination of epicentral distance and focal depth requires a prior knowledge of the seismic model of the crust／lithosphere ${ }_{8}$ which of course，is initially unknown and is，in fact，the main object of the study．The use of the same seismograms for both structural modelling and the estimation of the eartho quake source parameters inevitably involves wider assumptions than could be tolerated in the interpretation of data 5 rom controlled seismic experiments．

Particulariy disturbing is the uncertainty in the estimate of focal depths of events．This uncertainty，in turno
affects the estimates of interface depths in any plausible model．In the present data，focal depths could not be determined unambiguously and the estimates of epicentral distances were based on phases（ $0 X^{\circ}$ ）whose identity could not be ascertained uniquely．However，constraints from other geological／geophysical data were used to narrow the lumits for the estimates of these source parameterso

It is obvious that the details of the shallow structure （seismic）beneath the rift zone can only be obtained from controlled refraction／reflection experiments similar to KRISP85（Khan et alo，1987）。 E－W seismic profiles across the rift at different latitudes are particularly important for studying the variation of crustal／lithospheric structure along the rift．This can be supported by the recordings of local earthquakes using suitable mobile station networks。

## 2．2 Application of velocity／azimuth filtering technique to

records from local earthguakes．
Velocity filtering had traditionally been developed and successfully applied to the study of teleseismic events where recorded phases are normally well seperated from one another in time．Its use in the study of local earthquake records has not been equally well reported．This is possibly because， in the case of local events，many phases of ten arrive the station partially superposed or seperated by times too small for these phases to be confidently resolved by velocity filtero ing。 This interference problem（discussed in section 3．4．4） could result in measured apparent velocities and azimuths which may be significantly different from their true values．

Identification of latex arcival phases on the basls of such measured values could therefore some times be misleadingo To achieve more reliable identification of second accival phases in this study，the peaks indicated on the velocity Eilrer outputs were，therefore，as far as possible，recono cilled with the corresponding phases seen on the single seismograms．It was observed that prominent phases including $p_{g}$ and some reflections could be easily identified with confidence on both records．Although interference could some times produce anomalous values of measured apparent velocity and azimuth for some second arrival phases，the relative onset times for such arrivals are not normally affected．Inter－ pretation of such arrivals was，therefore，in this study based on measured relative onset times while estimated velocity values were used mainly to aid phase identification．

## 7．2．3 The volcanic／sedimentary cover．

The effects of lavas and sediments overlying the basement along the profile of the present data have been ignored in the present analysiso These lavas and sediments are expected to have velocities significantly lower than normal crustal velo－ cities．However，their thicknesses and velocities along present profile are not known accurately although some estimates have been reported for various parts of the rift zone．

King（1978）suggests a total thickness of about 5.5 km for the rift trough southwards from Lake Baringo。 A maximum thickness of about 3000 m is estimated in the northern part of the Kamasia area（Chapman et alo，1978）。 A seismic profile
along the southern portion of the rift axis indicates that depth to basement is about 2 km beneath Susua and Lake Baringo and about 6 km beneath Lake Naivasha（Khan et alog 1987）。 All these estimates are for basement cover within the axial part of the rift which may be a very narrow belto

Of more relevance to the present analysis is the variation in the thickness of volcanic／sedimentary cover along an EoH line crossing the rift at the latitude of Kaptagat．Inters pretation of a 50 km E－W reversed refraction line between Lake Baringo and Chebloch gorge indicates a $2.0-3.5 \mathrm{~km}$ thickness of $3.7 \mathrm{~km} / \mathrm{s}$ volcanics overlying a $5.7-5.8 \mathrm{~km} / \mathrm{s}$ material thought to be crystalline basement（Swain et alo，1981）。 There is reasonable over lap between this profile and the profile of the present data。 It was shown，in section 2 。2，that the thickness of the volcanics beneath Kaptagat station is about $150 \Rightarrow 200 \mathrm{~m}$ which is negligible compared with thickness of the basement Cover within the rift trough。 Estimates of depths to inter－ faces（within the rift）obtained in this study would therefore $_{9}$ have to be increased by about 2 km to take account of the difference in the thicknesses of the basement cover beneath Kaptagat and the rift trough．

The presence of the volcanics and sediments which have considerably lower velocities than crustal rocks would be expected to influence the values of onset times measured from the records．This，however，will not have adverse effect on the present data which measures only relative onset times． Moreover，most：of the useful rays arriving Kaptagat where basement cover is negligible may not have sample significant part of the low velocity sediments／volcanics．

## 7．3 The present study and theories of rift formation

The theories for the formation of continental rifts discussed in chapter 1 fall into one or the other of the two broad mechanisms－active or passive（Sengor and Burke，1978）。 Specific theories discussed within these two broad categories include the following：（a）lithospheric plate motion over mantle hot spots or plumes．（b）membrane tectonic theory， （c）lithospheric stretching mechanism and（d）the perturbation and upward movement of the lithosphere／asthenosphere boundary。 The present data together with other available data could be used to establish which of these mechanisms offers the most satisfactory explanation for the formation of the Gregory rift in particular and the Eastern rift in generalo

Geophysical data show that the lithosphere beneath the Gregory rift zone（and indeed the whole of the Eastern rift zone）is underlain by low density／low velocity and relatively hot asthenosphere with significant partial melt fraction。 From this and other studies，it is shown that this astheno－ spheric material shallows beneath the rift axis indicating enhanced thinning of the lithosphere．Geological data （Bailey，1983；Wendlandt，1982）support the theory that lithospheric thinning and subsequent rifting in East Africa are explicable from a source of heat in upwelling mantle below the lithosphere（Gass et alos 1978；Gass ${ }_{9}$ ．1970，1972； Bott，1981）．The convected heat gives rise to thermal perturbation of and upward migration of the asthenosphere／ lithosphere boundary．From the present data，this active mechanism is preferred to the others as the most viable explanation for the formation of the Gregory rift and other
continental riftso
The essential features of this mechanism are given by Bott（1981）。 Diagrams illustrating three main stages in the process，together with Bottis captions，are shown in figo 7o2o Bott＇s explanations are，in essence，similar to those of Gass （1972）．The present stage of development in the Gregory rift ds very close to stage c suggesting severe lithospheric thinning of the lithosphere but no crustal discuption in agreement with geological data（King，1978）。

This theory of lhormal perturbation of and the upward migration of the lithosphere－asthenosphere boundary is due primarily to convection of heat into the rift zones by ascending magma．the theory adequately explains domal upo lift and the observed cuolution of volcanism from strongly alkaline basalts to transitional basalts and tholeilteso The stress system resulting from the combined effect of topos graphic load of the uplifted region and the upthrust caused by the underlying low density upper mantle is sufficient to cause rifting。 Clay models of Cloos（1939）and finite element analysis of Neugcbaucr $(1978,1981)$ show that the nature and finite extent of the Gregory rift can also be explained as due to rifting in the resulting domed structure。

The membrane tectonic theory argues that the East African Rift system was produced by membrane stresses in the lithosphere developed in response to the rapid latitude Change experienced by East Africa during the late Cretaceous and Tertiaryo The theory explains the major features associated with the Gregory rift．As observed，the rift developed in the contral part（which should be under tension）
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Fig. 7-2: Siages in the development of a domed and rifted structure: (ia) Hot spot forms below the continental lithosphere by upwelling from the deeper parts of the mantle. (b) The continental lithosphere becomes heated and thinned, with consequent isostalic uplift and development of tensile stress system in the uppo crust. (c) Graben fomation start's when the tensile stresses become sufficiently large. (From Boll, 1981).
of the African plate moving north towards the equator．This direction of plate motion，in turn，explains the observed southward migration of rifting and accompanying volcanism。 The nature and finite extent of the sift are also explained． But the extension across the Red Sea and the Gulf of Aden is too much to be explained by the membrane tectonic theory。 The preferred model from the present data（figo 7．1a） shows an increase in velocity with depth within the crusto Evidence of such velocity variation is an evidence for multiple dyke penetration from below。 Thisg in turng is an evidence for the mechanism of the upward migration of the mantle material．The present data is，therefore，consistent with other data in supporting the theory that rifting within the Gregory rift zone（and in deed the whole of the East African rift zone）is caused primarily by thermal perturbation of and upward migration of the lithosphere／asthenosphere boundary．This active mechanism could be aided by one or more of the other mechanisms．But before active spreading can take place within the Eastern rift，the seperate magma regions below the Ethiopian and Kenya domes must be linked． It will，therefore，be useful to investigate the extent to which these regions are linked at depth．

## 7．4 Suggestions for further research

From empirical linear relationships between delay time， station elevation and Bouguer gravity anomaly，Fairhead and Reeves（1977）have produced a map of lithospheric thickness for Africa．This map reveals a zone of thinning coincident with the rift system，from Ethiopia through Kenya and

Tanzania to Angolac＇the thinning is most pronounced beneath the rift valleys．Volcanism and high heat flow are all associated with zones of lithospheric thinning which may be future sites of lithospheric rupture。

Nearly all the different stages of continental rifting have been recognized within the Eastern rift．The sequence of development seems to evolve from incipient rifting in Southern Africa progressing northwards to a region of block faulting in Tanzania。 This advances to major rift developo ment in Kenya with volcanics on the rift shoulders and along the rift floor．Further north，there is increasing valcanism through the Ethiopian rift culminating in seamfloor spreading and the development of a fully oceanic region in the Gulf of Aden．

These observations suggest an imminent／eventual break up of the African continent along the Eastern rift zonee To investigate this suggestion，further studies of the crust and the upper mantle beneath the Gregory rift and other parts of the Eastern rift zone are required to ascertain the variation of lithospheric thinning along the trend of the rift zone．

## 7．4．1 The crust．

From seismic data it has been established that the crust on the western flank of the Gregory Rift is of the normal shield type（Maguire and Long，1976）．It will be useful to Confirm the suggestion that a similar normal shield crustal structure exists beneath the eastern flank and beyond．Most current upper mantle models for the Gregory Rift zone（from seismic and gravity data）assume that the western and eastern
flanks sit on the same type of crust．This assumption should be tested by acquiring fresh and better refined seismic and gravity data for further elucidation of the crustal structure within and outside the rift zone．Such experiment should also be able to define the positions of the boundaries between the normal shield structure to the west（and also to the east）and the rift structure in berween。

Long range controlled refraction profiles（with close station spacing）along and at right angles to the rift axis are required for these studies．Khan et alo（1987）have already interpreted one such profile approximately 300 km long along the axis of the southern portion of the Gregory rift from Lake Baringo to Lake Magadi。 Their interpretation（figo 7．16）appears to differ significantly from the model of Griffiths et alo（1971）for a 367 km long seismic refraction profile along the axis of the northern part of the rift between Lake Turkana and Lake Bogoria（Hannington）（figo 7。1d）． The difference between these interpretations could be due to differences in crustal structure along the rift．It could also be due to differences in quality and quantity of dara． It is important to resolve this difference．To this end it will be useful to carry out another long range controlled seismic experiment along the profile originally shot by Griffiths et alo（1971）in the manner of KRISP85。

Other long range refraction profiles parallel to but outside the rift axis are required．Also required is a series of east－west controlled refraction／reflection profiles at right angles to the rift axis at different latitudes．This will help study the variation of crustal structure along and across the rift axis．Such east－west profile（although rather short）has
been shot across the rift axis at about $1^{\circ} \mathrm{S}$ latitude（Khan et alos 1987）。 But the data from this profile has not been interpreted probably because of poor record quality．within the rift zone，it will be useful to have controlled small scale reflection experiments to complement refraction data in elucidating crustal structure．Data from controlled seismic experiments should be supplemented with mobile network records of local／regional earthquakes．

Both the reflection and refraction data should be aimed also at determining the spacial variation of the thicknesses and velocities of the volcanics／sediments overlying the baser ment within the rift zone．This information will be of immense use in reinterpreting more reliably，already existing and the yet to be acquired gravity data for the elucidation of the rift structure．The limits of what can be done depends， of course，on the available funds．

It will be helpful if fresh gravity measureants are made along all the seismic profiles suggested above。 Attempt at more precise determination of densities of near surface rocks can then be made and fresh gravity models obtained． The combined gravity and seismic data should aim at studying the variation of crustal／lithospheric thinning along the trend of the rift axis thereby shedding more light on the debate about the imminent break up of the African continent along the rift zone。

## 7．4．2 The upper mantle

A knowledge of the detailed structure of the crust in and around the rift zone that will result from the implement－ ation of the discussions in section 7．4．1 will help in the
derivation of a more accurate and realistic model for the structure of the upper mantle and below. Knowledge of the structure of the crust and upper mantle within the rift zone will melp in the understanding of processes responsible for the formation of the Gregory rift and other continental rifts. This will, in turn, help establish whether the rift system is at the closing stages of a stalled evolution or is marking the initiation of an episode of lithospheric spreading.

It is, for example important to establish to what extent the Kenya and Ethiopian domes are linked at depth. For such investigation, new refined and better controlled regional seismic and gravity data are required. Teleseismic delay time data from mobile network of independent stations could be used to define the upper mantle structure in the region beneath and between the Kenya and Ethiopian domes. Further information on slowness anomalies should also be obtained by having small aperture seismic arrays included within the mobile network. The array aperture should be small because of the expected rapid lateral variations in structure within the rift zone. In principle, it should be useful to supplement above delay time and slowness data with fresh regional data from controlled seismic reflection and refraction data if cost permits.

It is also necessary to reinterpret currently available local and regional gravity data within the rift zone and to add new data. Reinterpretation should be carried out only after accurate and reliable values of thicknesses and densities/ velocities of the superficial volcanics/sediments within and outside the rift zone must have been determined. These enlarged data would further elucidate the upper mantle structure especially in the region between the Kenya and Ethiopian domes.

The combined crustal and upper mantle study should unambiguously define the variation of the position and the depth and lateral extent of the crustal intrusion inferred from gravity data along the trend of the rift and with respect to visible rift structures．The link between this intrusion and any feeder from below should also be established．

## 7．5 Conclusions．

In chapter 1 a review of previous geological and geophysical studies of the crust and the upper mantle within the Eastern rift zone was given with emphasis on the Gregory rifto These studies reveal the evolution of the Gregory Rift and suggest possible theories for the formation of this and other con－ tinental rifts。

Chapter 2 discusses the collection of data from the small aperture Kaptagat array station located at about 0.5 N in Northern Kenya。 Chapter 3 describes the theory，performance and problems of the velocity filtering technique used in processing the data。 Data from local rift events to the immediate east and south west and from more distant rift events to the north and south of Kaptagat were processed using programs developed for the CTL Modular 1 computer and the University of Durham IBM 360／370 computer．The resulting data used for interpretation were in the form of apparent velocities and azimuths of first and later arrival phases．The first arrival data were determined with a high degree of accuracyo Intero pretation in the present study was based only on data from closein eastern local rift events since ray paths from these events must definitely have sampled the rift structure better than ray paths from other events further to the north and south．

In chapter is $_{2}$ probable values of focal depth in the region of study were discussed．On the strength of available geological and geophysical data it is argued that depths of focus greater than about $15-20 \mathrm{~km}$ are unlikely within the Gregory rift zone．Average focal depth of about 5010 km appears realistico A prominent arrival on the records， designated ${ }^{0} X^{0}$ arsival was used in estimating epicentral distances．An empirical curve for converting $P \propto X$ times to epicentral distances of events was derived。 Using this curve ${ }_{0}$ measured $\operatorname{PaX}$ times were subsequently converted to epicentral distances for realistic focal depths．These distances were combined with the corresponding measured azimuths to locate the event epicentres．The epicentres thus located were observed to lie mostly within the axial trough of the Gregory rift．

Interpretation of the first arrival data was carried out in chapter 50 These data were first interpreted in terms of a two layer model with a horizontal interface．The top and lower layer velocities consistent with the data were as 5.8 $\mathrm{km} / \mathrm{s}$ and $7.2 \mathrm{~km} / \mathrm{s}$ respectively。 The maximum depth to the refracting interface was estimated as about 16 km if a mean focal depth of 10 km were assumed．An increase／decrease of 5 km in focal depth increases／decreases this maximum refractor depth estimate by about 3 km 。 From other geophysical data the minimum depth to the refractor was estimated．at about 6 km ．

The first arrival data is also consistent with a two layer model with a gently dipping plane interface dipping from Kaptagat up towards the rift axis at an angle of no more than about $6^{\circ}$ ．On this model，estimates of the depth to the Kaptagat end or minimum westward limit of the refractor are
not significantly different from the corresponding depth estimates from the two layer model with a horizontal interm face discussed above。

The data is inconsistent with a steeply dipping boundaryo This implies that the present data has not sampled the steep boundary suggested to seperate the normal shield crust to the west of Kaptagat from the anomalous rift structure to the east．

In chapter 5，it was shown that the first arrival data could also be explained in terms of a three layer horizontal model with top and middle layers each about 10 km thick． The top layer has a uniform velocity of $5.8 \mathrm{~km} / \mathrm{s}$ 。 In the middle layer velocity increased from $6.0 \mathrm{~km} / \mathrm{s}$ at a depth of 10 km to $7.5 \mathrm{~km} / \mathrm{s}$ at a depth of 20 km 。 The intermediate layer overlies a $7 \odot 6 \mathrm{~km} / \mathrm{s}$ refractor。 This model is also consistent with second arrival data discussed in chapter 6 and is preferred to the simple two layer model．

In chapter 6，the depth to the interface in the two layer model was further constrained and refined by the second arrival data．The resulting refined two layer model consists of two uniform horizontal layers with upper and lower layer velocities of $5.8 \pm 0.2 \mathrm{~km} / \mathrm{s}$ and $7.2 \pm 0.2 \mathrm{~km} / \mathrm{s}$ respectively．The depth to the refracting interface was estimated at $13 \pm 5 \mathrm{~km}$ ．The minimum lateral extent of the top surface of the $7.2 \mathrm{~km} / \mathrm{s}$ refractor was estimated as about $20-30 \mathrm{~km}$ 。

The preferred model（fig．7．1a）has been discussed above． This model includes an intermediate layer in which velocity increases uniformly with depth as shown in fig．7．1a．This velocity increase with depth is evidence for multiple dyke penetration from below．This，in turn，is evidence for the mechanism of upward migration of the mantle material from below．

A velocity of about $7,5 \mathrm{~km} / \mathrm{s}$ at a depth of about 20 km suggests extreme thinning of the crust。 A similar conclusion is reached from the simple two layer model．

Extreme thinning of the crust／lithosphere beneath the Gregory rift at about $0.5^{\circ} \mathrm{N}$ latitude is therefore，inferred Erom the present study．The models derived here are consistent with the theory that rifting is primarily caused by upward migration of the lithosphere／asthenosphere boundary。 This thermal upwelling is driven by gravitational instability of the less dense and hotter asthenosphere under the more dense mantle lithosphere。 Lithospheric tension induced by the resultant isostatic crustal uparching gives rise to graben formation．In the processs magma and volatiles if availo able，are injected along the axis of the graben．But before active spreading can take place within the Eastern sift zones the seperate magma regions beneath the Ethiopian and Kenya domes must be linked。

## APPTCTDTX A

## MIE VELOCTMY FILSER PROCRAM FOR MODI COPPUTRER

This procram was written for use on Modl computer in a specialised language called SERAC (seismic record analysis compiler). The present form is adapted from an original program written by Forth (1975) and Iater modified. by Armour (1977).

In the form presented here, the procram processes array data of events recorded on 8 channel magnetic tapes and produces a plot, on an X-Y plotter, of a serjes of correlator functions for one azimuth and a range of velocities. Input data to the program include azimuth and the 8 channel array record which has previously been transforaed from tape to disc file. The procran can, of course, easily be modified to handle up to 16 channel axray data as input.

```
72;
i
SPR;
AZ IMUTH;
ASK;
ADD;159;104;
SPR;
FILEN;
ASK;
CALL;58;
LIN;;18;;
INS;K;159;
EVA;TBP=0;
INP;K; ; 1,2,3,4,5,6,7,8;1,2,3,4,5,6,7,8;
WEI; 8;.02;54;
OUT;;;1,2,3;54,61,62;
ADD;62;63;62;
1F;TBP<1Q;
IGOTO;10;
ELSE;
CALL;58;
18DO;A,B,D;5.0,5.0,1.0;0.5,0.5,0.8;10.0,10.0,9.0:
INS;C;159;
EVA;TBP=0;
CALL; 58;
INPUT; \(\mathrm{C} ; 1,2,3,4,5,6,7,8\);
\(1,2,3,4,5,6,7,8\);
STACK;1,2,3,4,5;A;E;50;
STACK; 6;7,8,9,10;B;E;51;
MUL; 50,51,50; 60,60,51; 50,51,71;
IF; C \((.71,0)<0\);
SUB; 71;70;71;
SQRT; 71;71;
SUB; 71; 70; 9;
GOTO; 33 ;
ELSE;
SQRT; 71;9;
INT; 9; . 20; 52;
WEI; 52;.1;53;
ADD; 53,103; 54;
ADD;62,63;62;
OUT;0; ;1,2,3;54,61,62;
IF; TBP>11;
GOTO; 42 ;
ELSE;
IGOTO; 22;
SPR:
:
CPR; 100,104;
```

DO;H;1.0;0.8;9.0;
CALL; 58;

```
EVA;TBP=0;
INP;;;1;99;
ADD;62,63;62;
OUT;i;1,2,3;107,61,62;
IF;TBP<10;
IGOTO;48;
ELSE;
SPR;
;
CPR;107;
CONT;
FGOTO;1;i
```

58SET; 50,51,52,53,60,61,62,63,70;
$0,0,0,0, .1,10,0, .01,0 ;$
D0; 90;0;.01;1;
SET;9,12;,
SET;1,2,3,4,5,6,7,8;,,, ,, , ;
INP; ; ; 1; 91;
OUT; i; 1,2,3,4,5,6;50,51,53,54,61,62;
IGOTO;59;
CONT;
SET;61;-10;
RETURN;
END;
$45 \%$
;
SPR;
FILEN:
ASK;
INS; $\mathrm{C} ; 159$;
SET; 19, 20, 21; 6. $28,4,0,0.5$;
SET; 22, 23. $24 ; 0.4,1.45,5.0$;
EVA; TMBP=0;
CALL:31;
CALL:34:
IF;TBF $<0$ 。 50 ;
IGOTO:7;
ELSE;
$\mathrm{DO} ; \mathrm{A} ; \mathrm{O} ; \mathrm{O} . \mathrm{OL} ; \mathrm{O} .5 ;$
MUL; 19, $30 ; 20,100 ; 30,31 ;$
EVA; $C(.41,0)=C(.24,0) * C \operatorname{TNC}(.31,0)$;
SUB;22;23:33;
DIV; 33; 21; 34;
MUL; 34; 100; 35;
ADD; 35,22; 36;
EVA; C $(.51,0)=\operatorname{CONC}(.36,0) / \operatorname{SINC}(.36,0)$;
MUL; 41; 51; 60;
WEI; 60;1.0;61;
$\mathrm{DET}_{\mathrm{T}} ; 61,61,61,61,61,61,51,61,61,61 ; 0,1,2,3,4,5,6,7,8,9,10 ;$
CALL; 34;
CONT:
$E V A ; C(1.06,0)=T B P+8.0 ;$
CALL; 31;
CAIL; 34;
IF; $T B P<C(1.06,0) ;$
IGOTO; 26 ;
ELSE;
$\mathrm{SET} ; 1,2,3,4,5,6,7,8 ; 0,0,0,0,0,0,0,0 ;$
SET; 9,$10 ; 0,0$;
RETURN;
OUT; $0 ; 0 ; 1,2,3,4,5,6,7,3,9,10 ; 1,2,3,4,5,6,7,8,9,10 ;$
OUT; $\mathrm{C} ; \mathrm{O}_{9} 1,2,3,4,5,6,7,3,9,10 ; 1,2,3,4,5,6,7,8,9,10 ;$
RETURN;
END;

## (a) Procram TPU1

This program reads tapes written on Modular 1 computer. These tapes take t'e form of a continuous string of digits multiplexed in blocks of 8 or 16. In this study 8 tracks were used. Reading the tape involves demultiplexing and producing as output an 8 channel array.record for velocity/ azimuth filtering usinf the program VFII on NUMAC general purpose IBM 360/370 computer.

## (b) Program VFIL

This program calculates the correlator functions at given time points along t're array record as functions of apparent velocity and azimuth. The input data include starting, final and incremental values of velocity, azimuth and time (i.e. sample number along the record). Also required as input are the time window for smoothing the correlator function and the number of correlator peaks required.

Then at each time point along the record, the program computes the correlator functions in the given velocityazimuth space. These computed values are smoothed and arranged in descending order of magnitude so that a specified number of these peaks can be printed and/or plotted.
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        IF (NSGilaro \(\because \because 111\) ) 「UTO 40
        \(00 \leq 5 \mathrm{~J}=1\)
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    ```
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    QEQR (1, 10) ((CH(I,J)OI=1,NPIT),J=1gNSA:I)
    10 FORNAT (GF10%3)
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    ```
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        \(L=T \rho\)
        \(N P C^{1}=N R^{2}+N Y\)
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        \(T S T A T=(F L H A T(I P)) / 5 R\)

        \(\begin{aligned} T & =T S T A T \\ & =F R Y 2 \cdot 0 \\ G & =F R-0 \cdot 1 \\ \vdots & =F 1+0 \cdot 3 \\ K & =1\end{aligned}\)
        CALL PAP: R(1)
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    CALL FSPAC: (
    CALL HAP(TSTAT: TENO, VSTAT: W) VENO)
    CALL AXES
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\end{aligned}
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320 TONTSNUE
Ć SET UNUSEO LLCATIONS DF CHRRg VELCTY。 AZMUTH ASAAYS TO ZERO
VELCTY（I）\(=0.0\)
AZMUTH（I）\(=0.0\)
340 continue

C
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IF（KC
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\(c\)
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        CALL pSpref(0.18 F2, 0.1, 0.7)
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EXPREGSOTE TOE MOET, TITER OR MEAD WAVES FROM A
PLANE DTPITUG TMTPRPACE TI Y A TWO LAYER MEDIUM
(a) Travel time, lid, from Focus downdip to Kaptacato

Let the plane interrace (rice. 5.9c) dip down from focus, \(F\), towards Kaptagat(P) at an ante \(\alpha\) 。 Let \(\theta\) be the critical angle for heme nos from this interface and \(Z_{d}\) the length of the normal from \(F\) to the interface. Let the focal depth be \(h\) and the opicontral distance, \(P R\), be \(\Delta\). The upper and lower layer velocities are taken as \(V_{7}\) and \(V_{2}\) respectively 。

Then, using three concept of delay time, the travel time, \(t_{d}\), for head waves lovell lime down from focus to \(P\) is given by
\[
\begin{aligned}
t_{d}= & \frac{N E}{V_{2}}+\frac{\operatorname{Tr} \operatorname{Cos} \theta}{V_{1}}+\frac{\overline{7}_{1} \operatorname{Cos} \theta}{V_{1}} \\
= & \frac{(\Delta-\ln \tan \alpha) \cos \alpha}{V_{r}}+\frac{\left((\Delta-h \tan \alpha) \sin \alpha+\frac{h}{\operatorname{Cos} \alpha}+Z_{d}\right) \cos \theta}{V_{1}} \\
& +\frac{\bar{Z}_{d} \operatorname{Cos} \theta}{V_{1}}
\end{aligned}
\]
\[
\begin{aligned}
t_{d} & =\frac{\Delta \cos \alpha}{V_{2}}+\frac{\Delta \sin \operatorname{Cos} \theta}{V_{1}}+\frac{h \tan \alpha \cos \theta}{\bar{V}_{2}}-\frac{h \tan \alpha \sin \alpha \cos \theta}{V_{1}} \\
& +\frac{h \operatorname{Cos} \theta}{V_{1} \cos \alpha}+\frac{2 Z_{2} \cos \theta}{V_{1}}
\end{aligned}
\]
\[
=\frac{\Delta}{V_{1}}\left(\frac{V_{1}}{V_{2}} \operatorname{Cos} \alpha+\operatorname{inco\operatorname {Cos}\theta }\right)-\frac{h}{V_{1}}\left(\frac{V_{1}}{V_{2}} \tan \alpha \operatorname{Cos} \alpha+\tan \alpha \sin \alpha \operatorname{Cos} \theta\right.
\]
\[
\left.-\frac{\cos \theta}{\cos \theta}\right)+\frac{2 \pi \cos \theta}{V_{1}}
\]
\[
=\frac{\Delta}{V_{1}} \sin (\theta+\alpha)-\frac{h}{V_{1}}-\left(\sin \theta \sin \alpha-\frac{\cos \theta \cos ^{2} \alpha}{\cos \alpha}\right)+\frac{2 Z_{d} \cos \theta}{V_{1}}
\]
\[
=\frac{1}{V_{1}}\left(\Delta \sin (\theta+\alpha)+11 \operatorname{Cos}(\theta+\alpha)+2 Z_{d} \operatorname{Cos} \theta\right)
\]

But from fig. 5.9 c , the angle of emergence, \(e\), is given by
\[
e=\theta+\alpha
\]
\(\therefore t_{d}=\frac{1}{V_{1}}(\Delta \operatorname{sinc}+b \operatorname{cose}+2 Z \cos (e-\alpha))\).
(b) Travel time, \({ }^{1}\), from focus updip to Kaptagat station:

From rig. 5.9d, using delay time concept,
\[
\begin{aligned}
t_{u} & =\frac{I E}{V_{2}}+\frac{P H \operatorname{Cos} \theta}{V_{1}}+\frac{Z_{u} \operatorname{Cos} \theta}{V_{1}} \\
& =\frac{N E}{V_{2}}+\frac{\left(Z_{11}-\operatorname{TC}\right)}{V_{7}} \operatorname{Cos} \theta+\frac{Z_{11} \operatorname{Cos} \theta}{V_{1}}
\end{aligned}
\]
\[
\begin{aligned}
& =\frac{\Delta}{V_{1}}(\sin \theta \cos +\sin \sin \theta)-\frac{h}{V_{1}}(\sin \theta \operatorname{tancocos} \alpha+ \\
& \left.\operatorname{tancsin} \operatorname{Cos} \theta-\frac{\operatorname{Cos} \theta}{\operatorname{Cosec}}\right)+\frac{2 Z_{d} \operatorname{Cos} \theta}{V_{1}} \\
& =\frac{\Delta}{V_{1}} \sin (\theta+c)-\frac{1}{V_{1}}\left(\sin \theta \operatorname{tin} \alpha+\frac{\sin ^{2} \alpha \operatorname{Cos} \theta}{\operatorname{Cos} \alpha}-\frac{\operatorname{Cos} \theta}{\operatorname{Cos} \alpha}\right) \\
& +\frac{2 Z_{d} \operatorname{Cos} \theta}{V_{1}} \\
& t_{d}=\frac{\Delta}{V_{1}} \sin (\theta+\alpha)-\frac{h_{1}}{V_{1}}\left(\left(\sin \theta \sin \alpha+\frac{\cos \theta}{\operatorname{Cos} \alpha}\left(\sin ^{2} \alpha-1\right)\right)\right. \\
& +\frac{2 Z_{1} \cos \theta}{V_{1}}
\end{aligned}
\]
where \(\mathrm{FC}=\) QC-RI ant \(\overline{7}_{11}\) i:: tho lenrth of the normal from \(F\) to the intorrace nem.
\[
\begin{aligned}
& \left.\therefore t_{u}=\frac{(\Delta+h \tan ) \cos \theta}{V_{2}}+\frac{\left(\pi_{11}-(\Delta+h \tan \alpha) \sin \alpha\right.}{V_{1}}+\frac{h}{\cos \alpha}\right) \cos \theta \\
& +\frac{\pi_{n} \operatorname{Cns} \theta}{V_{1}}
\end{aligned}
\]
\[
\begin{aligned}
& =\frac{(\Delta+h \operatorname{tin}) \sin (\theta-\alpha)}{V_{1}}+\frac{2 Z_{u} \operatorname{Cos} \theta}{V_{1}}+\frac{h \operatorname{Cos} \theta}{V_{1} \operatorname{Cos} \alpha}
\end{aligned}
\]

But from rige 5.9d, \(\theta=0+\alpha\).
\(\therefore t_{u}=\frac{1}{V_{I}}\left(\Delta \operatorname{sine}+\frac{h}{\operatorname{Cos}}(\sin \alpha \sin c+\operatorname{Cos}(e+\alpha))+2 Z_{u} \operatorname{Cos}(e+\alpha)\right.\)
\(\therefore t_{u}=\frac{1}{V_{1}}\left(\Delta\right.\) sinc \(\left.+h \operatorname{Cose}+27_{u} \operatorname{Cos}(e+\alpha)\right)\)
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