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#### Abstract

Following a major crustal rifting episode centred on the Krafla volcanic system in Northeast Iceland, the local seismicity was monitored for three months using a dense network of single component seismometers. Initial earthquake locations were computed for 489 local events using a one-dimensional velocity model derived from seismic refraction data. Activity was concentrated in clusters beneath a geothermal area within the Krafla caldera and below the Bjarnarflag geothermal well field to the south, and in a narrow linear zone coincident with a site of recent dyke injection. Events of magnitudes -2.4 to 2.1 were located. The b -value for the entire dataset is $0.77 \pm 0.10$, and is lower for events at Bjarnarflag than for events in the dyke injection zone. Seismicity was continuous. A simultaneous inversion of 1771 P -wave arrival times was carried out to calculate the 3 -d velocity structure and refine hypocentral locations. The derivative weight sum was used to identify the well-resolved volume. High velocity bodies at depth beneath the rim of the caldera are high density intrusives, probably gabbros. Volumes of low velocity coincide with zones of geothermal exploitation within the caldera and beneath Bjarnarflag, and result from intense fracturing and hydrothermal alteration. After relocation through the three-dimensional velocity structure, the spatial distribution of hypocentres is more focussed and considerably shallower than before. This led to a closer correlation between zones of seismicity and detailed features within the source volumes, such as geothermal reservoirs, fault surfaces and zones of known recent magmatic intrusion. Focal mechanisms were determined using P-wave polarity data for 153 of the best located earthquakes, of which 139 have double couple solutions. Fourteen events were non-double couple, 4 of which could be solved as either opening or closing tensile cracks assuming small circle nodal lines. The biasing effect of using incorrect hypocentres and an over-simplified velocity structure were investigated by $3-\mathrm{d}$ ray tracing. The effects on ray angles are large and variable. The impact of these effects on double couple solutions is generally small, but can be critical for the confident identification of non-double couple events.

Seismicity in geothermal areas results from cooling and fracturing of hot intrusives at depth, and fault surfaces are marked by enhanced seismicity when they provide efficient migratory paths for geothermal fluids. Seismicity may be induced partially by geothermal mining. The stress field in the Krafla volcanic system at the time of the survey was variable along its length, as was the mode of fracturing. The stress field at Bjarnarflag was chaotic. In the geothermal area within the caldera $\sigma_{3}$ was perpendicular to the plate boundary, and in the dyke injection zone $\sigma_{1}$ was perpendicular to the plate boundary. Such heterogeneity in the stress field is contrary to what might be expected at a spreading axis, and is attributed to variation in regional extensional stress release during the recent rifting episode.
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## Chapter I

## Iceland : Structure and Tectonic Evolution

### 1.1 Introduction

Iceland is a geological curiosity for many reasons. The existence of active volcanic centres, hot springs and conspicuous surface fissures are clear indications that it is geologically dynamic. A striking statement expressing the country's geological youth is that more than one tenth of its area is covered by lava less than ten thousand years old. Indeed the oldest exposed rocks are only about sixteen million years old (and the exposure certainly is good !). However, until recent years the most pressing question regarding the geology of Iceland was its uniqueness. Why is Iceland an isolated land mass in the middle of the Atlantic?

Wegener (1912) anticipated a fundamental idea of the modern theory of plate tectonics when he wrote that "the Mid-Atlantic Ridge is that zone in which the floor of the Atlantic in its progressive spreading is rifting open and making space for fresh, relatively fluid, high-temperature sima rising from depth". However, he never made the connection between these processes at the Mid-Atlantic Ridge and the anomalous island of Iceland, which he later envisaged as being a relic of continental scum left over from the separation of Greenland from Europe (Steinthorsson and Jacoby, 1985).

Diverse geophysical, geological and geochemical evidence, discussed in this chapter, indicate that Iceland is a result of accretion at an anomalous section of the MidAtlantic Ridge. With ever increasing clarity, these observations can be seen as evidence for a single geological process in Iceland : crustal accretion over a ridgecentred hotspot. However, by establishing the influence of the hotspot on the it may be possible to apply the observations made on Iceland to increasing our understanding of mid-ocean ridge processes in general. Iceland is, after all, a far more convenient place to carry out research than the ocean floor.

This thesis documents one such study which targeted the structure and seismicity of a single spreading centre. The onset of a spectacular crustal rifting episode in December 1975, centred in the Krafla volcanic system in North Iceland, provided a rare opportunity for geophysicists to study the mechanism of crustal accretion close at hand. The dataset analysed in this study was collected during the latter stages of this episode.

### 1.2 Geology

### 1.2.1 Introduction

This section is largely a summary of the comprehensive reviews of Sæmundsson $(1978,1979)$. Only references for information complementary to these reviews are cited. The main tectonic features and geological units on Iceland are shown in figure 1.1.

### 1.2.2 Axial Rift Zones

Fracturing in the axial rift zones is concentrated in fissure swarms which are 10-100 km or more in length and up to 20 km wide. The swarms typically form en échelon arrays which are sinistral or dextral depending on the trend of the individual rift zone relative to the direction of spreading (about $N 100^{\circ} \mathrm{E}$ ). The fissure trend is fairly uniform within each branch of the rift zone, but variable between zones. The swarms feature volcanic fissures and vertical faults which tend to be sinuous, branching and often en échelon. Normal faults with dips as shallow as $30^{\circ}$ also occur. Dyke widths are usually $1-3 \mathrm{~m}$, but can be less than 1 m or more than 20 m . Fissure eruptives are dominantly olivine-poor tholeiitic basalts, which typically form aa lavas if they are erupted subaerially or serrated ridges of pillow lavas and hyaloclastite tuffs (moberg) if erupted subglacially. Voluminous porphyritic flows also occur.

Most of the fissure swarms contain a central volcano, and together they form a 'volcanic system'. The central volcanoes are the foci of the most frequent eruptions, maximum lava production and most intense geothermal activity; acid and intermediate rocks are virtually confined to them. The confinement of acidic and intermediate rocks to the vicinity of central volcanoes and the exclusive eruption of basalts in the fissure swarms are thought to be indicative of shallow magma reservoirs under the central volcanoes (Jakobsson, 1979). About half of the active central volcanoes in the axial rift zones have developed calderas. Caldera collapse has been related to either explosive acidic eruptions producing sheets of ash flow or airfall tuffs (Krafla, Tindfjallajökull, Askja) or to the withdrawl of magma from chambers beneath them (Askja, Grimsvötn). Basaltic flows from central volcanoes

are largely composed of either olivine-poor tholeiites, forming aa lavas, or olivinerich tholeiites which form thick pahoehoe lavas. The lavas are generally highly mobile and therefore form a volcano with gently sloping flanks, unless they are erupted subglacially to form hyaloclastite piles. There are many examples of subglacially erupted intermediate and acid lavas, the more acid members of which form steep rhyolitic domes. The axial rift zone also contains many large monogenetic lava shields which are mainly composed of olivine tholeiites, indicating that they have been fed by subcrustal magma sources.

### 1.2.3 Flank Zones

The flank zones of Iceland are the Snæfellsnes, Torfajökull-Vestmannaeyjar and Öræfajökull-Snaefell neovolcanic zones (figure 1.1). They are characterized by transitional to alkalic lavas and are dominated by large stratovolcanoes or shield volcanoes and are both petrologically and structurally distinct from the axial rift zones. There are only poorly developed extensional faults and fissures. The Öræfajökull-Snæfell stratovolcanoes overlie an older basement and it is thought, from evidence of large exposed intrusions of gabbro and granophyre, that similar volcanoes probably existed there in the past.

### 1.2.4 The Volcanic Pile of Iceland

The volcanic pile of Iceland has exposed rock sequences of up to 1500 m in thickness, below which (from seismic evidence) lie at least another $2-5 \mathrm{~km}$ of extrusives. Mapping of the older parts of the lava pile was carried out largely by G.P.L. Walker in the 1950 's and a summary is given by Walker (1974).

The lava pile grew as lenticular units from elongate volcanic systems which included swarms of dykes and fissures usually localized about central volcanoes. On a regional scale, the lavas of the pile dip gently towards Central Iceland (figure $1.1)$ and individual lava groups thicken down-dip. The extensive subaerial tholeiitic lava flows which formed the classic plateau basalt series typical of the fjord landscapes of eastern Iceland and much of northern and western Iceland were produced during the Tertiary (prior to 3.1 Ma ; the oldest measured is 16 Ma ). These flood basalts were extruded from the vicinity of central volcanoes. Exposures of
deeply eroded central volcanoes show intrusions of dolerite, gabbro and/or granophyre with cross-sectional areas of up to $10 \mathrm{~km}^{2}$. Their roots are also invaded by intrusive sheets which dip at $30-40^{\circ}$ towards the core of the volcanoes, and which sometimes form discrete cone sheet swarms up to 15 km in diameter. Hydrothermal alteration is also a common feature of these exposed volcanic cores.

The onset of the Plio-Pleistocene ( $3.1-0.7 \mathrm{Ma}$ ) saw the appearance of the first tillites to be inter-stratified with the lavas, although the pattern of volcanism was unchanged. Instead of the primarily subaerial flows of the Tertiary, subglacial volcanic products such as pillow lavas, breccias and hyaloclastites became increasingly inter-stratified with the lavas as the climate underwent alternating stages of warmth and coldness. Subglacial volcanism led to a much more uneven topography and to the formation of the Tertiary fjords by glacial erosion. This continued throughout the Upper Pleistocene ( $0.7 \mathrm{Ma}-9000 \mathrm{a}$ ), during which time the glacial periods were of longer duration than during the build-up of the Plio-Pleistocene. Modern subaerial volcanism then ensued, exhibiting the same pattern as the last glacial and interglacial periods.

The present day volcanic zone of Iceland differs markedly in appearance from the Tertiary flood basalt areas in terms of the much greater number of visible volcanic vents, faults and fissures. Pálmason (1980) produced a two-dimensional steadystate plate-tectonic kinematic model of Iceland which quantitatively describes the overall time-averaged trajectories of solid crustal elements, which are produced by both dyke intrusion and lava extrusion, as they drift away from the spreading axis. The model predicts that evidence of volcanic and tectonic processes in the central part of the active zone gradually disappear in the deeper part of the distant crust, where they cannot be observed directly. It was concluded from this that no major change in the behaviour of the volcanic processes in Iceland is required to account for the conspicuous difference in appearance between Tertiary and modern volcanic zones, and that consequently there may have been a degree of uniformity in the volcanic processes during the last $10-15 \mathrm{Ma}$ (Pálmason, 1980).

### 1.3 Geophysics

### 1.3.1 The Seismicity of Iceland

Figure 1.2 shows the epicentres and focal mechanisms of large earthquakes in the Iceland area during the period 1963-1987. Most of the seismicity of Iceland is associated with the Mid-Atlantic Ridge which appears onshore on Iceland at the tip of the Reykjanes Peninsula in the south. The Reykjanes Peninsula is an area of high seismicity in which most of the earthquakes are at a depth of $1-5 \mathrm{~km}$ and are not located on a single fault (Klein et al., 1977). The stress regime implied from focal mechanism studies is characterized by a northwest trending direction of minimum compressive stress, suggesting that dykes are formed when fissures normal to this direction open up (Einarsson and Björnsson, 1979).

The plate boundary in Iceland is displaced to the east by two major fracture zones, the South Iceland Seismic Zone (SISZ) in the south and the Tjörnes Fracture Zone (TFZ) in the north. The most severe earthquakes in Iceland have occurred within these zones, with magnitudes $\left(M_{S}\right)$ which may have exceeded 7 in historical times compared with a maximum magnitude of about 5 for events occurring within the rift zones (Einarsson and Björnsson, 1979). Concentrations of activity in Iceland are seen in the TFZ near the coast of North Iceland, on the Reykjanes Peninsula, and in the SISZ in Southwest Iceland. Most focal mechanisms for the fracture zones indicate strike-slip motion which is dextral in the TFZ and sinistral in the SISZ, if the east-west trending nodal planes are taken as the fault planes. This interpretation is consistent with a transform fault model for these zones. However, destruction areas of individual earthquakes in the SISZ show that each major historical event has been associated with faulting on north-south trending planes. This is thought to indicate that the gross sinistral transform motion predicted by plate movements along the SISZ is in fact accommodated by block rotation which results in dextral motion on north-south trending faults perpendicular to the main zone (Einarsson, 1990).

If the SISZ is a transform fault zone then a ridge-ridge-transform triple junction is present in the Hengill area. The seismicity of the Hengill area has been found to extend over both the active Hengill volcano and the extinct Grensdalur volcano, with hypocentres in the depth range $1-7 \mathrm{~km}$ (Foulger, 1984, 1988a,b). About


Figure 1.2: Epicentres and focal mechanisms of earthquakes in the Iceland area. Epicentres are taken from the PDE lists of the U.S. Geological Survey for the period 1963-1987; only epicentres determined with 10 or more stations are included. Large dots are events of $m_{b}=5$ and larger. Focal mechanisms are shown schematically on lower hemisphere projection of the focal sphere. compressional quadrants black. The volcanic zones (WVZ. EVZ and NVZ) are stippled. and seismic belts in the South Iceland Seismic Zone (SISZ) and the Tjornes Fracture Zone (TFZ) are shown with heavy lines (from Einarsson, 1990).
half the events exhibited normal and strike-slip focal mechanisms related to a similar stress field to that found on the Reykjanes Peninsula. The other events had mechanisms which indicated the formation of tensile cracks at depth and were interpreted as resulting from the cooling and contraction of hot rock by circulating geothermal fluids. Fluid circulation is also thought to account for the intense heat release of the Grimsvötn central volcano and at other Icelandic and mid-ocean ridge geothermal areas (Björnsson et al., 1982).

Most clusters of seismic activity in Iceland coincide with the positions of central volcanoes, most of which have associated high temperature geothermal areas. A close correlation between central volcanoes/high temperature geothermal areas, and zones of high microearthquake activity has been established by local earthquake surveys (e.g. Ward et al., 1969; Ward and Björnsson, 1971). It is therefore possible that much of the observed background small magnitude seismicity of the central volcanoes results from geothermal processes such as those operating at Hengill. However, bursts of activity have been observed at the sites of several central volcanoes and have been interpreted as having resulted from magma chamber deflation (Bárdarbunga, Katla), magma chamber inflation (Krafla, Grímsvötn), magma movements at depth (Krafla, Torfajökull, Vestmannaeyjar) and the increase in pore pressure due to glacial melting (Katla), (Einarsson, 1990).

A small number of Icelandic earthquakes are not directly related to the plate boundary or the volcanic zones and have been classed as intraplate events (Einarsson, 1989). One group of these events occur in the lithospheric block between the transform zones and are thought to be associated with crustal extension above the Icelandic hotspot. The other group includes events on the insular shelf off the coast to the east and southeast, which may be a result of a differential cooling rate in the crust across the shelf edge (Einarsson, 1989, 1990).

### 1.3.2 The Seismic Structure of the Icelandic Lithosphere

Early seismic surveys on Iceland were interpreted in terms of a crustal structure consisting of layers with constant velocities (Båth, 1960; Tryggvason and Båth, 1961; Pálmason, 1963, 1971). The Pálmason interpretation of seismic refraction data consisted of a four layer model overlying an anomalous mantle with a P -wave velocity of $7.2 \mathrm{kms}^{-1}$, the depth to which was observed to increase from about
$8-10 \mathrm{~km}$ beneath the neovolcanic zone in the southwest to as much as 15 km beneath the older southeastern portion of Iceland. The lowest crustal layer, which he equated with oceanic layer 3 , had a P -velocity of $6.5 \mathrm{kms}^{-1}$ and generally had a thickness of $4-5 \mathrm{~km}$. However, Flovenz (1980) found that this simple layered model could not explain the amplitude variation of Pálmason's data. Instead, it was proposed (Flovenz, 1980) that the Icelandic crust should be divided into an upper crust, in which velocities increase continuously with depth (section 3.3.2), and a lower crust with an almost constant velocity of $6.5 \mathrm{kms}^{-1}$ corresponding to Pálmason's deepest crustal layer. The depth to the Icelandic lower crust based on seismic refraction data is shown in figure 1.3. The lower crust is generally found at a depth of $3-6 \mathrm{~km}$, except under central volcanoes where it is thought to be shallower. It is thought that the boundary between the upper and lower crust is a metamorphic facies because of an observed increase in epidote content in deep boreholes (Pálmason, 1971).

Zverev et al. (1980a,b) carried out combined seismic reflection and refraction experiments in Northeast and Southwest Iceland, each of which was found to have similar characteristics. The section across Northeast Iceland is shown in figure 1.4. In the flood basalts, the near-surface refractors correspond closely to geological layers. Near the neovolcanic zones the whole basalt series is slightly tilted towards their centres and the depressions in the rift zones are filled by low velocity formations. Steeply dipping reflectors are found at depths of up to 15 km or more and also tilt towards the rift zone. In both seismic sections, volumes of limited lateral extent were identified beneath the rift zones where no reflectors occurred. These volumes suggest the presence of seismically homogeneous bodies below about 8 km depth, which have been interpreted as magma chambers or regions of partial melt (Zverev et al., 1980a,b; Björnsson, 1983). One of these bodies of low seismic reflectivity lies beneath the Krafla central volcano (figure 1.4).

A long range seismic refraction experiment (RRISP 77) was carried out in 1977 along a line extending 800 km across Iceland and the southeastern flank of the Reykjanes Ridge (figure 1.5a). The main purpose of the experiment was to resolve the structure of the crust and upper mantle to a greater depth than was previously possible and to study the transition from oceanic to Icelandic structure (Angenheister et al., 1980; Gebrande et al., 1980; Goldflam et al., 1980). A


Figure 1.3 : Depth to the lower crust (layer 3) in Iceland. The velocity of the upper crust is assumed to increase continuously with depth (from Flóvenz, 1980).
 curves and from unreversed lines: numbers indicate refractor velocities. $6:$ Velocity contours: $4.5 .5 .7,6.3 \mathrm{kms}^{-1}$. 7 : Regions of multi-channel coverage and projected positions of automatic stations. 8 : Shot points (adapted from Zverev et al., 1980).


Figure 1.5 : (a) Simplified geological map of Iceland and bathymetric chart of the surrounding ocean showing shot points and recording sites of the RRISP 77 project (from Angenheister et al., 1980). (b) Crust and upper mantle model beneath Iceland and the eastern flank of the Reykjanes Ridge between shot-points B and E. Distances are given from shotpoint A. Numbers give the velocity at each isoline. The velocity of $6.0 \mathrm{kms}^{-1}$ in the two blisters at the base of the crust must be less than $5 \mathrm{kms}^{-1}$ to explain observed travel-time delays (from Gebrande et al., 1980).
generalized crustal and upper mantle cross-section of the main profile is shown in figure 1.5b. A well developed 10 km thick oceanic crust was observed along the 10 Ma isochron on the eastern flank of the Reykjanes Ridge, beneath which the lower lithosphere was found to be stratified with P -wave velocities as high as 8.6 $\mathrm{kms}^{-1}$. The crustal layers extend on to Iceland with increased thickness but the subcrustal lithosphere is abruptly terminated near the shelf margin. The crustal thickness was found to vary between $10-15 \mathrm{~km}$. No clear relationship was identified with the axial rift zones. The crust is underlain throughout Iceland by a low P-wave velocity ( $7.0-7.6 \mathrm{kms}^{-1}$ ) upper mantle, with no evidence for sharp velocity discontinuities. This has been interpreted as the result of diapiric updoming of the asthenosphere (Angenheister et al., 1980). Two regions of relatively low velocity were identified in the lower crust (figure 1.5b), one beneath the active volcanic Westmann Islands (Vestmannaeyjar) to the South and the other in the vicinity of the Askja central volcano in the Northern Volcanic Zone (figure 1.1), although their depths and horizontal dimensions were not well resolved. It is thought that these may be zones of relatively high partial melt concentration (Gebrande et al., 1980). A normal P-S velocity ratio of 1.76 was found within the crust, but this ratio was found to reach unusually high values of up to 2.2 in the anomalous upper mantle beneath Iceland. Significant S-wave attennuation was also observed in the upper mantle beneath Iceland. About $20 \%$ partial melt was estimated to be present at the top of the mantle with melt content decreasing with depth, which indicates that differentiation occurs in the upper mantle (Gebrande et al., 1980). These observations of the presence of relatively low velocities in the upper mantle beneath Iceland are in accordance with observations of large teleseismic delays on Iceland relative to stations in Scotland, Sweden and Greenland (Tryggvason, 1964; Long and Mitchell, 1970), which were interpreted to indicate that low velocities extend to depths greater than 200 km beneath Iceland. The same effect was also demonstrated by a block inversion of teleseismic P -wave arrival times (Tryggvason et al., 1984), in which the low velocity anomaly was resolved to a depth of 275-375 km.

### 1.3.3 Other Geophysical Research

A major Bouguer gravity low occurs over Iceland and is at its deepest over the topographic high of central Iceland (Einarsson, 1954). Hermance (1981) showed
that isostatic compensation on Iceland may be achieved if the crust thickens with age, as observed by Pálmason (1971), and suggested an underplating mechanism in which low density mantle-derived melt accumulates at the base of the crust beneath the active rift zones and slowly accretes to it as the plates drift apart.

Further evidence for the presence of a layer of partial melt at the crust-mantle interface is provided by magnetotelluric measurements which were carried out in Northeast Iceland (Beblo and Björnsson, 1978, 1980; Beblo et al., 1983). A low resistivity layer (with a resistivity of about $10 \Omega \mathrm{~m}$ ) was found at a depth of about 10 km along the active rift zone, the depth of which decreases towards Central Iceland and increases to about 20 km with increasing distance from the rift axis. It was subsequently deduced from comparisons with laboratory-derived temperature-resistivity data that the degree of partial melt at the top of the mantle is about $5-20 \%$ (Beblo et al., 1983). Very low resistivity (about 5\%) was found at a depth of only 5 km within the region of the Krafla central volcano, approximately coinciding with the location of the zone of low seismic reflectivity below 8 km which was reported by Zverev et al. (1980a), and an S-wave shadow zone at about $3-7 \mathrm{~km}$ (Einarsson, 1978).

### 1.4 The Evolution of Iceland

### 1.4.1 The Icelandic Hotspot

The geophysical anomalies of the Icelandic crust and upper mantle relative to the surrounding lithosphere are indications that the 'normal' process of crustal accretion which operates on the adjacent sections of Mid-Atlantic Ridge is affected in some way by another dynamic subcrustal mechanism. In addition, the Icelandic crust also features geochemical anomalies in trace elemental and isotopic compositions compared with normal oceanic crust. These variations have been interpreted to show that Icelandic crust is derived from a chemically distinct mantle source (e.g. Schilling, 1973) or, in places, by the assimilation of crust-derived partial melts into mantle-derived olivine tholeiites (Oskarsson et al., 1985).

There is thus evidence that a relatively low density, low seismic velocity partial melt zone underlies the topographic and geochemical anomaly of Iceland, which supports the existence of an Icelandic hotspot (e.g. Vogt, 1971; Schilling, 1973). It then becomes possible to understand the diverse geological, geophysical and geochemical observations in and around Iceland in the context of a single process : crustal accretion over a mantle plume. The thermal anomaly of the hotspot causes the updoming of the asthenophere, resulting in excessive volcanism at the MidAtlantic Ridge and the subsequent accretion of the volcanic pile of Iceland. The shallow partial melt zone beneath Iceland, the depth to which generally increases with distance from the ridge axis and the centre of the hotspot, has low seismic velocities and results in the attenuation of S-waves (Gebrande et al, 1980). The relatively low density of the rising plume helps to provide isostatic compensation for the large topographic anomaly of Iceland, and the reworking of old crust of the hotspot trail by plume-enriched magma (Oskarsson et al, 1985) produces complex surface geochemistry.

### 1.4.2 The Evolution of the Icelandic Platform

Iceland and its insular shelf are part of the Icelandic Transverse Ridge which crosses the North Atlantic from East Greenland to the Faeroe Islands, as shown in figure 1.6. An integrated interpretation of the results of a major seismic refraction experiment (NASP 1972) over the aseismic Iceland-Faeroe Ridge, along with earlier


Figure 1.6: Map of the Icelandic transverse ridge and neighbouring features, showing bathymetric depth contours at 100,500 and 1000 fathoms, and 200 fathoms at the edge of the Greenland shelf (adapted from Bott, 1974).
refraction, reflection, gravity and magnetic surveys was carried out by Bott and Gunnarsson (1980). They found that the crust beneath the Iceland-Faeroe Ridge has seismic velocities resembling those beneath Iceland, but has a significantly greater thickness. It is $30-35 \mathrm{~km}$ thick and therefore one of the thickest sections of oceanic crust in the world, and more than four times thicker than normal oceanic crust (Bott, 1983b). However, the upper mantle beneath the Iceland-Faeroe Ridge does not feature the geophysical anomalies observed beneath Iceland, and it is now widely believed (e.g. Bott, 1983a,b; Vogt, 1983; Vink, 1984) that this ridge formed at the Mid-Atlantic Ridge under the influence of the Icelandic hotspot during the early stages of the evolution of the North Atlantic. The anomalously thick crust may then be attributed to (a) unusually intense differentiation of magma from the mantle during the early stages of the opening of the North Atlantic (Bott, 1983b) or possibly (b) subsequent underplating (Bott, 1983a).

According to the reconstruction of marine magnetic anomalies by Nunns (1983), the Greenland-Faeroe Ridge evolved in three stages. Until about 44 Ma , a major transform fault existed along the northern flank of the Greenland-Faeroe Ridge which offset the mid-ocean ridge dextrally, forming the Aegir spreading axis to the north and the Reykjanes Ridge to the south. A ridge-ridge-transform triple junction then formed between 44 Ma and 26 Ma as the Jan Mayan microcontinent separated from Greenland and to the north sea floor spreading proceeded along both the Aegir axis and the new Kolbeinsey axis to the west. The Aegir axis then became extinct and the Reykjanes and Kolbeinsey ridges joined along an eastward arc in response to the position of the hotspot, and the Iceland platform subsequently built up around this ridge geometry in an asymmetrical manner (Bott, 1985). According to this scheme, the crust underlying the sediment cover between Iceland and Greenland should be identical to that which underlies the Iceland-Faeroe Ridge. However, the Greenland-Iceland Ridge is thought to form a narrower strip because of the westward migration of the spreading axis prior to the time of magnetic anomaly 22 (about 50 Ma ), (Bott, 1985).

Vink (1984) reconstructed the plate tectonic evolution of the Greenland-Faeroe plateau using magnetic isochrons and a fixed hotspot reference frame, and by modelling the flow of asthenosphere from the hotspot to the closest section of the Mid-Atlantic Ridge. Figure 1.7 schematically shows this 'hotspot-fed rise
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Figure 1.7 : (a) The position of the Icelandic hotspot from magnetic anomaly 23 time ( 55 Ma ) to the present. Dots indicate the hotspot positionsthrough time. The cross marks its present position beneath Iceland. (b) Cross-sectional view of a mantle plume located under lithosphere. The heat flux from mid-plate plumes thins the lithosphere. Proximity of plume to spreading centre results in excess asthenosphere rising along base of lithosphere to the closest section of the spreading centre. In a young ocean basin where the spreading centre is near the ocean-continent boundary, material can feed to the spreading centre, although the plume is located under nearby continental lithosphere (from Vink, 1984).
model' and the relative positions of the hotspot and rise crest throughout the evolution of the Greenland-Faeroe Ridge and the Icelandic block. According to this reconstruction the hotspot started feeding the Mid-Atlantic Ridge while situated beneath Greenland, thus initiating the formation of the Iceland-Faeroe Ridge. In contrast to the above scheme by Nunns (1983), the Iceland-Faeroe Ridge is seen to have been completed when the spreading ridge jumped westwards when the hotspot emerged from beneath Greenland at about 36 Ma , although the Aegir axis may have continued to spread until 26 Ma . The ridge had formed the GreenlandIceland section of the Greenland-Faeroe plateau by about 20 Ma , since which time a series of ridge jumps have periodically repositioned the westward migrating ridge crest over the hotspot throughout the subsequent evolution of Iceland (Vink, 1984).

### 1.4.3 Evolution of the Plate Boundary on Iceland

The neovolcanic zones of Iceland are the principal areas of active tectonism and are marked by the presence of Upper Pleistocene ( $0.7 \mathrm{Ma}-9000 \mathrm{a}$ ) and Postglacial (9000a - present) rocks (figure 1.1). The neovolcanic zones consist of the axial rift zones (Sæmundsson, 1974), which are marked by pronounced extensional features, and the flank zones (Jakobsson, 1972) which display poorly developed extensional features and lie unconformably on older volcanic piles. The axial rift zones are thought to mark the trace of the plate boundary where active plate growth is taking place (Sæmundsson, 1978, 1979).

The western branch of the axial rift zone (the Western Volcanic Zone) extends from the Reykjanes Ridge in the southwest up to Langjökull in western Central Iceland. The neovolcanic zone connects with the eastern branch at Kverkfjöll, via the Hofsjökull zone. The Northern Volcanic Zone extends from here to Axarfjördur in the northeast, and the Eastern Volcanic Zone extends towards the Torfajökull - Vestmannaeyjar flank zone in the south.

The evolution of the plate boundary on Iceland from the Tertiary is not easily determined because identifiable magnetic anomalies are scarce on land. Figure 1.8 shows some offshore magnetic anomalies around Iceland along with the traces of extinct rift zones onshore. Ocean floor anomalies which have been observed to the northwest and southwest of Iceland (Talwani and Eldholm, 1977) cannot be traced onto Iceland, with the exception of anomaly $5(10 \mathrm{Ma})$ in the far northwest.


Figure 1.8 : Development of the present geometry of the tectonically active zones in Iceland. Magnetic anomalies and ridge axes at sea are from Talwani and Eldholm, 1977. Traces of extinct rift zones are left as structural synclines in the Tertiary areas. Major unconformities developed between sequences produced within extinct rift zones and those produced from the presently active ones. Note asymmetrical position of Reykjanes Ridge axis relative to Anomaly 5. This is not necessarily due to asymmetric spreading but rather a result of eastward displacement of the ridge axis nearest to Iceland. This scheme should be regarded as preliminary since much more dating studies and stratigraphic mapping have to be done before the trace of isochrons on land can be plotted more accurately (from Sæmundsson, 1979).

Bott (1985) suggested that a double active rift zone on Iceland first developed at 26 Ma , when the Aegir spreading axis became extinct, and has persisted to the present day. According to Sæmundsson (1979), flexures in the Tertiary lava pile of western Iceland (figure 1.1) may indicate the location of an extinct rift zone (the Skagi zone), where crustal extension and downsagging occurred in a manner similar to that occurring today. This suggests, together with $\mathrm{K} / \mathrm{Ar}$ ages for the lavas, that extinction of volcanism in these syncline areas occurred at about 67 Ma , at the same time as new rift zones were initiated to the south and east (Sæmundsson, 1978, 1979). It is thought that this eastward migration may have been in response to the continued relative eastward drift of the hotspot over the last 10 m.y. or so (Sæmundsson, 1974; Helgason, 1985). Figure 1.9 illustrates the development of the present rift zones on Iceland. On the basis of a peak in the $\mathrm{K}, \mathrm{P}$ and Ti content of the post glacial basalts of central Iceland, Sigvaldason et al. (1974) proposed that the Iceland hotspot is now centred beneath Kverkfjoll, and so the Langjökull-Kverkfjoll transverse zone may represent the trajectory of the hotspot (figure 1.1). As the hotspot continued to drift eastwards, the ridge to the north jumped eastwards first because the plate boundary there was normal to the migratory path of the hotspot, causing longitudinal flow from the hotspot northwards to cease at an early stage (Foulger, 1988a). Ridge response south of the hotspot has therefore lagged behind that to the north of it, and although the Western Volcanic Zone is still active it may be slowly being replaced by the Eastern Volcanic Zone. A result of the eastward jumping of the rift zone is thought to have been the reworking of old crust of the hotspot trail by plume-enriched partial melts, on the basis of geochemical evidence for the assimilation of crustal-derived partial melts into rising mantle material (Oskarsson et al., 1985). It has also been speculated that the South Iceland Seismic Zone (section 1.3.1) is migrating southwards in response to the southward propagation of the Eastern Volcanic Zone (Einarsson and Eiríksson, 1982). Alternatively, Sæmundsson (1979) suggested that this zone may represent the early stage of an oblique rift axis that will eventually connect the Reykjanes Peninsula to the southern part of the Eastern Volcanic Zone.


Figure 1.9 : Development of the present pattern of the volcanic zones in Iceland. (a) Reconstruction of the rift zones in Iceland before eastward shift to the present position. The axial rifting zone continues north from the Reykjanes Ridge and joins the Kolbeinsey Ridge more or less directly. To the east, new rifting zones have begun to develop as troughs where thick sediment is being deposited. Offset positions of these troughs within and to the south of the TFZ are responsible for the discontinuity of the flexured zone at Vopnafjördur. (b) After the shift was completed, the positions of the earlier rifting zones are indicated by synclinal structures in the Tertiary plateau-basalt sequence. Accretion back to $4.5 \mathrm{~m} . \mathrm{y}$. should be regarded only as an approximation. Spreading rates are after Talwani et al. (1971) and Vogt et al. (1970), (from Sæmundsson, 1974).

### 1.5 Summary

The axial rift zones of Iceland are mostly dominated by volcanic systems consisting of extensional fissure swarms which bisect shield-like central volcanoes. These central volcanoes form with siliceous rocks, high temperature geothermal areas, and sometimes calderas. They occur in the vicinity of the most frequent eruptions and maximum lava production. The volcanic pile of Iceland, which lies outside the axial rift zones, grew from volcanic systems similar to those active today. Exposures of deeply eroded extinct central volcanoes in the volcanic pile exhibit large intrusions of dolerite, gabbro and/or granophyre, as well as intrusive sheet swarms and zones of hydrothermal alteration. Active cone-shaped stratovolcanoes are located in the flank zones, well outside the zone of active crustal accretion, and pierce the older volcanic pile.

Seismicity in Iceland is largely associated with the onshore expression of the MidAtlantic Ridge. The plate boundary on Iceland is displaced to the east by two major fracture zones, the South Iceland Seismic Zone in the south and the Tjörnes Fracture Zone in the north, to which the most severe earthquakes in Iceland are restricted. Focal mechanisms for these zones are consistent with a transform faulting interpretation. Most clusters of seismic activity outside these areas coincide with the positions of central volcanoes. The small magnitude background seismicity of the central volcanoes results from tectonic movements in response to regional and local stress fields and geothermal processes, whereas bursts of activity may result from the movement of magma in the crust or from seasonal glacial effects. Subsidiary activity occurs outside the active volcanic areas and may be related to extension or differential cooling in the crust.

The Icelandic crust may be divided into an upper crust, in which the seismic velocity increases continuously with depth, and a lower crust which has an almost constant velocity. The thickness of the crust is less than 10 km in the active rift zones and increases to about 15 km beneath the older parts of Iceland. A low resistivity, low seismic velocity, high S -wave attenuation zone exists at the crustmantle boundary and has been interpreted as a zone of partial melt. This layer becomes shallower towards the axial rift zones and towards the centre of Iceland. Regions of relatively low seismic velocity in this layer of partial melt correlate with
the locations of active volcanic systems. Zones of low seismic reflectivity have also been observed beneath sections of the axial rift zones and support the presence of partial melt at the base of the crust. The whole of Iceland is underlain by an upper mantle which is anomalous relative to that beneath the surrounding oceanic crust. Low seismic velocities have been shown by teleseismic studies to extend to a depth of more than 275 km , and the Bouguer gravity anomaly which characterizes Iceland can only be accounted for by the presence of low density material in the upper mantle.

In addition to the geophysical anomalies mentioned above which distinguish the Icelandic lithosphere from normal oceanic lithosphere, geochemical anomalies indicate that the Icelandic crust is derived from a chemically-distinct mantle source and, in certain areas, from a mantle-derived partial melt into which crustal material has been assimilated. All these anomalies are consistent with the hypothesized presence of a ridge-centred Icelandic hotspot.

Iceland is a topographic high on the Mid-Atlantic Ridge due to excessive volcanism associated with the ridge-centred Icelandic hotspot. When the North Atlantic began to open, the hotspot fed the Mid-Atlantic Ridge with asthenospheric material from its position beneath Greenland, and subsequent spreading caused the formation of the Iceland-Faeroe Ridge. The emergence of the hotspot from beneath Greenland caused the ridge to jump westwards, leading to the formation of the Greenland-Iceland Ridge. Since that time, a series of ridge jumps have periodically repositioned the westward migrating ridge crest over the hotspot throughout the formation of the Iceland platform.

The evolution of the present plate boundary on Iceland is closely linked with the relative drift of the hotspot with respect to the Mid-Atlantic Ridge. Structural and geochemical features indicate that the ridge axis jumped eastwards in response to this drift, causing the reworking of old crust of the hotspot trail by plume-enriched partial melts. The section of the ridge to the north of the hotspot trail jumped first to form the Northern Volcanic Zone, which is connected to the Mid-Atlantic Ridge offshore by the transform Tjörnes Fracture Zone. The section of ridge to the south of the hotspot trail (the Western Volcanic Zone) is presently being replaced by the Eastern Volcanic Zone. The South Iceland Seismic Zone represents an
evolving transform fault zone which is responding to the southward propagation of the Eastern Volcanic Zone.

## Chapter II

The Krafla Volcanic System

### 2.1 The Plate Boundary in Northeast Iceland

The Northern Volcanic Zone (section 1.4.3) contains five en échelon volcanic systems, each consisting of a fissure swarm oriented at about $\mathrm{N} 10^{\circ} \mathrm{E}$ which passes through a central volcano. Figure 2.1 shows the configuration of the volcanic systems in Northeast Iceland. The direction of plate spreading, as deduced from the Charlie-Gibbs Fracture Zone, is $N 100^{\circ} \mathrm{E}$ and perpendicular to the trend of the fissure swarms. It is, however, oblique to the plate boundary, if the latter is defined as a line connecting the central volcanoes (Björnsson, 1985). The Northern Volcanic Zone is offset by about 100 km to the east from the Kolbeinsey Ridge by the offshore Tjörnes Fracture Zone. The Tjörnes Fracture Zone is a broad zone of high seismicity (section 1.3.1) which contains several oblique extensional features which been observed by seismic reflection and magnetic profiling ( $\mathrm{M}^{\mathrm{c}} \mathrm{Master}^{\text {et al., }}$ 1977).

From North to South the volcanic systems are called the Theistareykir, Krafla, Fremrinámur, Askja and Kverkfjoll systems. The fissure swarms display extensional features such as eruptive and open fissures and normal faults. All central volcanoes contain a high temperature geothermal field. The Theistareykir and Femrinámur central volcanoes have no calderas and their systems contain more numerous olivine-tholeiitic lava shields than elsewhere in the rift zone. These factors combined are thought to indicate that the magma for these systems erupts directly from the mantle (Sæmundsson, 1978, 1979; Jakobsson, 1979). However, the presence of high temperature geothermal areas is an indication of the presence, or former presence, of shallow magma. The Krafla, Askja and Kverkfjoll central volcanoes have developed calderas, and their fissure eruptives are more dominantly olivine-poor tholeiites which are thought to have come from crustal magma sources (Sæmundsson, 1979). Major volcano-tectonic activity is episodic in the Northern


Figure 2.1 : Simplified tectonic map of NE Iceland. The axial rift zone is characterized by five elongated en échelon volcanic systems. The inset shows the neovolcanic zone in Iceland divided into an axial rift zone and flank zones, adapted from Sæmundsson (1974). Shaded areas offshore are graben structures, adapted from $M^{c}$ Master et al. (1977). The arrow indicates the spreading direction (from Björnsson, 1985).

Volcanic Zone, occurring every 100-150 years, with a single fissure swarm being active during each episode (Björnsson et al., 1977).

### 2.2 The Krafla Area

### 2.2.1 Geology

The Krafla volcanic system consists of a fissure swarm about 10 km wide and 100 km long and a central volcano about 20 km wide, defined by the extent of acidic rocks (figure 2.1). The fissure swarm extends north-northeast from an area immediately to the west of the Fremrinámur central volcano, bisects the Krafla central volcano and terminates offshore in Axarfjördur.

Figure 2.2 shows the main tectonic and geological features of the Krafla volcanic system. The Krafla central volcano contains a fairly inconspicuous low-relief caldera which measures about 10 km in an east-west direction and about 8 km in a north-south direction. Assuming that the caldera was originally circular and that spreading has occurred at the average half-rate deduced from offshore magnetic anomalies of $1 \mathrm{~cm} /$ year (Talwani and Eldholm, 1977), this elongation suggests that caldera collapse occurred about 100,000 years ago, during the last interglacial period. It is thought that caldera collapse followed an eruption which formed a sheet of dacite airfall tuff, now welded and exposed around the caldera ring fault, along with sub-parallel dykes and eruptive fissures (Björnsson et al., 1977). The caldera has subsequently been filled almost to the rim with volcanic material. On its eastern and western flanks, low-angle outward dipping lavas and breccias suggest the prior existence of a shield volcano with a diameter of at least 20 km (Björnsson et al., 1977).

Postglacial fissure volcanism has been concentrated mainly within the caldera and to the north and south. Most of the eruptions have been basaltic, but andesite and dacite flows also occurred (Björnsson et al., 1977). The basalts are mostly of olivine normative composition outside the caldera but are dominantly quartz normative within the caldera (Ármannsson et al., 1987). Voluminous silicic eruptions have not occurred in postglacial time but four subglacial silicic eruptions within and around the caldera produced large domes and ridges during the last glacial period (Björnsson et al., 1977). During the last glacial period distinctive hyaloclastite


Figure 2.2 : Simplified geological map of the Krafla area (adapted from Sæmundsson, 1977).
ridges parallel to the fissure swarm also developed within the caldera and extended to the north and south (figure 2.2).

The whole chemical range of volcanic rocks from basalt to rhyolite is found in the Krafla area with basic and acid types most abundant, and the ${ }^{87} \mathrm{Sr} /{ }^{86} \mathrm{Sr}$ ratio of the rhyolites is identical to that of the basalts. These features have been interpreted to indicate that the rhyolites were generated by remelting of basaltic crust (Grönvold, 1976).

Tephra erupted from Hekla and other volcanoes in postglacial times have in some instances covered much of Iceland. An approximate chronology for this succession has made it possible to date other postglacial eruptives by studying their relative positions in the sequence. These tephrachronological studies have been used to determine approximate dates for postglacial eruptives in the Krafla area prior to reliable historical records (Thórarinsson, 1960; Björnsson et al., 1977; Ármannsson et al., 1987). Following an early period of postglacial activity in the Krafla area, there was an eruptive hiatus of more than 4,000 years. Five major volcanic episodes have been recorded within the last 3,000 years, separated by an average interval of about 500 years. The most prolific of these erupted from the ThrengslaborgirLúdentsborgir crater row to the south of Námafjall (figure 2.3), producing in total $2-3 \mathrm{~km}^{3}$ of extrusives which covered an area of about $220 \mathrm{~km}^{2}$. In postglacial times a total of about 35 eruptions have taken place within the Krafla fissure swarm, most of which occurred either within the Krafla caldera or to the south (Björnsson et al., 1977, 1979).

The only historically recorded eruptive events to have occurred in the Krafla area prior to 1975 were the 'Mývatn fires' of 1724-1729 (Björnsson et al., 1977; Grönvold, 1984). The episode began in May 1724 with the formation of a row of explosive craters within the caldera, the most active of which was Viti (figure 2.3). Mud, rock debris, pumice and scoria were ejected from the crater row over a few days, covering large areas of the caldera. Throughout 1725 earthquakes were felt and steam and mud craters were formed in what are now the Krafla and Námafjall geothermal areas (figure 2.2). There then appears to have been a period of volcano-tectonic quiescence until August 1727 when a fissure eruption started at Leirhnjúkur in the centre of the caldera. The fissure extended southwards to


Figure 2.3 : Simplified topographic map of the Krafla area (adapted from Sæmundsson. 1977).

Námafjall in April 1728 and the lava continued to flow until September 1729. Further volcanic and earthquake activity on this fissure is reported to have occurred in 1746. A total of about $0.45 \mathrm{~km}^{3}$ of basalt was produced during this episode, covering about $35 \mathrm{~km}^{2}$, and it is thought from their chemical composition that the magma was stored at a shallow depth for a short time prior to eruption (Grönvold, 1984).

### 2.2.2 Subsurface Geological Investigations

The presence of numerous fumaroles, boiling mudpools and hot and chemically altered ground within the Krafla caldera and in the Námafjall area are obvious indications of geothermal systems. Both these areas have consequently been prime targets for the Icelandic geothermal program.

The Námafjall field is limited to the hyaloclastite hill Námafjall and the low ground to the east and west of it (figures 2.2,2.3). Industrial exploitation of the high temperature geothermal field began in 1967 for the processing of diatomite deposits from Lake Mývatn (Ragnars et al., 1970), although local people had for a long time used the hot ground for baking bread and the pools of hot water in open fissures for bathing. A 3 MW power station was installed at Bjarnarflag, to the west of Námafjall (figure 2.3), in 1969. Little is known to the author to have been published about the subsurface geology of the Námafjall area. Ragnars et al. (1970) showed that the upper $300-400 \mathrm{~m}$ of the production boreholes pass through strata dominated by hyaloclastites and basalts. Below this depth, propylitized rock becomes dominant. The main steam discharge into the boreholes was reported to occur at a depth of about $640-680 \mathrm{~m}$, with further production horizons at about $1100-1200 \mathrm{~m}$.

Systematic geothermal exploration of the Krafla high temperature geothermal field began in 1970 with a series of surface geological and geophysical investigations, and the first exploration wells were drilled in 1974 (Stefánsson, 1981; Ármannsson et al., 1987). A 60 MW electric power plant was commissioned in 1975, just before the onset of the rifting episode which seriously affected the production characteristics of the field. The main results of recent subsurface geological investigations associated with exploration of the Krafla geothermal field are given by Ármannsson et al. (1987) and are summarized below.

Investigations of subsurface lithology at Krafla are based on the analysis of drill cuttings from 24 wells, all of which lie within the caldera. The locations of two cross-sections based on these well data are shown in figure 2.4, and the geological cross-sections are shown in figure 2.5. At least five stratigraphic horizons have been distinguished in the uppermost $1200-1300 \mathrm{~m}$ of the field, below which depth intrusives become dominant. The top horizon ( $\mathrm{B}-1$ ) is a postglacial lava formation beneath which is a hyaloclastite formation (M-1) which probably dates from the last glacial period. Below that is a group of lavas dating from the latter part of the last interglacial period (B-2), which is underlain by a hyaloclastite formation (M-2) that is considered to represent the bottom of the caldera fill. This suggests that the throw on the caldera fault is about 1 km , and so it has presumably been reactivated many times. Below this level there are lavas from the early part of the last interglacial period (B-3), followed by basaltic and doleritic intrusions which dominate the strata in the interval $1000-2200 \mathrm{~m}$ depth below the surface in the centre of the caldera. However, towards the eastern rim of the caldera, gabbro intrusions become dominant below $1800-2000 \mathrm{~m}$ depth. Some acid intrusions occur at the top of this gabbro and at the base of the hyaloclastite formation M-2. A subsurface horst structure (figure 2.5 b) runs west-northwest to east-southeast beneath the main geothermal field and several other major faults are thought to exist in the southern part of the caldera and in the intrusive gabbro formation to the east.

Geothermal alteration zones for the two cross-sections are shown in figure 2.6 . The high temperature alteration zones are seen to up-dome beneath the main fields of Sudurhlidar in the east (figure 2.6a), Hvíthólar in the south (figure 2.6b), and Leirbotnar in the centre of the caldera (figure 2.6b). However, the alteration mineral assemblages in the Leirbotnar field have been overprinted by calcite from a more recent invasion of water at a temperature of $190-200^{\circ} \mathrm{C}$ from the north. At Leirbotnar, the geothermal system is divided into an upper and a lower zone (Stefánsson, 1981), as shown in figure 2.7, with the main aquifers in the lower zone being connected to fissures and intrusion contacts. The upper zone is water dominated at $205^{\circ} \mathrm{C}$ and the lower zone is boiling at $300-350^{\circ} \mathrm{C}$. In the southern part of the field, two main fractures feed the wells and in the northern part the wells draw mainly from the contact zone of a granophyre intrusion at 1900-2100m depth (figure 2.5a). The main aquifers of the Sudurhlidar field in the east are connected


Figure 2.4 : Map of the three geothermal well fields at Krafla. Locations of cross-sections shown in figures 2.5 and 2.6 are marked (adapted from Ármannsson et al., 1987).
(a)
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Figure 2.5 : Geological cross-sections of the Krafla caldera, constructed using borehole data. Locations of sections are shown in figure 2.4. (a) The Leirbotnar and Sudurhlidar well fields. (b) The Leirbotnar and Hvithólar well fields. (Adapted from Ármannsson et al., 1987).
(a)

(b)


Figure 2.6 : Cross-sections showing alteration zones within the Krafla caldera. Locations of sections are shown in figure 2.4. (a) The Leirbotnar and Sudurhlidar well fields. (b) The Leirbotnar and Hvíthólar well fields. (Adapted from Ármannsson et al., 1987).


Figure 2.7 : A conceptual model of the Leirbotnar and Sudurhlídar well fields (from Ármannsson et al., 1987).


Figure 2.8 : Schlumberger d.c. resistivity at 600 m depth in the Krafla geothermal area (from Stefánsson, 1981).
to horizontal acid intrusions at the base of the M-2 hyaloclastite formation at 9001200 m depth, and deeper aquifers are associated with contacts with vertical or subvertical fractures and dykes (figure 2.5a). The reservoir temperature is $300^{\circ} \mathrm{C}$. The geothermal fluid in the Hvítholar field in the south flows laterally from a near-vertical permeability anomaly (which is thought to be a dyke) beneath young volcanics, into a hyaloclastite formation at $300-700 \mathrm{~m}$ depth. This reservoir has a temperature of $250-260^{\circ} \mathrm{C}$.

Extensive numerical modelling of the Krafla geothermal field has been carried out (Bödvarsson et al., 1984a,b,c; Pruess et al., 1984) in order to estimate the generating capacity of the reservoir and to predict its future behaviour. Their conceptual model consists of a cross-section which included the Leirbotnar and Sudurhlidar fields and is shown in figure 2.7. Estimates derived from this modelling suggested that the areas so far exploited could sustain power production of about 55 MW for 30 years (Leirbotnar 30 MW , Sudurhlídar 20 MW and Hvíthólar 5 MW), although the longevity of the field could probably be extended by reinjection.

### 2.2.3 Geophysical Research

Prior to the onset of the recent rifting episode in Northeast Iceland, most geophysical research carried out in the Krafla area was aimed at geothermal prospecting.

The results of a Schlumberger d.c. survey are shown in figure 2.8. They show that the Krafla geothermal reservoir at 600 m depth is characterized by a large resistivity low in the central part of the caldera and two smaller ones near the southern caldera rim. The major anomaly is underlain by a body of higher resistivity which coincides with a change in lithology from hyaloclastites to basaltic lava formations and increased frequency of intrusive rocks (figures 2.5a,b) and high temperature hydrothermal alteration (figures 2.6a,b), (Ármannsson et al., 1987). This picture of shallow local resiștivity variations is superimposed on to a deeper image of resistivity which was observed using the magnetotelluric method (figure 2.9). A low resistivity layer (with a resistivity of about $10-20 \Omega \mathrm{~m}$ ) was found to be present beneath the whole of Northeast Iceland, with extremely low resistivities of about 1$5 \Omega \mathrm{~m}$ present at only 5 km depth beneath the Krafla area (Beblo and Björnsson, 1978,1980; Beblo et al., 1983). This low resistivity layer is thought to indicate basaltic partial melt at the crust-mantle interface. Its peak beneath Krafla is


Figure 2.9 : Depth to the low-resistivity, partially molten basaltic layer in NE Iceland. It is thought to correspond to crustal thickness. Depths in kilometres. Below the low-resistivity layer is a broad upwelling asthenosphere. The data are taken from Beblo and Björnsson (1978, 1980) and Beblo et al. (1983). Seismic velocities are taken from Angenheister et al. (1980) and Flóvenz (1980). (From Björnsson, 1985).
interpreted to indicate a shallow magma chamber. This is consistent with the results of Zverev et al. (1980a), who observed a seismically homogeneous body below about 8 km depth (section 1.3.2), and Einarsson (1978), who observed an S-wave shadow zone at a depth of about about $3-7 \mathrm{~km}$ beneath the caldera. It is also consistent with large teleseismic delays which were observed within the caldera relative to outside (MacKenzie, 1989).

An aeromagnetic survey of the Krafla area (figure 2.10) demonstrates a strong correlation between the presence of magnetic lows and areas of geothermal activity in both the Krafla and Námafjall areas. This association has been attributed to geothermal alteration of magnetic minerals (Stefánsson, 1981). However, it has not been established whether the broad magnetic low within the caldera is a discrete feature or a side lobe of the large magnetic highs at the caldera rim to the north and east.

A gravity survey covering Northeast Iceland was carried out between 1964 and 1970, and demonstrated the presence of a Bouguer gravity low of about 5 mgal at the central part of the neovolcanic zone, which was attributed to thickening of low density Quaternary volcanics (Schleusener et al., 1976). A more recent residual Bouguer map of the Krafla area (figure 2.11) shows the presence of broad gravity highs near the caldera rim to the northwest, southwest and east, and a northwestsoutheast elongated gravity low to the south of the caldera. This pattern suggests that relatively high density material exists at shallow depth beneath sections of the caldera rim compared with that of the caldera fill.

During 1967 and 1968, surveys of microearthquake activity were conducted for the first time in the Krafla area as part of a general reconnaissance of Iceland (Ward et al., 1969; Ward and Björnsson, 1971). In 1967, a tripartite array of geophones and smoked drum recorders was operated. The locations of earthquakes from this tripartite survey are shown in figure 2.12a. An average of 191 events were recorded each day in the vicinity of the Krafla caldera and 86 events on average at a station just to the north of Lake Mývatn. A b-value of $0.83 \pm 0.29$ was calculated for these events, based on maximum P -wave amplitudes. In contrast, however, an average of only 1.2 events per day were recorded in the Krafla area during the 1968 survey when recorders were operated individually. This dramatic variation in the seismic


Figure 2.10 : An aeromagnetic map of the Krafla area (from Stefánsson, 1981).
(a)

Figure 2.12 : (a) Epicentres of cvents in the Kratia area recorded in 1967 and 1968 on temporary tripartite arrays, and main areas of surface geothermal activity (compiled by Foulger (1986) using data from Ward et al. (1969); Ward and Björnsson (1971). (b) Epiccutres of events in the Krafla area located for the period 22 August to 15 October 1982, when the magma chamber was undergoing inflation. Main areas of surface geothermal activity are also shown. (Compiled by Foulger (1986) using data from Einarsson (1982)).
activity of the area was attributed to swarm occurrence during the 1967 survey, due to volcanic or geothermal activity (Ward and Björnsson, 1971). The events occurred between $0-4 \mathrm{~km}$ in depth. The precision of location was reported to be about 0.3 km in distance and depth for events within the Krafla caldera and about 0.5 km in distance and 1 km in depth for events beneath Námafjall (Ward and Björnsson, 1971).

A similar distribution of earthquake locations was observed during a phase of slow inflation of the Krafla volcano late in 1982 (figure 2.12b), in which most of the activity was concentrated towards the southern part of the caldera and subsidiary activity occurred in the Námafjall area to the south (Einarsson, 1982). During this period, the level of the caldera began to rise above its previous maximum (section 2.3.3). Einarsson (1990) notes that it was at this stage that seismic activity, which he calls 'inflation earthquakes', would begin in the roof of the caldera. It may be concluded that these 'inflation earthquakes' were dominant within the caldera at this time. However, the activity at Námafjall indicates that background geothermal seismicity occurred there, and probably also in the Krafla geothermal area, simultaneously.

### 2.3 The Recent Rifting Episode in the Krafla Area

### 2.3.1 Introduction

A major rifting episode began at the plate boundary in North Iceland in December 1975 and lasted for about 10 years. The episode affected the Krafla fissure swarm between latitudes $65^{\circ} 34^{\prime} \mathrm{N}$ and $66^{\circ} 18^{\prime} \mathrm{N}$. During the episode there were about 20 rifting events, which occurred as short periods of activity at intervals of a few months. Each event involved the rapid flow of magma out of the crustal magma chamber and was accompanied by migrating seismicity, vertical and horizontal ground movements, and sometimes volcanic eruptions. Between the active pulses the caldera inflated steadily as the magma chamber was filled from below, causing earthquake activity in the caldera floor when the land height rose above its previous maximum, and further magmatic outbursts.

This rifting episode provided a rare opportunity for geophysicists to study the crustal accretion mechanism in action, for which the techniques mainly applied were earthquake seismology, gravity and geodesy. Earthquake seismology found its primary use in imaging the subsurface geometry of the dyke injection process, while gravity and geodesy constrained the ground deformation effects and provided contemporaneous observational evidence for plate spreading in Iceland.

A geodetic network in Northeast Iceland was first set up by Niemczyk in 1938 in order to measure tectonic movements in the neovolcanic zone (Möller and Ritter, 1980). Remeasurement of the geodetic network in 1965 showed no significant movement, and a contraction was observed in the same area during the 19651971 interval (Gerke, 1974)! Further measurements in 1975, prior to the onset of volcano-tectonic activity, showed that extension of up to 0.3 m had occurred in the same area around Krafla (Torge and Drewes, 1977; Möller and Ritter, 1980; Möller et al., 1982).

In early 1975, conspicuous seismic activity was first observed within the Krafla caldera. By the autumn of 1975 the intensity of earthquake occurrence had risen to an unusually high level and a geothermal borehole within the caldera had begun to blow out repeatedly, all of which encouraged the local civil defence committee to prepare for a volcanic eruption (Björnsson et al., 1977). In addition, the enhanced
seismicity prompted the setting up of two more permanent seismometers in the area in October 1975 (Einarsson and Björnsson, 1987). One was set up within the Krafla caldera and the other at Gæsadalur about 9 km to the northwest. They supplemented the existing seismometer at Reynihlid (figure 2.3). With the additional help of other permanent stations of the Icelandic regional network, it was then possible to determine hypocentral locations in the Krafla area with some accuracy.

### 2.3.2 The First Event

Continuous seismic tremor was first observed on the Krafla seismograph on the morning of 20th December 1975 and was accompanied by an intense earthquake swarm. About an hour later, an eruption started near Leirhnjúkur (figure 2.3) in the centre of the caldera from a fissure about 2 km in length. The seismic activity then propagated northwards, along the fissure swarm, and covered at least 40 km within 2 hours. After a few hours, the activity was mainly confined to the Krafla caldera and the Axarfjördur region (figure 2.1), where the maximum earthquake magnitudes increased until events of magnitude 5.0 and 6.3 occurred respectively in the two areas in mid-January 1976. During this time activity in the caldera was widely distributed, and most earthquakes occurred between $0-4 \mathrm{~km}$ depth but a few were as deep as 10 km . In Axarfjördur the epicentres were distributed along the most northern section of the fissure swarm and the adjacent section of the Tjörnes fracture zone (Björnsson et al., 1977). The volcanic eruption at Leirhnjúkur originated from three craters along the fissure which had been active during the 'Mývatn fires' of 1724-1729, and was virtually complete within about 20 minutes, with the exception of minor volcanic explosions. Within a day only water and steam were being ejected from the craters. The lava produced by the eruption was pahoehoe type quartz normative tholeiitic basalt (Björnsson et al., 1977).

The effects of the activity on the geothermal boreholes in the Krafla area were significant. In addition to increased fluid pressure in the boreholes, the $\mathrm{CO}_{2}$ content of the geothermal fluid increased 100 fold and the pH dropped dramatically. The thermal output of the area increased and new fumaroles appeared (Björnsson et al., 1977).

It was immediately obvious that spreading had taken place across the fissure zone from the stretching and breaking of telephone lines and fences in the Axarfjördur area (Sigurdsson, 1980). Measurements of newly formed cracks revealed a horizontal extension of about 70 cm in the Krafla area and $1.0-1.5 \mathrm{~m}$ in the Axarfjördur area (Björnsson et al., 1977; Sigurdsson, 1980). In addition, relative subsidence of up to 1.5 m was estimated to have occurred within the active fissure swarm, with elevation of the flanks of up to 40 cm (Sigurdsson, 1980). Levelling in March 1976 showed that subsidence of about 2.1 m had occurred near the eruption site since 1974, relative to the north end of Lake Mývatn (Björnsson et al., 1977).

### 2.3.3 Subsequent Activity

Soon after the earthquake swarm associated with the first rifting event ended, the Krafla volcano started to inflate. This was observed both by optical levelling measurements (Tryggvason, 1978) and tiltmeter readings (Björnsson et al., 1977, 1979). The rate of uplift was greatest near the centre of the caldera, decreasing gradually outwards, and was consistent with the inflation of a spherical body centred at a depth of about 3 km at a rate of about $5 \mathrm{~m}^{3} \mathrm{~s}^{-1}$ (Tryggvason, 1978). Figure 2.13 shows the correlation between the tilt measured near the centre of the caldera and seismic activity within the caldera from October 1975 to December 1976. By May 1976 there was a noticeable increase in earthquake activity which became more marked until September 28th 1976, when it decreased sharply. At the same time rapid subsidence began within the caldera, followed by seismic tremor when the subsidence rate was at its highest. At about the same time, earthquakes originating from the fault swarm about 15 km north of the caldera were recorded. On October 4th the subsidence stopped and the area began to rise again at a similar rate as before (Björnsson et al., 1977). No widening of the fissure swarm was reported for this event, but widening and subsidence of the active fissure swarm, along with compression and uplift of the flanks, was generally observed for subsequent events (Björnsson et al., 1979).

An episodic pattern of land elevation changes and seismo-tectonic activity similar to the above ensued for about 10 years, during which time a total of about 20 rifting events occurred, 9 of which were accompanied by basaltic fissure eruptions.


Figure 2.13 : Correlation between (a) the tilt of the Krafla power house and (b) the seismic activity within the caldera. The north-south component of tilt is shown, (increasing numbers mean tilt down towards north). The tilt corresponds well with the land elevation. $N$ is the 5 day running average of the number of earthquakes recorded per day at the seismic station near Reynihlid with amplitude above a certain threshold. From 20 December 1975 to 14 February 1976, $N$ was $>130$ and most of that time $>1000$. The tilt measurements before 20 August 1976 were done by optical levelling (from Björnsson et al., 1977).


Figure 2.14 : Land elevation changes at bench mark FM5596, about 1 km SE of the centre of the Krafla caldera. The reference bench mark (FM6414) is 20 km away, at the southern end of Lake Mývatn. The crosses are levelling data, and the dots are interpolated values based on tilt measurements at the Krafla power plant. Arrows indicate rifting-deflation events, and stars indicate volcanic eruptions (adapted from Jacoby et al., 1989).

| Subsidence-rifting event (time) | Maximum subsidence the apex (cm) | Direction of intrusion <br> (North/South) (of caldera) | Area of extruded lava ( $\mathrm{km}^{2}$ ) |
| :---: | :---: | :---: | :---: |
| Dec. 20, 1975 to Feb. 1976 | 230 | N | 0.036 |
| Sept. 28 to Oct. 4, 1976 | 17 | $\mathrm{N}+\mathrm{S}$ |  |
| Oct. 31 to Nov. 1, 1976 | 51 | N |  |
| Jan. 20, 1977 | 32 | N |  |
| April 27-28, 1977 | 81 | S | 0.001 |
| Sept. 8-9, 1977 | 24 | S | 0.5 |
| Nov. 2, 1977 | 3 | N |  |
| Jan. 7-8, 1978 | 119 | N |  |
| July 10-12, 1978 | 64 | N |  |
| Nov. 12-15, 1978 | 72 | N |  |
| May 13-18, 1979 | 88 | N |  |
| Dec. 6-10, 1979 | 3 | ? |  |
| Feb. 10-13, 1980 | 11 | S |  |
| March 16, 1980 | 53 | N+S | 1.3 |
| June 20, 1980 | 2 | ? |  |
| July 10-18, 1980 | 43 | N | 5.3 |
| Oct. 18-23, 1980 | 29 | N | 11.5 |
| Dec. 22-27, 1980 | 16 | N |  |
| Jan. 30 to Feb. 4, 1981 | 44 | N | 6.3 |
| Nov. 18-23, 1981 | 47 | N | 17 |
| Sept. 4-18, 1984 | 60 | S | ? |
| Sum total | 10.29 m |  | $42 \mathrm{~km}^{2}$ |
| Estimated total volume | $0.6 \mathrm{~km}^{3}$ |  | $0.1 \mathrm{~km}^{3}$ |

Table 2.1 : Magma movements in rifting events (adapted from Björnsson, 1985).

A summary of these rifting-deflation events is given in table 2.1 and land elevation changes for the period are shown in figure 2.14.

Rifting events occurred only after the caldera was elevated to a point beyond its previous maximum level, which was marked by the onset of earthquake activity in the caldera floor. These 'inflation earthquakes' stopped immediately when inflation stopped or deflation began, and earthquake activity in the caldera floor resumed if deflation exceeded about 1 m . Deflation was accompanied by volcanic tremor, the amplitude of which was roughly proportional to the rate of deflation, and seismic activity progressed in the same area as that in which the fissure swarm was widening (Einarsson, 1990).

The deflation of the volcano in September 1977 was accompanied by volcanic tremor and the migration of earthquake activity southwards along the fissure swarm (Brandsdóttir and Einarsson, 1979). This activity was monitored by an enlarged local network of eight seismometers, which enabled the seismicity to be studied in more detail and with more accuracy than before. The epicentres for this deflation event are shown in figure 2.15 and demonstrate that the activity was restricted to a narrow linear zone parallel with the fissure swarm and radiating southwards from the centre of the caldera. Figure 2.16 shows the hypocentres of the activity and illustrates their migratory path. Earthquake hypocentres at the beginning of the swarm sequence originated between $0-6 \mathrm{~km}$ depth, immediately to the south of Einarsson's S-wave shadow zone (figure 2.16 b ). The swarm slowly advanced southwards from the magma chamber at a rate of about $0.5 \mathrm{~ms}^{-1}$ until the activity culminated about six hours later with 8 earthquakes larger than magnitude 3 near the Námafjall geothermal area and a small basaltic eruption through a geothermal borehole (Larsen et al., 1979). Other brief periods of seismic activity have taken place in this zone to the south of the caldera synchronously with deflation of the magma chamber, as shown in figure 2.17. On each occasion, subsidence within the caldera was accompanied by the migration of earthquake activity southwards along the fissure swarm, terminating the in the Námafjall area. Similarly, an earthquake swarm during the July 1978 deflation of the volcano was observed to propagate northwards along the fissure swarm at a rate of $0.4-0.5 \mathrm{~ms}^{-1}$ (Einarsson and Brandsdóttir, 1980).


Figure 2.15 : The epicentral zone of events located during the September 1977 deflation of the volcano, as delineated by the most accurately located epicentres. Open circles mark the epicentres located with standard error $0.5-1.0 \mathrm{~km}$ in all directions. Closed circles are epicentres located with standard error less than 0.5 km . Roads and the caldera fault are shown for location (from Brandsdóttir and Einarsson, 1979). The line of cross-section in figure 2.16 is marked.
(a)

(b)


Figure 2.16 : (a) A vertical section across the hypocental zone of events located during the September 1977 deflation of the volcano. Symbols as in figure 2.15. The vertical bar shows the drillhole in the Namafjall geothermal area through which the small pumice eruption took place. (b) A vertical section along the Krafla fault swarm, showing the eruptive fissure, the S-wave attenuation zone, the Námafjall drillhole and centre of magma accumulation as determined from elevation and tilt changes. The propagation of the seismic activity along the fault swarm is shown with curved lines. At the time indicated all the seismic activity was north of the line. The final extent of the seismic zone is also shown (from Brandsdóttir and Einarsson, 1979).
(a)

(b)


Figure 2.17 : Epicentral distribution of earthquakes south of the caldera during two deflation events. (a) 27th April 1977 (adapted from Einarsson, 1977). (b) 10-13th February 1980b(adapted from Einarsson and Brands dóttir, 1980).

Widening and subsidence of the central part of the fissure swarm and the contraction and uplift of the flank areas was a reported feature of most of the rifting events (Björnsson et al., 1979; Tryggvason, 1980, 1984). A total of up to 8 m of horizontal extension occurred in the central $2-3 \mathrm{~km}$ of the rift zone to the north of the caldera (Tryggvason, 1984; Wendt et al., 1985). The flank areas were compressed horizontally (Wendt et al., 1985), reducing the overall extension over a 90 km wide zone to about $10 \%$ of that observed in the rift zone (Möller and Ritter, 1980; Möller et al., 1982). Horizontal distance variations along three profiles crossing the fissure swarm are shown for two time periods in figure 2.18. The first includes the rifting event of September 8-9 1977, when earthquake activity was mainly south of the caldera, during which time widening of about 1 m took place in the centre of the fissure swarm and contraction of about 0.5 m on the flanks. The other includes the rifting events of January and July 1978, when activity took place far to the north of the caldera. Again significant widening occurred in the active fissure swarm, with little movement elsewhere. This is a demonstration of how most land movements outside the central volcano occurred during the short rifting events.

It is evident from table 2.1 that much greater volumes of lava were erupted during later rifting events than earlier events, even though the degree of subsidence was no greater. These later events were characterized by greatly reduced widening in the fissure swarm (Tryggvason, 1984) and a reduction in earthquakes associated with rifting in the fissure swarm. In addition, the interval between the penultimate and final events was much longer than that between the preceding events.

Following the last rifting event in September 1984, the elevation of the caldera increased as before over a period of several months, but then remained almost static at the beginning of 1985 (figure 2.14). It appeared that the rifting episode was over because the elevation was below the previous maximum level. Everything was quiet until November 1986, when inflation started again. Seismic activity increased in February 1986, when the elevation was beyond the previous maximum, indicating that the caldera roof was beginning to respond to the inflation (B. Brandsdóttir, pers. comm.). A further deflation event has been expected ever since.

### 2.3.4 Dyke Injection

Observations of vertical movements and volcanic tremor in the vicinity of the

Figure 2.18: Horizontal displacements on three profiles across the Krafla fissure swarm over two time periods (from Björnsson, 1985).
volcano, migrating earthquake swarms, crustal extension, and fissure eruptions strongly suggest that the observed volcano-tectonic events were associated with the movement of magma outwards from beneath the volcano and along the fissure system (Björnsson et al., 1977, 1979; Tryggvason, 1980). Modelling of gravity data suggests that inflation and deflation of the volcano was caused entirely by the flow of magma into and out of a chamber at about 3 km depth (Johnsen et al., 1980). This is also supported by tilt observations (Tryggvason, 1978) and is broadly consistent with $S$-wave attennuation studies (Einarsson, 1978). It has been estimated from the total accumulated deflation of the Krafla volcano that if the crustal magma chamber could be approximated to a sphere, about $0.5 \mathrm{~km}^{3}$ of magma was injected into the fissure swarm, (Björnsson, 1985). Total extension across the fissure swarm was on average about 2 m along 50 km of its length and about 6 m along another 30 km , which suggests that the average height of the injected dykes was about 2 km ( Bj j rnsson, 1985). This is in agreement with estimates of dyke height made for single rifting events on the basis of the widening of surface fissures (Tryggvason, 1984), and on the observed length of the dyke tip propagation path (Einarsson and Brandsdóttir, 1980a). However, Marquart and Jacoby (1985) inverted geodetic observations and found that a model in which the widened dykes extended to about $4-6 \mathrm{~km}$ in depth was the most consistent with the data. The actual depth extent of the dykes is consequently controversial.

It appears from seismic evidence (figure 2.16) that the dykes may have been injected laterally from the lower levels of the crustal magma chamber. However, the lack of seismic activity below about $4-6 \mathrm{~km}$ during the earthquake swarms is not necessarily an indication that no magma was injected at that depth, but could be a result of the onset of viscoelastic rock properties which allow the release of stress by aseismic creep. Björnsson (1985) suggested that dykes injected from the crustal magma chamber were confined to the upper elastic part of the crust, whereas those formed at greater distances from the central volcano may have ascended partially from a deeper layer of partial melt, as illustrated in figure 2.19. This scheme consequently provides a mechanism for the eruption of lavas at great distance from the caldera region which are petrologically less evolved than those erupted close to the caldera. It also helps to explain the apparent inconsistency in the depth extent of emplaced dykes between seismic and geodetic observations.


Figure 2.19 : A simplified model of the Krafla volcanic system, showing the partially molten basaltic layer at the base of the crust and the upper crustal magma chamber below the caldera. Arrows indicate magma movements (from Björnsson. 1985).


Figure 2.20 : A model of episodic crustal rifting in NE Iceland. Tension is gradually built up in the axial rift zone by ridge push force and is released every few 100 years in a rifting episode. Arrows proportional to deviatoric stress in the crust (from Björnsson, 1985).

### 2.3.5 Dynamics of Crustal Rifting

The Krafla rifting episode can be explained in terms of the release of extensional stress which had built up gradually over a period of centuries. Figure 2.20 shows a model of episodic crustal rifting in Northeast Iceland. According to this model, slow divergence of the plates leads to the build-up of strain in a narrow zone of the crust near the plate boundary. Gradual crustal thinning and subsidence ensues until the sudden release of extensional stress in a rifting episode (Björnsson, 1985). This may occur first by viscoelastic deformation of the lower crust, permitting the migration of magma from a semi-molten layer or from a deep magma chamber into a shallow crustal magma chamber.

During most of the Krafla episode, magma flowed into the crustal magma chamber at a fairly constant rate of about $5 \mathrm{~m}^{3} \mathrm{~s}^{-1}$. This caused the floor of the caldera to rise and fissures near the centre to widen, and continued until the increased extensional stress induced in the caldera floor could no longer be accommodated elastically on existing fractures. At this point, new fractures formed and earthquakes started to occur more frequently above the magma chamber (Björnsson et al., 1979). The magma pressure eventually reached a point at which it triggered the release of tectonic stress in the crust, and magma burst out along the fissure swarm to initiate dyke injection. (Björnsson et al., 1977; Einarsson and Brandsdóttir, 1978). Magma flow caused continuous seismic tremor, and migrating earthquake activity marked the leading edge of injected dykes where seismic opening of fissures was taking place. The dyke tip propagation velocity during the Krafla events was generally about $0.5-1.2 \mathrm{~ms}^{-1}$ shortly after the initiation of intrusion, gradually reducing as the dykes lengthened and the pressure in the magma chamber dropped (Einarsson, 1990). Sudden widening of the fissure swarm resulted in elastic contraction on both flanks. Extensive fissuring and normal faulting occurred above the dyke, the central part of the swarm subsided, and the flanks were uplifted. Throughout each deflation event, the magma chamber continued to be fed from below, in preparation for the next event, and outflow from the chamber into the fissure swarm ceased when the pressure fell below some critical value (Björnsson et al., 1979).

Following a rifting event, in which some extensional stress had been released, the
magma chamber had to be further inflated and its pressure had to be slightly greater than it had before in order that seismic activity and dyke injection would be triggered again. The rifting episode came towards an end as the supply of magma to the chamber and the extensional stress in the crust were reduced. The reduction in the rate of magma supply is evident from the reduced rate of inflation of the volcano towards the end of the episode and may have been caused by blockage of the magma passage or by exhaustion of the deeper magma source. Even when most extensional stress in the crust had been released, eruptions occurred. This indicates that the magma supply to the crustal chamber was not controlled by the stresses in the shallow crust. Instead it seems that it was the magma supply which was controlling the tectonic activity, whilst stress in the crust governed the style of volcano-tectonism.

It has been speculated that when one volcanic system undergoes rifting, compressional stresses produced at the flanks of the rift zone result in a decrease in extensional stress in adjacent volcanic systems, preventing them from rifting simultaneously (Björnsson, 1985).

### 2.3.6 Comparison with other Spreading Systems

### 2.3.6.1 Other Systems in the Northern Volcanic Zone

A sequence of volcano-tectonic events similar to the Krafla sequence affected the Askja volcanic system (figure 2.1) during 1874-1875 (Björnsson et al., 1977). That period of activity began with increased steam emission from the Askja caldera, which was followed several months later by earthquake activity and fissure movement 50 km to the north. Following a small eruption in the caldera a few months later, activity in the fissures to the north resumed with intermittent basaltic fissure eruptions, intense earthquake activity and fault movements over an 8 month period. During this time, and following a major silicic tephra eruption within the Askja caldera, a smaller caldera collapsed within it. Intense subsidence occurred in the main Askja caldera, resulting in the formation of a new crater lake over 100 m deep (Sigurdsson and Sparks, 1978). Further periods of volcanic activity in Askja have been observed in 1921-1926 and 1961, but there was little associated tectonic activity. Tectonic activity was observed in the Theistareykir fissure swarm in 1618
without volcanic activity (Björnsson et al., 1977) and periods of volcanic activity have been reported in the Kverkfjoll volcanic system in 1655, 1711, 1717 and 1729 (Gudmundsson and Sæmundsson, 1980).

### 2.3.6.2 Afar

In common with Iceland, Afar is one of the few places on Earth where the midocean ridge system comes onto land. In November 1978 a rifting episode began near Lake Asal, where the rift comes ashore, and was marked by seismicity which lasted for two months, and a fissural volcanic eruption which lasted for one week (Abdallah et al., 1979). Crustal deformation was confined to a 3 km wide zone which widened by up to 2.4 m over a length of about 25 km , and subsided by up to 70 cm . The flank zones were uplifted by up to 18 cm and compressed (Tarantola et al., 1979; Tryggvason, 1982). This style of horizontal and vertical ground deformation - extension and subsidence at the rift zone and compression and uplift on the flanks - is strikingly similar to that observed during the events of the recent Krafla episode, and it has been suggested that it may represent a fundamental mode of deformation at the axis of mid-ocean ridges (Abdallah et al., 1979). However, comparable data is lacking from more 'normal' sections of mid-ocean ridge and so the ubiquity of this mode of crustal accretion over the global rift system has not yet been proven.

The Krafla rifting episode was (is ?) much longer than the single-event episode at Afar. This may have been due in part to the critical rôle played by the Krafla magma chamber. At Afar, earthquake activity slowly migrated down the fissure system throughout the episode (Abdallah et al., 1979), and was presumably associated with the injection of magma as crustal extension took place. The fact that this occurred only once and was short-lived may be an indication that the magma supply was also short-lived. In contrast, the supply of magma to the Krafla crustal magma chamber continued steadily for about ten years. The episodic nature of the activity at Krafla was a result of varying pressure in the magma chamber. The release of extensional stress in the crust could only be triggered periodically when the chamber pressure was high enough to pump magma laterally into the fissure swarm.

### 2.3.6.3 The Sea Floor

The similarities between the mechanism of crustal accretion on Iceland and that on submarine sections of the mid-ocean ridge system are difficult to establish. It is certainly true that segmentation of the axial rift zone on Iceland into discrete en échelon volcanic systems appears, with ever increasing clarity, to be echoed offshore. The Reykjanes Ridge southwest of Iceland is strongly oblique to the direction of plate spreading, and segmentation in the form of en échelon volcanic ridges shows up with unusual clarity (Laughton et al., 1979). Recent high resolution bathymetric mapping there has shown that ridge segments contain volcanic features similar to some of those observed on Iceland (R.C. Searle, pers.comm.). The Mid-Atlantic Ridge between $24^{\circ} \mathrm{N}$ and $30^{\circ} 40^{\prime} \mathrm{N}$ has also been shown to consist of distinct accretionary segments separated by non-transform axial discontinuities (Sempéré et al., 1990). Large gravity anomalies have been observed over some of these segments and are thought to indicate that magmatic accretion is highly focussed at discrete centres along the ridge (Lin et al., 1990). On a section of the East Pacific Rise, the top of an axial magma chamber was imaged by seismic reflection. It was found to be continuous for tens of kilometres along the rise axis and located at a depth of $1.2-2.4 \mathrm{~km}$ below the sea floor (Detrick et al., 1987). Gaps in the axial magma chamber coincide with the locations of overlapping spreading centres (Macdonald et al., 1988) and correlate well with geochemical and petrological variations in dredged basalts (Langmuir et al., 1986). A tomographic inversion of P -wave arrival times from explosive and airgun shots was carried out over part of the same section of the East Pacific Rise (Toomey et al., 1990). 3-d variation in an axial low velocity anomaly at depths of $1-3 \mathrm{~km}$ was clearly imaged, as was a high velocity anomaly about $1-2 \mathrm{~km}$ in width in the upper 1 km of the crust.

Evidence such as this indicates increasingly that segmentation of ridges may be in some way a fundamental process in crustal accretion at mid-ocean ridges. The often regular distribution of accretionary segments has been attributed to gravitational instability in rising partial melt, and the interval of segmentation related to spreading rate (Schouten et al., 1985). Partial melt may therefore ascend and segregate as it feeds axial reservoirs at discrete places along the plate boundary.

If segments of mid-ocean ridge have discrete magma chambers, some of the prin-
ciples learned from Krafla about the lateral flow of magma and the important triggering effect of the magma chamber may find some general application. However, in the absence of observations from a rifting episode (if such occur) in a seafloor spreading segment, the similarities and contrasts in accretionary processes cannot be ascertained.

### 2.4 Summary

### 2.4.1 Geology and Geophysics

Krafla is one of five volcanic systems in the Northern Volcanic Zone of Iceland, which connects with the Mid-Atlantic Ridge offshore via the $\mathrm{Tjörnes}$ Fracture Zone. The Krafla central volcano is about 20 km wide and is bisected by a fissure swarm which is about 10 km wide, 100 km long and which is orientated in a north-northeast direction - perpendicular to the direction of plate spreading.

Krafla was probably a shield volcano before caldera collapse occurred about 100,000 years ago. Since then the volcano has been very active and has nearly filled the caldera with eruptive products. Acidic volcanism was initiated during the formation of the caldera, as is evident from the presence of a welded rhyolitic airfall tuff around the caldera ring fault. During the last glacial period, four large silicic domes and ridges were formed around the caldera, and distinctive hyaloclastite ridges developed over the active fissure swarm which extended to the north and south from within the caldera. Postglacial volcanism occurred mainly within the caldera and to the south and north. Eruptives were dominantly olivine normative basalts outside the caldera and quartz normative within it. The average period between eruption episodes in postglacial times has been about 500 years. Before 1975, the only series of eruption events in the Krafla area which had been historically observed were the 'Mývatn Fires' of 1724-1729, which were characterized by pulsating volcano-tectonic activity centred within the caldera.

The subsurface geology of parts of the Krafla caldera has been clarified by drilling which was carried out as part of a geothermal exploration programme. Four main stratigraphic units have filled the caldera since its formation. They consist of alternating formations of hyaloclastites and subaerial lavas which were erupted during glacial and interglacial periods respectively. Below a third formation of lava at $1200-1400 \mathrm{~m}$ depth, the strata are dominated by basaltic and doleritic intrusives. Gabbro intrusions are dominant towards the eastern rim of the caldera below about $1800-2000 \mathrm{~m}$ depth. A subsurface horst structure affecting most of the sequence is oriented west-northwest to east-southeast beneath the centre of the caldera, and several other major faults exist in the southern part of the caldera and in the intrusive gabbro formation to the east. The subsurface structure of the

Námafjall geothermal area is also dominated by hyaloclastites and basalts in the upper section, and hydrothermally altered rock becomes dominant below about 500 m .

Low resistivities characterize the Krafla geothermal reservoir in the upper 700 m . At greater depths a zone of low resistivity, low seismic reflectivity and high S-wave attenuation is thought to indicate the presence of partial melt in a crustal magma chamber. Magnetic lows over the Krafla and Námafjall geothermal areas may be a result of the geothermal alteration of magnetic minerals. Broad Bouguer gravity highs over sections of the caldera rim indicate the presence of high density rocks at shallow depth relative to those within the caldera. Local earthquake studies indicate that seismicity within the caldera and in the Námafjall area to the south may be related, at least partially, to geothermal activity.

### 2.4.2 Crustal Rifting

A major crustal rifting episode centred on the Krafla volcanic system began in December 1975 and lasted for about 10 years. During this time there were about 20 rifting events, 9 of which were accompanied by basaltic fissure eruptions. This episode provided many clues about the nature of the crustal accretion process at spreading plate boundaries.

The Krafla episode can be explained in terms of the release of extensional stress which had built up gradually over a period of centuries as a result of plate divergence. Magma flowed into a crustal magma chamber beneath the Krafla caldera at a fairly constant rate during most of the episode. When the chamber pressure was great enough, dykes were injected into the fissure swarm and some of the extensional stress in the crust was released. Dyke injection stopped when the magma pressure could no longer sustain it. Sudden widening of the fissure swarm resulted in contraction on both flanks. Fissuring and faulting occurred above the dyke, the central part of the swarm subsided and the flanks were uplifted. In order to trigger subsequent rifting, the magma chamber had to become progressively more inflated and its pressure had to be greater than before so that the increased compressional stresses in the fissure swarm could be overcome. The rifting episode petered out with the drop in supply of magma to the chamber.

Observations of crustal rifting episodes are rare and it is therefore difficult to generalize about the tectonic processes at work. However, it seems that the continued supply of magma is fundamental to the longevity of an episode and that the style of deformation at different ridge axes may be similar. Submarine mid-ocean ridges are segmented in a way that is similar to the segmentation of the axial rift zone on Iceland into discrete volcanic systems. If segments of mid-ocean ridge have discrete magma chambers, as some evidence suggests, then some of the tectonic processes observed at Krafla may also occur offshore. However, it is important to realise that spreading in Iceland is influenced additionally by the Icelandic hotspot.

## Chapter III

## The Seismicity of the Krafla Volcanic System

### 3.1 The NISE Field Programme

### 3.1.1 Introduction

This section summarises the North Iceland Seismic Experiment (NISE) field project of 1985 which was carried out by G. Foulger of the University of Durham, in association with the University of Iceland and the Icelandic National Energy Authority (Foulger, 1986).

The main aims of the field project were : -

- To achieve good coverage of the seismically active areas in the region of the Krafla volcano, in order to obtain accurate earthquake three-dimensional locations and focal mechanism solutions.
- To record timed local and regional explosions with good azimuthal coverage in order to detect local variations in crustal structure.
- To record a suite of teleseisms in order to obtain deep crustal/upper mantle structure.


### 3.1.2 Design

The field programe was designed on the assumption that the earthquake activity in the Krafla region would have a distribution similar to that observed in the past (Foulger, 1986). Figure 3.1 shows the seismometer distribution for the survey. Seismometer locations are given in table 3.1. A zone covering the Krafla caldera, the Námafjall area, and the intermediate zone, between the depths of $0-4 \mathrm{~km}$ was targeted.

In order to obtain well constrained focal mechanism solutions from first motions it is desirable to have at least 15 seismometers distributed evenly over the focal


Figure 3.1 : The seismometer network for the NISE-85 experiment. The locations of the seven timed explosions are also shown.

| Station | Latitude | Longitude | Height(m) |
| :---: | :---: | :---: | :---: |
| NBU | 6538.21 N | 1645.91 W | 360 |
| NNO | 6539.64 N | 1649.13 W | 490 |
| NSY | 6536.33 N | 1648.44 W | 380 |
| NGR | 6537.90 N | 1652.87 W | 295 |
| NVO | 6537.76 N | 1655.18 W | 280 |
| NDA | 6539.30 N | 1651.76 W | 360 |
| NSV | 6537.40 N | 1650.18 W | 400 |
| NSK | 6539.86 N | 1657.70 W | 320 |
| NHA | 6539.68 N | 1646.17 W | 400 |
| NHV | 6536.43 N | 1651.39 W | 320 |
| NSA | 6540.49 N | 1643.84 W | 525 |
| NJO | 6540.64 N | 1640.99 W | 500 |
| NRA | 6536.42 N | 1654.37 W | 280 |
| NHE | 6537.32 N | 1646.55 W | 350 |
| NYT | 6537.24 N | 1648.44 W | 380 |
| NSD | 6536.93 N | 1657.90 W | 280 |
| NHR | 6538.33 N | 1648.32 W | 355 |
| NSO | 6540.35 N | 1653.30 W | 420 |
| NNA | 6538.16 N | 1649.66 W | 430 |
| NBI | 6534.32 N | 1602.90 W | 460 |
| RMU | 6544.24 N | 1653.23 W | 600 |
| RNO | 6540.83 N | 1649.07 W | 490 |
| RRA | 6542.58 N | 1646.88 W | 550 |
| RGR | 6543.88 N | 1642.32 W | 720 |
| RKR | 6542.67 N | 1653.12 W | 430 |
| RVI | 6543.72 N | 1645.39 W | 560 |
| RLI | 6543.55 N | 1654.52 W | 600 |
| RLE | 6544.34 N | 1648.00 W | 560 |
| RSA | 6542.70 N | 1649.54 W | 520 |
| RSU | 6541.92 N | 1652.00 W | 520 |

Table 3.1 : Locations of seismometer stations

| Name | Location | Height(m) | Time |
| :---: | :---: | :---: | :---: |
| Viti | 6543.02 N | 530 | 850814121206.986 |
|  | 1645.51 W |  |  |
| Eilífsvotn | 6546.53 N | 350 | 850814163906.634 |
| Bjarnarflag | 1639.92 W |  |  |
| Sandvatn | 658.50 N | 280 | 850814214507.334 |
| 1652.44 W |  |  |  |
| Gæsadalur | 659.50 N | 280 | 850815121507.090 |
|  | 1703.07 W |  |  |
| Hverfjall | 1657.22 N | 430 | 850815164506.908 |
|  | 6536.35 N | 270 | 850815190007.125 |
| Oxarfjordur | 1653.90 W |  |  |
|  | 6617.12 N | -37 | 850816170506.9 |
| 1629.73 W |  |  |  |

Table 3.2 : Locations of timed explosions
hemisphere for a single earthquake. In practice this means that 15 stations should be closer to the epicentre than about three times the focal depth of the event. Therefore as a result of the relatively shallow earthquake incidence, a high station density was required.

Since line of sight must be maintained between each station and the recording points on a radio-telemetered network, there was a gap in the otherwise good station coverage to the east of Mt. Krafla $A$. The station coverage was also biased towards the Námafjall area shortly before installation, because of evidence from the five permanent drum recorders operated by the University of Iceland that $80 \%$ of the activity was concentrated in that area. The station NBI was maintained some 40 km east of the network to provide a regional station to serve as a reference for the reduction of the teleseismic data.

Seven timed explosions were detonated, six locally and one regionally. Shot distribution was good except that none could be fired to the east of the network because
of the absence of lakes and boreholes. The positions of these shots are shown in figure 3.1. Their exact locations and origin times are given in table 3.2.

### 3.1.3 Equipment

The Krafla radio-telemetered network consisted of the following components : -
Seismometers : 28 Willmore Mk.III vertical component seismometers were used. Each had its natural frequency adjusted to 1 Hz and was used with an amplifier-modulator.

Radio Links : 26 radio links consisting of a transmitter, a receiver and a pair of UHF antennae were used. They transmitted between $458-459 \mathrm{MHz}$, at frequencies separated by 0.025 MHz .

Tape Recorders : 3 Geostore tape recorders recorded analogue signals on 14 channel, $\frac{1}{2}$ inch magnetic tape at a speed of $\frac{15}{320} \mathrm{in} . \mathrm{sec}^{-1}$, giving an upper frequency recording limit of 32 Hz . Seismic signals were recorded on 10 channels. The remaining 4 were used to record two flutter compensation signals, an MSF radio time signal and a time code generated by an internal crystal clock.

Time Code Receivers : MSF Rugby radio time signal receivers and antennae were linked to each Geostore recorder.

Calibration Box: A calibration box was connected to the seismometer and amplifier-modulator in the field. It generated a calibration pulse which was input to the seismometer.

Test Boxes: The small Mk.II type test box with audio output which was used could be connected to the amplifier-modulator, the radio receiver or the tape recorder to check whether they were functioning correctly.

Field Replay Equipment : Recordings were monitored using a 14channel 'Store 14 ' tape playback machine, a clock time signal decoder, a stereo audio playback set and a 7-channel Siemens ink jet pen.

### 3.1.4 Logistics

### 3.1.4.1 Out-Stations

Of the 25 out-stations, 18 were accessible by jeep and 7 were established and maintained on foot. All seismometers were mounted on bedrock in holes of up to 1 m in depth and 0.5 m in diameter, lined with a steel paint drum with half of its base cut out. The amplifier-modulator stood in the paint drum on its half-base. The drum was sealed with its lid and covered with polythene sheeting.

A 1.5 m length of metal water pipe was used as a mast and was held upright by 3 steel guy-wires. A 30 cm length of angle iron was screwed to the base of the mast and covered with boulders to prevent it from moving. A transmitting antenna was then clamped to the top of the mast and the transmitter clamped to the mast below it. All cables on the ground were buried to protect them from sheep.

The $60-70$ A.h. lead acid batteries which were used were placed in plastic bags and buried for protection from theft and the weather.

When each out-station had been installed, the seismometer and the amplifiermodulator were checked using the test box. The gains of the amplifier-modulators were put to a setting of 7 at the beginning of the experiment.

### 3.1.4.2 Recording Stations

All three recording stations were made accessible by jeep because of the weight of the equipment used. 2 m high masts accommodated the receiving antennae at the stations. Up to 6 antennae were placed on each mast and these were insulated from their clamps to prevent cross-talk. The receivers were taped to the masts and connected to the recorders by cables running through plastic water piping. The tape recorders were housed in waterproof aluminium boxes and stood on wooden pallets for levelling. Cables were passed into the boxes through small holes cut in their undersides. A seismometer was installed at each recording site and connected directly to the tape recorder. Power was supplied by 12 V lead acid batteries a $60-70$ A.h. battery for the tape recorder and a 110 A.h. battery for the radio receivers. Two recording sites were required in order to maintain line of sight from the out-stations. Data from the northern part of the network (10 stations) were
recorded on a tape recorder at Raudholl (R) and signals from the southern part and Biskupshals ( 18 stations) on the two recorders at Námafjall (NW and NE), (figure 3.1).

### 3.1.4.3 Maintenance

After installation, out-station maintenance consisted of changing batteries and spare parts every $20-40$ days. Tape recorder batteries were changed every 20 days and the receiver batteries every 7 days. Tapes were changed at $3 \frac{1}{2}$ day intervals.

Recording took place between July 1st and October 4th 1985, a total of $94 \frac{1}{2}$ days of recording.

### 3.2 Data Playback

The data tapes were played back by the author using a 14-channel 'Store 14' tape recorder. For each tape, two channels some distance from each other were selected for playback at $3 \frac{3}{4} \mathrm{in} . \mathrm{sec}^{-1}$, which is 80 times the recording speed, through a stereo audio playback set. The range of frequencies expected to be present in local earthquakes (about $1-100 \mathrm{~Hz}$ ) was therefore brought into the audible range (although the upper recording limit was 32 Hz - see section 3.1.3), whilst the bulk of microseismic noise, whose peak frequency is generally about $\frac{1}{6} \mathrm{~Hz}$, remained less audible. More than 500 local earthquakes were thus detected in a process which took about six months to complete.

It was considered that this method of aural detection would be more successful than visual detection for the following reasons :-

- More effective discrimination, by frequency content and wave emergence, between earthquakes and noise bursts.
- Easier detection of very small events, by frequency pattern recognition and stereo enhancement.
- Much quicker
- Less stressful.

The main disadvantage with this method was that only a selection of the most sensitive seismometer channels were examined aurally, which opens up the possibility that some very small events were missed. However, it is likely that such events would only have been detected by two or three stations and therefore could not have been located.

Paper records of each event were produced at scales of $1 \mathrm{~cm}: 1 \mathrm{sec}$ and $5 \mathrm{~cm}: 1 \mathrm{sec}$ using a 16 channel Siemens jet pen. The smaller scale was found to be useful for observing the complete waveform of each event, while the larger scale was used to measure arrival times. Jet pen gain was varied for each channel in order to optimize amplitudes yet prevent clipping. Variations in gain were recorded for subsequent magnitude calculations (section 3.4.2). Paper records were produced for data from each recorder, and MSF radio and internal clock codes were written on to the top
and bottom of each record. Records were produced for each detected event at all stations to ensure maximum data extraction. Whenever possible, the MSF radio signal was used to measure phase onset times, but short breaks or degradations in the reception of the signal occurred for intervals of a few minutes or hours throughout the recording period. When this happened, the internal clock signal was interpolated between the closest legible radio signals and used to determine the arrival times. In most cases this process would result in a negligible increase in the error of the phase pick due to internal clock drift (less than one second per week).

P-wave onset times were read from the paper seismograms to an estimated precision of 0.01 sec , using a purpose-made graticule. However, instrument and clock corrections increase the overall uncertainty of the arrival times to about 0.03 sec . S-wave arrival times were read where possible, but were rarely clear.

Apart from the slight repositioning of two stations at the beginning of the experiment and a few short-term breakdowns, the station coverage throughout the recording period was constant (Foulger, 1986). The detection threshold and location accuracy of this data set may therefore be considered to be uniform with time.

### 3.3 Local Earthquake Locations

### 3.3.1 The Earthquake Location Problem

A vector of hypocentre coordinates can be given as:-

$$
\mathbf{h}=(t, x, y, z)^{T}
$$

where $t, x, y, z$ are the coordinates of time and space respectively and $T$ denotes the transpose.

The location of an earthquake using a set of $n$ arrival times $\tau_{k}$ from stations at spatial coordinates $\left(x_{k}, y_{k}, z_{k}\right)$, where $k=1,2, \ldots, n$, first requires the assumption of a seismic velocity structure for the Earth. The problem then becomes one of estimating the hypocentral coordinates $h^{*}$ for which the differences between the theoretical arrival times $t_{k}$ and the observed arrival times $\tau_{k}$ are minimised in some way.

The arrival time residual at the $k$ th station, $r_{k}$, is given by :-

$$
r_{k}\left(\mathbf{h}^{*}\right)=\tau_{k}-t_{k}\left(\mathbf{h}^{*}\right)
$$

and

$$
r_{k}\left(\mathbf{h}^{*}\right)=\tau_{k}-T_{k}\left(\mathbf{h}^{*}\right)-t^{*} \quad(k=1,2, \ldots, n)
$$

where $T_{k}$ is the theoretical travel-time and $t^{*}$ is the trial origin time. However, in an over-determined case not all the travel-time residuals can be reduced to zero (even if the assumed velocity model is perfect), because observational errors cause inconsistencies in the data. The trial hypocentre $h^{*}$ is adjusted until the sum of the squares of the residuals is minimized, generally by the least-squares method. This method of hypocentral location is one of non-linear optimization, since the travel-time between two points in nearly all media is a non-linear function of the spatial coordinates (Lee and Stewart, 1981).

To overcome the non-linearity of the earthquake problem, the true solution may be approached by iterating through a series of linearized solutions. The $n \times 4$
partial derivative matrix H is evaluated using the assumed velocity model at the trial hypocentre $\mathrm{h}^{*}$, where : -

$$
H_{k j}=\frac{\partial r_{k}}{\partial h_{j}} \quad(j=1,2,3,4 ; \quad k=1,2, \ldots, n)
$$

If $\mathbf{r}$ is the vector of the travel-time residuals $r_{k}\left(\mathbf{h}^{*}\right)$, and $\Delta \mathrm{h}$ is the hypocentral adjustment vector, then :-

$$
\mathbf{r}=\mathbf{H} \Delta \mathbf{h}
$$

When $n$ exceeds 4 , the true inverse of $\mathbf{H}$ does not exist. The best least-squares solution to the system of linear equations (3.4) satisfies the equation :-

$$
\mathbf{H}^{T} \mathbf{r}=\mathbf{H}^{T} \mathbf{H} \Delta \mathbf{h}
$$

(e.g. Lee and Stewart, 1981). By computing the travel times and derivatives from a trial hypocentre $\mathbf{h}^{*}$, equation 3.6 can be solved for the adjustment vector $\Delta h$. The same process is then repeated using $h^{*}+\Delta h$ as the trial hypocentre and iteration continues until some user-defined cut-off criteria are satisfied. This least-squares solution to the linear problem is known as the Gauss-Newton iterative method of non-linear optimization.

The United States Geological Survey location program HYPOINVERSE (Klein, 1978), which is incorporated into DUEDROPS-HLPS (section 3.3.4), solves the earthquake location problem (equation 3.6) by generalized inversion for hypocentre adjustments $\boldsymbol{\Delta} \mathbf{h}$. Klein's original flow diagram for this program is given in figure 3.2.

HYPOINVERSE begins by choosing a trial earthquake hypocentre, unless it is defined by the user. The trial origin is two seconds before the earliest arrival and the trial epicentre is near the station with the earliest arrival. The trial depth is user-defined and held fixed during early iterations until the horizontal adjustment is less than a specified value. The travel times, travel-time derivatives, and emergence and take-off angles are then calculated for all arrivals by interpolation from a travel-time table. This table is produced using the program TTGEN (Klein, 1978), which traces rays from each of a range of source depths through a userdefined one-dimensional P -wave velocity model to the surface. S -wave velocities

are computed using a $\mathrm{P}-\mathrm{S}$ velocity ratio which is fixed by the user. Parameter residuals are then inverted for hypocentre adjustments, and the hypocentre is adjusted if this will result in a reduction in the r.m.s. travel-time residual. A damping factor is applied to all hypocentre adjustments in order to suppress divergence of the solution.

A maximum number of iterations is specified by the user. However, the iterative location process normally stops earlier than this when the spatial adjustment or the reduction in the r.m.s. travel-time residual becomes smaller than a given value. The covariance matrix, the diagonal members of which are the variances of the hypocentral parameters, is calculated once the iteration process is complete.

The spatial error ellipsoid and the error in origin time are specified by the covariance matrix. The error ellipsoid is centred on the hypocentre solution and has principal axes of lengths equal to the standard errors. The earthquake then has a $32 \%$ statistical probability of lying inside this error ellipsoid. The horizontal and vertical projections of the ellipsoid have lengths which are called the horizontal and vertical errors (ERH and ERZ).

### 3.3.2 Velocity Model

A one-dimensional crustal P -wave velocity model was compiled by P. Einarsson and G. Foulger (unpublished) at the Science Institute, University of Iceland (P. Einarsson, pers. comm.) for earthquake location in the Krafla region. It was derived by making a composite travel-time plot of the first arrivals of profiles observed from explosions carried out in the lakes Víti, Mývatn, Sandvatn and Höskuldsvatn by the Icelandic National Energy Authority (unpublished). They then used the program TTGEN (Klein, 1978) to find a crustal structure which fitted the observed data. The subcrustal halfspace velocity of $7.0 \mathrm{kms}^{-1}$ was taken from the results of the Reykjanes Ridge Iceland Seismic Project (RRISP 77) (Gebrande et al., 1980), (section 1.3.2). The velocity-depth profile for their crustal model is illustrated in figure 3.3.

Flovenz (1980), used secondary refracted arrivals and amplitude data to discriminate between layered and continuously varying velocity models for the Icelandic crust (section 1.3.2). He found that the P -wave velocity increased rapidly with
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Figure 3.3 : Krafla gross seismic P-wave velocity structure, based on seismic refraction data (Einarsson and Foulger, unpublished).
depth in the velocity interval $2.0-3.5 \mathrm{kms}^{-1}$, followed by an almost constant gradient of about $0.57 \mathrm{~s}^{-1}$ down to $6.5 \mathrm{kms}^{-1}$. This is very similar to the sharp gradient of $2.8 \mathrm{~s}^{-1}$ between $2.4-3.8 \mathrm{kms}^{-1}$, followed by $0.60 \mathrm{~s}^{-1}$ down to $6.5 \mathrm{kms}^{-1}$ of the Einarsson/Foulger model for the Krafla region.

In view of the similarity between these models, the velocity structure of figure 3.3 was adopted for subsequent hypocentral location in this study.

### 3.3.3 Location Procedure and Pitfalls

HYPOINVERSE (Klein, 1978) was used to calculate the earthquake locations and origin times of the NISE-85 local earthquake data, using a travel-time table which was produced using TTGEN for the one-dimensional velocity structure given in figure 3.3. Both P - and S -waves were used for the location. Phases which were relatively unclear were initially given zero weighting so that their arrival times could be compared with those computed by the program, without influencing the location. If the residual was judged to be small, the observed travel-time was assumed to be correct and its weighting increased. Otherwise, the phase was not incorporated into the location unless an alternative convincing candidate for the phase arrival time was apparent closer to the calculated time. S-waves (when they were clear) were generally emergent, with onset times which were less conspicuous than for P -waves, and were therefore assigned a maximum of half the weighting. 489 events were successfully located in this way, very few of which originated from outside the station network.

The success of the hypocentral location process depends critically on data quality. In theory, the least-squares method should only be applied if errors in arrival times (whatever their source) are random and independent. If not, the solution will be distorted so that errors are spread among the stations (Lee and Stewart, 1981). Consequently, individual station travel-time residuals are only helpful in discovering errors in arrival-time picks or station coordinates when they form a small proportion of the event information. Inaccuracies in the assumed velocity structure can also contribute to observed travel-time residuals, but these errors are not random and may be used to refine the velocity model (chapter 4).

Figure 3.4a shows all the P -wave travel-time residuals as a function of azimuth


Figure 3.4 : (a) Travel-time residuals of all P-phases used for hypocentral location, as a function of azimuth from computed hypocentres. North is $0^{\circ}$, and azimuths are positive to the East. (b) The means and standard errors of the travel-time residuals shown in (a) calculated for azimuthal bins of $20^{\circ}$. Note that there is no significant azimuthal variation in mean residual.
from the computed hypocentres. Residual sizes are virtually all $\leq 0.15$ s and are generally $\leq 0.07$ s. Figure 3.4 b shows mean residuals, calculated for azimuthal bins of $20^{\circ}$, with their standard errors. There is no significant azimuthal variation in residual. Mean residuals are all $<0.01 \mathrm{~s}$, and standard errors vary from $\pm 0.02$ s to $\pm$ 0.07 s . This is an indication that errors due to anisotropy-related azimuthal velocity variation, if any, have been absorbed by the hypocentral location procedure.

In areas where station coverage is good, the epicentral location of an earthquake will not be affected very much if it is determined using different one-dimensional velocity models. However, figure 3.5 illustrates why the impact on focal depth can be significant. When S-waves are not clear, only information consisting of P-wave arrival-time differences between stations can be used to estimate the hypocentre position, since the origin time is not well known. The travel-time difference ( $\Delta t$ ) between two stations $\mathrm{S}_{A}$ and $\mathrm{S}_{B}$ directly governs the difference in raypath length. $\Delta l$ increases as the velocity structure becomes faster, resulting in shallower hypocentres. If the velocity structure is slower, hypocentral depths are deeper. However, since an S -wave and a P -wave at the same station have different traveltime derivatives, the estimate of the origin time for an earthquake will be significantly improved if S-waves are available. If the origin time is known accurately, a faster velocity model will result in a deeper focus for a given earthquake. One might therefore expect an earthquake located using only P -waves to be located at shallower depth if the velocity field is increased, while an event located using a large number of $S$-waves would be relocated at greater depth under the same circumstances. The transition from one case to the other is unclear, however, and will depend on many things including the seismic network geometry, the quality of S-wave arrival-time data and the estimate of the $\mathrm{P}-\mathrm{S}$ velocity ratio. It is clear that the accuracy of the velocity model is of fundamental importance in the determination of the focal depth, but to a lesser extent in that of epicentral location. Consequently, it will also affect the quality of focal mechanism solutions which are calculated using ray take-off and emergence angles (Chapter 5). Furthermore, lateral velocity variations, which cannot be modelled using HYPOINVERSE, will also affect hypocentral location.

Events which originate outside or on the margin of a seismic network may suffer from being 'ill-conditioned', whereby one or more columns in the partial derivative

$v_{1}=\frac{\Delta l_{1}}{\Delta t}$
$v_{2}=\frac{\Delta l_{2}}{\Delta t}$

If $v_{2}>v_{1} \quad \Longrightarrow \mathrm{E}_{2}$ shallower (if only P -waves used).
$\Delta t=$ arrival time difference between seismometers $\mathrm{S}_{A}$ and $\mathrm{S}_{B}$.
$\Delta l_{1}, \Delta l_{2}=$ path length difference between $S_{A}$ and $S_{B}$ from hypocentres $E_{1}$ and $E_{2}$ respectively.

Figure 3.5 : A schematic illustration of the effect on hypocentral depths computed by HYPOINVERSE using $P$-waves, when the velocity structure is changed.
matrix $\mathbf{H}$ come close to being multiples of another (e.g. Aki and Richards, 1980). In such cases, the locations are often unstable unless a sufficient number of S-phases are available.

### 3.3.4 The Hypocentral Locator and Plotting System

The Durham University Earthquake Reduction and Processing System (DUEDROPS) provides software packages for locating (DUEDROPS-HLPS) and plotting (DUEDROPS-HYPOPLOT) earthquake hypocentres (Smith, 1987a).

DUEDROPS-HLPS (Smith and Foulger, 1987) is installed at the University of Newcastle on the Graphics VAX $11 / 780$ running VMS. It is designed to locate earthquake hypocentres and provides a suite of programs and command files to perform all necessary data management. DUEDROPS-HYPOPLOT (Smith, 1987b, $\mathrm{c}, \mathrm{e}$ ) is a graphics system implemented on the Durham University mainframe Amdahl $470 \mathrm{~V} / 8$ computer running MTS. It provides a suite of programs and command files to plot earthquake data produced using DUEDROPS-HLPS.

### 3.3.5 Seismicity

### 3.3.5.1 Presentation of the Data

Local earthquake data were plotted using the DUEDROPS-HYPOPLOT graphics package. The desired output was achieved by defining plotting constraints in an input control file. No magnitude, or time constraints were used in the plotting. Parameters relating to location accuracy were constrained as follows: -

- RMS $\leq 0.08 \mathrm{sec}:$ The final root mean square travel-time residual computed after residual weighting.
- $\mathrm{ERH} \leq 1.0 \mathrm{~km}$ : The horizontal error, defined as the greatest length of the horizontal projection of the $32 \%$ error ellipsoid.
- $E R Z \leq 1.0 \mathrm{~km}$ : The vertical error, defined as the greatest length of the vertical projection of the $32 \%$ error ellipsoid.

These constraints were selected qualitatively in an attempt to eliminate from plots those events with poor location accuracies, without distorting the overall earthquake distribution pattern. In order to make some distinction between event locations of differing accuracy, those with a depth error ERZ $\leq 0.5 \mathrm{~km}$ are plotted as filled circles while those with $0.5 \mathrm{~km}<\mathrm{ERZ} \leq 1.0 \mathrm{~km}$ are plotted as unfilled circles. 345 of the 489 located earthquakes are plotted using these criteria. Of these, 153 are plotted as filled circles and 192 as unfilled circles. A complete list of the 489 located earthquakes is given in appendix A.

### 3.3.5.2 Epicentral Distribution

The epicentral distribution for the Krafla area using the NISE-85 data is shown in figure 3.6.

Local seismicity is most intense beneath Bjarnarflag to the west of the Námafjall geothermal area, where it forms a tight epicentral cluster which appears to be less than 0.8 km in width. Activity extends towards the north-northeast from Bjarnarflag along a narrow linear zone for about 4 km . A more diffuse cluster of activity occurs along the projection of this north-northeast trending line, centred beneath Leirhnjúkur in the middle of the Krafla caldera (figure 3.1). Subsidiary clusters within this area occur about 2 km to the east-southeast of Leirhnjúkur, and about 1.5 km to the north.

Subsidiary activity occurs to the south and west of Leirhnjúkur, and to the southsouthwest of Bjarnarflag.

### 3.3.5.3 Hypocentral Distribution

The distribution of earthquake hypocentres will be described in this section by studying four representative depth cross-sections through the data. The orientations of these sections are shown in figure 3.7.

Three distinct zones of activity have been defined for reference. 'Bjarnarflag' denotes the earthquake cluster beneath Bjarnarflag in the western part of the Námafjall geothermal area, between latitudes $65^{\circ} 37.75^{\prime} \mathrm{N}$ and $65^{\circ} 38.26^{\prime} \mathrm{N}$. The 'Fissure Zone' includes all earthquakes forming the linear zone of activity between latitudes $65^{\circ} 38.26^{\prime} \mathrm{N}$ and $65^{\circ} 40.97^{\prime} \mathrm{N}$. 'Leirhnjúkur' denotes the earthquake cluster


Figure 3.6 : Epicentre map for data collected by the NISE-85 experiment. Events located with an error $\mathrm{ERZ} \leq 0.5 \mathrm{~km}$ are plotted as filled circles, and those located with $0.5 \mathrm{~km}<\mathrm{ERZ} \leq 1.0$ km are plotted as open circles.


Figure 3.7 : Epicentre map showing the locations of hypocentre cross-sections presented in figures 3.8 and 3.9. Brackets indicate the width of the cross-sections.
beneath the hill Leirhnjúkur, and all others occurring north of $65^{\circ} 40.97^{\prime} \mathrm{N}$, within the Krafla caldera.

Figure 3.8 shows cross-section 1 through the main areas of seismic acticity and parallel with the trend of surface fissuring (figure 3.7). Activity has been located between $0-6 \mathrm{~km}$ depth, although earthquakes with better constrained locations are restricted to a depth zone of $0.7-4.0 \mathrm{~km}$. The Bjarnarflag cluster lies between 2-4 km depth. It is bounded sharply to the north by a plane which intersects with the surface at Bjarnarflag and dips to the south at about $80^{\circ}$. In cross-section the cluster takes the form of a lens which is convex to the south and has a maximum width of about 0.6 km at 3 km depth. The sharpness of the northerly contact of this zone suggests that the relative location error in this area may be as little as 0.1-0.2 km horizontally. Seismic activity in the fissure zone covers a diffuse elliptical area between about $1.8-3.8 \mathrm{~km}$ depth, with major and minor axes of about 3.3 km and 1.5 km in length, respectively. The southern tip of this zone appears to be coincident with the northern tip of the Bjarnarflag cluster. The plane of activity plunges northwards at about $20^{\circ}$. Beyond a seimic gap of about 3 km in width to the north-northeast of the fissure zone lies the Leirhnjúkur cluster, whose centre lies beneath the hyaloclastite hill Leirhnjúkur. Activity is concentrated between about 1.5 km and 3.5 km depth and along a line whose projection intersects the surface near the geothermal area of Hvíthólar, and dips northwards at about $55^{\circ}$.

A cross-section through the Bjarnarflag cluster of activity perpendicular to the fissure swarm (section 2 of figure 3.7) is shown in figure 3.9a. In this section the activity occurs in a strip $0.3-0.4 \mathrm{~km}$ in width and displays a sharp easterly edge which dips at about $85^{\circ}$ to the west.

Cross-section 3 of figure 3.7 traverses the fissure zone of activity and is shown in figure 3.9 b . The width of the main active zone, outlined by the best located events, is $0.3-0.4 \mathrm{~km}$. The plane of activity appears to dip at about $85^{\circ}$ to the west.

In cross-section 4 across the Leirhnjúkur cluster (figure 3.9c), activity is found to be concentrated in a circular area centred at 2.5 km depth with a radius of about 0.5 km and enclosed within a triangular wedge which points downwards to a depth of 3.5 km and whose lower sides are defined by relatively poorly constrained events.



Figure 3.9 : Hypocentres along cross-sections perpendicular to the trend of the surface fissure swarm (figure 3.7). (a) Section 2A-2B across the 'Bjarnarflag cluster' of activity. (b) Section 3A-3B across the 'fissure zone'. (c) Section 4A-4B across the 'Leirhnjúkur cluster'.

The western edge of this triangle dips eastwards at about $80^{\circ}$. The eastern edge dips westwards at about $30^{\circ}$.

### 3.3.5.4 Temporal Distribution

During the $94 \frac{1}{2}$ days when the local network was recording, it was possible to locate 489 of the earthquakes detected within it Figure 3.10 shows the frequency in number of these local earthquakes throughout the survey period. Activity is seen to have been continuous throughout this period, although there were periods of relatively intense and sparse activity.

Figure 3.11 is a plot of activity along a line parallel to the fissure trend (section 1 of figure 3.7) with time. There are few breaks in activity, particularly in the Bjarnarflag cluster and in the fissure zone. However, activity within the Leirhnjúkur cluster does exhibit periods of concentration both in location and in time. Most conspicuous is a relatively intense period of activity within the Leirhnjúkur cluster at the beginning of September 1985, which is discussed further in section 3.4.3.
Krafla : Events recorded per day



Figure 3.11 : The temporal distribution of epicentres along cross-section $1 \mathrm{~A}-1 \mathrm{~B}$ of figure 3.7.

### 3.4 Local Earthquake Magnitudes

### 3.4.1 Introduction

The best measure of an earthquake's size is the seismic moment $M_{0}$, which is a direct measure of the strength of the earthquake generated by a fault rupture (e.g. Aki and Richards, 1980) : -

$$
M_{\mathrm{o}}=\mu \tilde{u} S
$$

where :
$\mu=$ Shear modulus of the ruptured medium.
$\widetilde{u}=$ Average fault slip.
$S=$ Source Area.
Estimation of the seismic moment can be made by estimating or measuring the shear modulus and the dimensions of the ruptured surface and the extent of the slip. It is more commonly estimated by spectral analysis of the recorded ground motion (e.g. Lee and Stewart, 1981), although ideally this requires broadband, unsaturated digital records from fully calibrated seismic stations.

Richter $(1935,1958)$ was the first to propose an empirical earthquake magnitude scale based only on the amplitudes of ground motion recorded on seismograms. The Southern California Seismic Network at that time was equipped with WoodAnderson seismographs which have nearly constant displacement amplification over the frequency range appropriate for local earthquakes. In addition, the depths of moderate strength earthquakes in southern California are approximately constant. Richter recognised that the ratio between the recorded maximum trace amplitudes of two earthquakes observed at equal epicentral distances is related to their relative energy release. He therefore defined a scale for local magnitudes $M_{L}$ based on this relationship :-

$$
M_{L}=\log A-\log A_{0}(\Delta)
$$

where:
$A=$ Maximum amplitude in mm recorded by a Wood-Anderson short period torsion seismometer at an epicentral distance of $\Delta \mathrm{km}$.
$A_{0}=$ Maximum amplitude at an epicentral distance of $\Delta \mathrm{km}$ for a 'standard earthquake', taken from a table of the observed amplitudes of accurately located earthquakes.

Richter chose the zero magnitude level to occur when $A_{0}(\Delta)$ was equal to $1 \mu \mathrm{~m}$ at an epicentral distance of 100 km , in order to avoid dealing with negative magnitudes. The local magnitude for any event from southern California could then be determined empirically from a table of $\left(-\log A_{0}\right)$ at different epicentral distances for well located 'standard' earthquakes (Richter, 1958 p 342).

The use of signal duration rather than the maximum amplitude is now common practice for microearthquake networks. This is largely due to the considerable additional effort that would be required to calibrate and maintain a network for ground motion calculation (Lee and Stewart, 1981). Duration magnitude for a given station usually takes the form :-

$$
M_{D}=a_{1}+a_{2} \log \tau+a_{3} \Delta+a_{4} h
$$

where:

$$
\begin{aligned}
& \tau=\text { signal duration in seconds. } \\
& \Delta=\text { epicentral distance in } \mathrm{km} . \\
& a_{1}, a_{2}, a_{3}, a_{4}=\text { empirical constants. }
\end{aligned}
$$

The constant $a_{3}$ is generally small and so if the focal depth $h$ is approximately constant then the duration magnitude may be given as :-

$$
M_{D} \approx a \log \tau+b
$$

where $a$ and $b$ are empirical constants.

### 3.4.2 Application to the NISE data

The magnitudes calculated for events recorded by the local earthquake network are local Icelandic magnitudes. They are based on a magnitude scale which was available to the author for the University of Iceland drum seismograph RI (Reynihlid).

This scale was obtained by comparison with the teleseismic surface wave magnitude $M_{S}$ for the WWSSN station at Akureyri (AKU) and by extrapolation downwards for small magnitudes.

The signal duration was measured manually by the author for each event using the record for one station for each tape recorder operated. A graph of $M_{R I}$ against the logarithm of signal duration was then produced for all the events detected by the drum recorder RI, for each of the stations RRA, NNO and NSO (figure 3.12). The relationships thus derived are given in table 3.3.

| Station | Magnitude Relationship | Corr. Coeff. |
| :---: | :---: | :---: |
| RRA | $M_{R R A}=3.35 \log _{10} T_{m m}-7.87$ | 0.86 |
| NSO | $M_{N S O}=2.76 \log _{10} T_{m m}-6.32$ | 0.93 |
| NNO | $M_{N N O}=3.17 \log _{10} T_{m m}-7.37$ | 0.91 |

$T_{m m}$ is the signal duration in mm of a seismogram for which the peak to peak amplitude was $\geq 2 \mathrm{~mm}$ for amplifier-modulator gain 7 and jet pen gain 0.25 , corresponding to approximate ground velocities of $\leq 3 \times 10^{-7} \mathrm{~ms}^{-1}$ or approximate ground displacements of $\leq 3 \times 10^{-9} \mathrm{~m}$. Where a different jet pen gain was used, a corresponding amplitude cut-off was chosen.

Table 3.3: Magnitude relationships.

For events recorded at RI, $M_{R I}$ was adopted as the local Icelandic magnitude $M_{I L}$, which is consistent with established Icelandic seismological practice (Foulger, 1984). Events which were too small to be given reliable magnitudes were arbitrarily assigned a magnitude of -5 . Timed explosions were assigned a magnitude of -9 to distinguish them from natural earthquakes. In every other case the average magnitude from stations RRA, NNO and NSO was calculated to find $M_{I L}$ for each event. Magnitudes $M_{I L}$ are given in the event listing (Appendix A). It should be emphasized, however, that these local Icelandic magnitudes are related to a telesijsmic surface-wave scale and not to the Richter local magnitude scale.
(a)
(b)


(c)


Figure 3.12 : Graphs of local Icelandic magnitude ( $M_{I L}$ ) at drum station RI against the logarithm of signal duration measured at stations (a) RRA, (b) NSO, and (c) NNO. The leastsquares best fit straight line through each set of points is indicated. $a$ is the gradient, $b$ is the magnitude intercept, and $c . c$ is the correlation coefficient.

### 3.4.3 Temporal Distribution

The temporal distribution of local earthquake magnitudes is illustrated for the entire data set (figure 3.13a) and for each main area of activity (figures 3.13 b , $3.14 \mathrm{a}, \mathrm{b})$. In all cases, an earthquake of magnitude $M_{I L} \geq 1.0$ was followed by an event with a magnitude that was at least 1 magnitude unit smaller. Events with $M_{I L} \geq 1.0$ are therefore technically mainshocks (Sykes, 1970). The largest events to occur during the experiment originated in the Bjarnarflag cluster, where two events of $M_{I L} \geq 2.0$ were recorded (figure 3.13 b ). Other mainshocks ( $M_{I L} \geq 1.0$ ) only occurred in the Bjarnarflag and Leirhnjúkur clusters (figures 3.13b, 3.14b). The largest event to occur in the fissure zone was of $M_{I L}=0.7$, whereas all other events there were of $M_{I L} \leq 0.1$. Only one temporally coherent earthquake magnitude sequence is apparent throughout the recording period. This occurred between 30th August and 4th September within the Leirhnjúkur cluster (figure 3.15). It takes the form of a mainshock-aftershock sequence which is preceded by a steady reduction in earthquake magnitude, its activity being distributed over a zone 2 km in length in a north-south direction (figure 3.11). Figure 3.16 shows the hypocentres of this mainshock-aftershock sequence. It can be seen that the 'mainshock' (the larger closed circle) occurred in the heart of the Leirhnjúkur cluster of activity, at a depth of 2.6 km (figure 3.16 a ). There is no clear spatial distribution of 'aftershocks' to suggest that the sequence was associated with, for example, slip on a single fault (figures $3.16 \mathrm{a}, \mathrm{b}$ ).

### 3.4.4 Frequency-Magnitude Relationships and b-Values

### 3.4.4.1 Introduction

Gutenberg and Richter (1941) found that $N$, the frequency of occurrence of earthquakes of magnitude $M$ or greater, is related to magnitude by the relation : -

$$
\log N=a-b M
$$

where $a$ and $b$ are numerical constants.
The $b$-value gives a measure of the rate of increase of earthquake incidence with decreasing magnitude. Variations in b-value are thought to be due to variations in


Figure 3.13 : The temporal distribution of local earthquake magnitudes $M_{I L}$ for (a) the entire dataset, (b) the Bjarnarflag cluster.


Figure 3.14: The temporal distribution of local earthquake magnitudes $M_{I L}$ for (a) the 'fissure zone', (b) the Leirhnjúkur cluster.

Leirhnjúkur Magnitudes


Figure 3.15 : The temporal distribution of local earthquake magnitudes $M_{I L}$ for events originating within the Leirhnjukur cluster of activity between 30th August and 6th September 1985.

(b)


Figure 3.16 : Hypocentral locations of events originating between 2-4th September 1985 within the Leirhnjúkur cluster. The large closed circle represents the 'mainshock' of the sequence ( $M_{I L}$ $=1.2$ ). (a) Section perpendicular to the trend of the fissure swarm (section $4 \mathrm{~A}-4 \mathrm{~B}$ of figure 3.7), (b) section parallel to the fissure swarm from SSW to NNE.
crustal stress conditions or to the degree of crustal inhomogeneity (Scholz, 1968). The average worldwide value for $b$ is about 1 (Lee and Stewart, 1981). If b-values significantly smaller than 1 are observed, this is thought to indicate that the rock volume is either relatively highly stressed or highly inhomogeneous, or both.

Foreshock-mainshock-aftershock sequences have been related previously to temporal variations in b-value (e.g. Suyehiro et al., 1964; Bufe, 1970; Wyss and Lee, 1973; Udias, 1977). Low b-values are associated with foreshocks and swarms and high b -values with aftershocks. If b is inversely proportional to local stress conditions (Scholz, 1968; Wyss, 1973), then this b-value variation would be compatible with high stress conditions prior to the mainshock and lower stress afterwards.

If the brittle crust is homogeneous then spatial variations in b-value are likely to be due to locally varying stress conditions. Significant variations of this kind have been reported by various observers (e.g. Pfluke and Steppe, 1973; Klein et al., 1977).

### 3.4.4.2 Application to the NISE data

Frequency-magnitude plots are shown for the entire data set (figure 3.17a) and for the three main seismically active areas (figures $3.17 \mathrm{~b}, 3.18 \mathrm{a}, \mathrm{b}$ ). Each of these plots displays two features characteristic of all frequency-magnitude plots: (a) Incomplete detection of the smallest earthquakes flattens the negative slope of the curves at low magnitude; the break in slope is referred to as the detection threshold, above which detection is complete in the study area. The detection threshold was found to be higher for events beneath Leirhnjúkur than further south due to the lower density of station coverage. (b) At large magnitudes the general increase in the slope of the curves is at least partially due to the decreasing probability of the occurrence of larger and larger events within the study period. This feature is therefore due to having a dataset which is finite. Between these two breaks in slope of the frequency-magnitude plots, b-values were calculated, and points were weighted according to how many earthquakes they represented. Other sharp breaks in the b-slopes evident in the plots may be attributed to the apparent existence of 'preferred' magnitude values for the drum station RI. Inspection of figure 3.19 shows that below magnitude 1, the 80 events detected at RI were given only 8 different magnitude values between them. This is possibly



Figure 3.17 : Frequency-magnitude plots for (a) the entire dataset, (b) the Bjarnarflag cluster.


Figure 3.18 : Frequency-magnitude plots for (a) the 'fissure zone', (b) the Leirhnjúkur cluster.
Magnitudes at Drum Station RI

Figure 3.19 : The temporal distribution of magnitudes $M_{I L}$ at the drum station RI throughout
due to the significant imprecision inherent in the manual measurement of signal durations on drum recorders. In particular, breaks in the $b$-slopes which coincide with 'preferred' magnitudes occur at magnitudes $-0.8,-0.2,0.1$ and 0.4 .

| Time Period | b-value | Error |
| :---: | :---: | :---: |
| $01.07 .85-22.07 .85$ | 0.54 | 0.15 |
| $22.07 .85-26.07 .85$ | 0.62 | 0.17 |
| $26.07 .85-30.07 .85$ | 0.66 | 0.18 |
| $30.07 .85-01.08 .85$ | 0.69 | 0.19 |
| $01.08 .85-06.08 .85$ | 0.73 | 0.20 |
| $06.08 .85-13.08 .85$ | 0.78 | 0.21 |
| $13.08 .85-20.08 .85$ | 0.93 | 0.25 |
| $20.08 .85-27.08 .85$ | 0.94 | 0.26 |
| $27.08 .85-31.08 .85$ | 0.78 | 0.21 |
| $31.08 .85-03.09 .85$ | 0.71 | 0.19 |
| $03.09 .85-08.09 .85$ | 0.71 | 0.19 |
| $08.09 .85-10.09 .85$ | 0.65 | 0.18 |
| $10.09 .85-16.09 .85$ | 0.62 | 0.17 |
| $16.09 .85-21.09 .85$ | 0.75 | 0.21 |
| $21.09 .85-23.09 .85$ | 0.81 | 0.22 |
| $23.09 .85-25.09 .85$ | 0.88 | 0.24 |
| $25.09 .85-29.09 .85$ | 1.10 | 0.30 |

The magnitude range for calculations was -1.0 to 2.0 , the sample size was 50 and the sample increment was 10 .

Table 3.4: Temporal variation in b-value.

### 3.4.4.3 Variation in b-Values

Using part of the DUEDROPS-HYPOPLOT program package (section 3.3.4), bvalues were calculated from the frequency-magnitude distributions (figures 3.17 and 3.18) of events in each of the areas of activity.

For the complete data set a b-value of $0.77 \pm 0.10$ was obtained. The magnitudes of the 'daily' and 'yearly' events are approximately -0.4 and 3.2 respectively, if it is to be assumed that the seismic rate measured by the experiment is typical for this area. This b -value for the entire dataset is not significantly different from the value of $0.84 \pm 0.29$ derived by Ward et al. (1969) for the Krafla area using P-wave amplitudes (section 2.2.3).

Figure 3.20 shows the spatial variation in $b$-value over the main active zones in the Krafla area. The b -value for the Leirhnjúkur events ( $\mathrm{b}=0.95 \pm 0.23$ ) is not significantly different from those of the Bjarnarflag events ( $b=0.62 \pm 0.14$ ) or the events occurring in the fissure zone ( $b=1.25 \pm 0.30$ ). However, the $b$-value for the Bjarnarflag events is significantly lower than the $b$-value for the adjacent fissure zone events. Therefore if it is assumed that b -value and stress are related, it may be said that the source volume beneath the geothermal area of Bjarnarflag is in a relatively high state of stress compared with that in the central zone of activity.

The temporal variation in b -value for the complete data set is shown in figure 3.21 and table 3.4. No statistically significant variations are observed other than a very slight increase between the first and last calculated values.


Figure 3.20 : The spatial variation in b-value over the Krafla area. Vertical bars indicate the standard error of each $b$-value.


Figure 3.21 : The temporal variation in $b$-value for the entire dataset. The magnitude range for calculations was -1.0 to 2.0. The sample size was 50 and the sample increment was 10 . Vertical bars indicate the standard error of each $b$-value.

### 3.5 Summary

The program HYPOINVERSE (Klein, 1978) was used with a 1-d velocity model, based on seismic refraction data, to calculate the locations and origin times of local earthquakes recorded by the NISE- 85 experiment. The graphics package DUEDROPS-HYPOPLOT was used for the effective presentation of the best located of these events. Most of the activity is concentrated in three distinct areas.

One dense cluster lies at a depth of about 2-4 km beneath Bjarnarflag, in the Námafjall geothermal field. It has a maximum width of about 0.6 km parallel to the fissure swarm and 0.4 km in a perpendicular direction. To the north the cluster terminates sharply on a steep southward dipping plane. A second area of activity lies immediately to the north of Bjarnarflag, between $1.8-3.8 \mathrm{~km}$ depth. This 'fissure zone' consists of a diffuse sub-vertical elliptical plane which plunges to the north-northeast, parallel to the surface fissure trend. The plane appears to be $0.3-0.4 \mathrm{~km}$ in thickness, perpendicular to this plunge direction. The third main area of activity appears as a cluster between $1.5-3.5 \mathrm{~km}$ depth which is centred beneath the hyaloclastite hill Leirhnjúkur, covering a broad area currently under exploitation for geothermal power. Activity is concentrated on a northward dipping plane.

Local Icelandic duration magnitude values $M_{I L}$ were calculated for events detected by the radio-telemetered network, by comparing them with the same events recorded by an established magnitude-calibrated drum seismograph (RI) nearby. Activity during the recording period was characterized by its relatively continuous nature. There is little evidence of swarm activity. Events of magnitudes -2.4 to 2.1 were located, although the location threshold was found to be about -1.0 in the south and about -0.7 in the north, where station density was lower. Events of magnitude $M_{I L}>0.7$ were restricted to the Bjarnarflag and Leirhnjúkur clusters. The b -value for events originating beneath the geothermal area of Bjarnarflag is significantly lower than that for events in the adjacent fissure zone. This indicates that, if b-value is related to rock stress, the source volume is in a relatively high state of stress compared with that in the central zone of activity. Statistically significant temporal variations in $b$-value are very small.

## Chapter IV

## Simultaneous Tomographic Inversion

### 4.1 Introduction

Three-dimensional seismic imaging (tomographic) techniques have been used extensively in recent years to tackle some of the most fundamental problems in earth sciences. Global surface-wave inversions have given some insight into the nature of hotspots and the structure beneath mid-ocean ridges (e.g. Dziewonski and Anderson, 1984), and body waves have been used to produce coarse images of lowermantle structure (e.g. Sengupta et al., 1981). Teleseismic tomography has been used to image lithospheric structure (e.g. Aki et al., 1977; Mitchell et al., 1977) and areas of lithospheric subduction (e.g. Hirahara and Mikumo, 1980; Humphreys et al., 1984). The teleseismic method has been particularly successful at outlining low velocity zones beneath volcanic systems, which are generally interpreted as magma chambers or zones of partial melt within the crust or upper mantle (e.g. Ellsworth and Koyanagi, 1977; Reasenberg et al., 1980; Sharp et al., 1980; Robinson and Iyer, 1981; Oppenheimer and Herkenhoff, 1981; Stauber et al., 1988). See Iyer (1984) for a review. However, because of the low frequency content, these travel-time data are only sufficient to resolve very large crustal structures.

The higher frequency content of local earthquake and explosive phases allows the illumination of smaller scale lateral variations in upper-crustal structure. Volcanic and geothermal complexes have been most frequently targeted by this technique because of the expectation that extreme lateral structural inhomogeneities will be associated with them. Low velocity zones have been interpreted as magma chambers or zones of partial melt when they occur beneath active volcanoes (e.g. Thurber, 1984; M ${ }^{c}$ Nutt and Jacob, 1986; Evans and Zucca, 1988; Achauer et al., 1988; Burnett et al., 1989; Foulger and Toomey, 1989), or have been associated with fractured geothermal reservoirs (e.g. Benz and Smith, 1984; Eberhart-Phillips, 1986; Toomey et al., 1988) or with volumes of tephra and sedimentary fill (e.g. Eberhart-Phillips, 1986; Evans and Zucca, 1988). High velocity zones are commonly linked with (high
density) igneous intrusives (e.g. Achauer et al., 1988; Foulger and Toomey, 1989; Lees and Crosson, 1990).

### 4.2 Simultaneous Inversion

### 4.2.1 Introduction

The primary aims of seismologists who study local earthquake data are often those of hypocentral location and focal mechanism determination. In order to locate earthquakes it is necessary to assume some simplified velocity model and then to calculate the travel times of seismic waves propagating between the source and the receivers. The earthquake hypocentre is then estimated by minimizing the difference between the observed and calculated travel times (section 3.3.1) and seismic wave take-off angles are used to plot focal mechanism solutions. However, in areas of significant lateral variation in crustal structure, neither earthquake hypocentres nor focal mechanisms can be determined accurately without more detailed knowledge of the three-dimensional seismic velocity field. The coupled problem of simultaneously locating local earthquakes whilst inverting for three-dimensional velocity structure can be conveniently addressed using the simultaneous inversion method.

### 4.2.2 The Simultaneous Inversion Algorithm

Several algorithms have been developed in the last 15 years to solve the overdetermined simultaneous inversion problem. The principal difference between them has been variation in representation of the Earth's velocity structure, e.g. constant velocity layers (Crosson, 1976), constant velocity blocks (Aki and Lee, 1976), analytical functions defined by a small number of parameters (Spencer and Gubbins, 1980), arbitrarily shaped averaging volumes (Chou and Booker, 1979), continuous functions with a priori probability density distributions (Tarantola and Nercessian, 1984), and three-dimensional interpolation between nodes of specified values (Thurber, 1983, 1985). The method of parameterization should be general enough so that no assumption is made a priori about the geometry of velocity heterogeneity (such as constant velocity layers). It is also desirable with local earthquake data to have a method for selecting parameters which allows smooth tracing of seismic rays laterally through a model, without encountering sharp boundaries
such as block edges. The interpolative method of Thurber $(1983,1985)$ satisfies these requirements and is probably one of the better methods suited to imaging small scale lateral inhomogeneities in the shallow crust from local earthquake data.

Given a set of arrival times from an earthquake, an estimate of the hypocentral location and a starting velocity model, each travel-time reduction $r$ can be related to model parameter changes : -

$$
r=\Delta t_{e}+\frac{\partial t}{\partial x_{e}} \Delta x_{e}+\frac{\partial t}{\partial y_{e}} \Delta y_{e}+\frac{\partial t}{\partial z_{e}} \Delta z_{e}+\sum_{n=1}^{N} \frac{\partial t}{\partial v_{n}} \Delta v_{n}
$$

where $\Delta t_{e}, \Delta x_{e}, \Delta y_{e}, \Delta z_{e}$ and $\Delta v_{n}$ are perturbations to the hypocentral parameters (earthquake origin time and location) and velocity parameters respectively. $\frac{\partial t}{\partial x_{e}}, \frac{\partial t}{\partial y_{e}}, \frac{\partial t}{\partial z_{e}}$ and $\frac{\partial t}{\partial v_{n}}$ are partial derivatives of arrival time with respect to these parameters. $N$ is the number of velocity parameters.

Thurber $(1983,1985)$ adopted an iterative approach to the over-determined simultaneous inversion problem. A flow diagram for his program SIMUL3 is shown in figure 4.1. It has has three principal features :-

- Velocity Model Parameterization
- Approximate Ray Tracing


## - Parameter Separation

The velocity at a given point ( $x, y, z$ ) is interpolated from the eight surrounding nodal values in a $3-\alpha$ cartesian grid by distance weighting. This results in a realistic and continuous velocity structure. The travel-times for equations 4.1 are calculated using an approximate ray-tracing method (Thurber and Ellsworth, 1980), which is carried out in three dimensions (figure 4.2). The travel time along each of a large number of smooth curves connecting the source and receiver are calculated and the fastest curve adopted as the best estimate of the true ray path. This travel-time estimate agrees well with that calculated by rigorous threedimensional ray tracing for paths which are shorter than 50 km (Smith, 1987d), so that this method provides a good, computationally inexpensive, alternative.


Figure 4.1: Structure and flow diagram for the simultaneous tomographic inversion program SIMUL3.
(a)

(b)


Figure 4.2 : The approximate ray tracing scheme. (a) Circular paths of varying radii of curvature are constructed. (b) The plane containing the paths is systematically rotated about the source-receiver axis. The path with the shortest travel-time is adopted as the best estimate of the true ray path (from Thurber, 1983).

The coupled inverse problem can be expressed in matrix notation and split into two separate inverse problems (Parvis and Booker, 1980) : -

$$
\mathbf{r}_{i}=\mathbf{H}_{\mathbf{i}} \Delta \mathrm{h}_{\mathbf{i}}+\mathrm{M}_{\mathbf{i}} \Delta \mathrm{m}
$$

where $\mathbf{H}_{\boldsymbol{i}}$ and $\mathbf{M}_{\boldsymbol{i}}$ are matrices of hypocentral and velocity partial derivatives for the $i$ th event, $\mathbf{r}_{i}$ and $\Delta \mathbf{h}_{\boldsymbol{i}}$ are vectors containing the $L$ residuals and four unknown hypocentral parameter adjustments, and $\Delta \mathrm{m}$ is the vector of the $N$ velocity parameter adjustments. It should be noted that these travel-time residuals include all errors in the timing of arrivals, which are assumed to be random and ingependent and therefore eliminated by subsequent application of the least-squares method.

It can be shown (Marquardt, 1963) that the best least-squares solution to the sysfem of linear equations involving travel-time residuals, velocity partial derivatives and velocity parameter adjustments satisfies the normal equations :-

$$
\left(\mathbf{M}^{\prime T} \mathbf{M}^{\prime}+\boldsymbol{\Theta}\right) \Delta \mathbf{m}=\mathbf{M}^{\prime T} \mathbf{r}^{\prime}
$$

where the diagonal damping matrix $\Theta$ is introduced to suppress strong fluctuations in the solution due to small random errors (egg. Aki and Lee, 1976). Then by considering the submatrices $\mathbf{r}_{i}^{\prime}$ and $\mathbf{M}_{i}^{\prime}\left(i=1, \ldots N_{e q}\right)$, where $N_{e q}$ is the total number of earthquakes, it is possible to accumulate the matrix $\mathbf{M}^{\prime T} \mathbf{M}^{\prime}$ and the vector $\mathbf{M}^{\prime T} \mathbf{r}^{\prime}$ of equation (4.3) sequentially as each event is processed. This circumvents the problem of requiring excessive amounts of computer memory (Thurber, 1983). The solution to the normal equations (4.3) is then found by inverting the symmetrical matrix $\mathbf{M}^{\prime T} \mathbf{M}^{\prime}$, egg. Aki and Lee (1976), and the best least-squares estimate $\Delta \widetilde{\mathbf{m}}$ of the velocity parameter adjustments $\Delta \mathrm{m}$ is given by :-

$$
\Delta \widetilde{\mathbf{m}}=\left(\mathbf{M}^{\prime T} \mathbf{M}^{\prime}+\boldsymbol{\Theta}\right)^{-1} \mathbf{M}^{\prime T} \mathbf{r}^{\prime}
$$

These velocity parameter changes are then applied to the starting model and the earthquakes are each relocated iteratively in the new model. The simultaneous inversion is repeated until the reduction in the travel-time residuals is small, as determined by an $F$ test (DeGroot, 1975) on the variance reduction.

* $r$ and $M$ have been transformed into $r^{\prime}$ and $M^{\prime}$ by the operation of a matrix $Q_{0}{ }^{\top}$, which is constructed such that $Q_{0}^{\top} H_{i}=0$, on equation 4.2 (see Thurber (1983) for details).

The resolution matrix $\mathbf{R}$ (Backus and Gilbert, 1968) for the inverse solution (equation 4.4) is :-

$$
\mathbf{R}=\left(\mathbf{M}^{\prime T} \mathbf{M}^{\prime}+\Theta\right)^{-1} \mathbf{M}^{\prime T} \mathbf{M}^{\prime}
$$

Resolution becomes poorer as $\mathbf{R}$ deviates from the identity matrix $\mathbf{I}$.
The covariance matrix of errors in the model (e.g. Aki and Lee, 1976; Kissling, 1988) is then :-

$$
\mathbf{C}=\sigma^{2}\left(\mathbf{M}^{\prime T} \mathbf{M}^{\prime}+\boldsymbol{\Theta}\right)^{-1} \mathbf{R}
$$

where $\sigma^{2}$ is the variance (or standard deviation) of the travel-time data, which is estimated as the sum of the squared residuals divided by the number of degrees of freedom (Aki and Lee, 1976) : -

$$
\sigma^{2}=\frac{\left|\mathbf{r}^{\prime}-\mathbf{M}^{\prime} \Delta \widetilde{\mathbf{m}}\right|^{2}}{\left(L \cdot N_{e q}-4 . N_{e q}-N\right)}
$$

The diagonal elements of $\mathbf{R}$ and $\mathbf{C}$ are normally cited as the resolution and covariance values of the velocity parameters, since off-diagonal elements are usually small (Wiggins, 1972). However, the off-diagonal elements can be important indicators of the influence on these parameter values by other nodes in the model. Thus, a velocity perturbation at node $i$ will influence the perturbation at node $j$ if $R_{i j}$ is significantly non-zero, and the error in the perturbation will cause an error at node $j$ if $C_{i j}$ is significantly non-zero.

The standard error $D_{j}$ of the $j$ th model parameter is estimated by:-

$$
D_{j}=\sqrt{C_{j j}}
$$

where $C_{j j}$ is the diagonal element of the covariance matrix $\mathbf{C}$ corresponding to the $j$ th model parameter.

### 4.2.3 Software

The simultaneous inversion algorithm SIMUL3 was used in this study (Thurber, 1985). It was implemented at the University of Durham as part of the Durham University Earthquake Data Reduction and Processing System (DUEDROPSTOMOGRAPHY), (Smith, 1987d,f), with a number of improvements designed
to increase its user-friendliness and compatability with other DUEDROPS software. DUEDROPS-TOMOGRAPHY also contains a program called TOMPLOT which produces contour plots of the velocity field output from SIMUL3DUR (the Durham version of SIMUL3) on a horizontal or vertical plane. Another program, MAPPLOT, allows tomographic output to be superimposed on top of maps or sections produced by HYPOPLOT (section 3.3.4).

### 4.3 Model Development

### 4.3.1 Event Selection

Input for the simultaneous inversion was selected from the best located earthquakes. Events were chosen according to their accuracy of location by HYPOINVERSE (section 3.3.5) and to the number of recorded arrivals. The following criteria were used in the selection process:-

- $\mathrm{RMS} \leq 0.08 \mathrm{sec}$
- $\mathrm{ERH} \leq 1.0 \mathrm{~km}$
- $\quad$ ERZ $\leq 1.0 \mathrm{~km}$
- GAP $\leq 180^{\circ}$
- Minimum number of arrivals from event : Bjarnarflag cluster (15), Fissure Zone and Leirhnjúkur cluster (10), and in areas of sparse seismicity (9).

Using these selection criteria, 105 local earthquakes were chosen for the inversion. Six timed local explosion were also included, giving a total of 1771 P -wave arrival times in the dataset. The initial earthquake hypocentral parameters used were those output by HYPOINVERSE using a one-dimensional velocity model. The origin times and locations of explosions were held fixed throughout the inversion process. The minimum number of arrivals for events included in the inversion was varied according to epicentral location, in order to include events from zones of sparse activity and thereby achieve a better distribution of hypocentres.

### 4.3.2 Velocity Model Parameterization

### 4.3.2.1 Parameter Values

An initial nodal distribution for velocity parameters of 2 km spacing horizontally and 1 km vertically was chosen on the basis of the scale of surface geological features (figure 2.1). It was using this configuration that tests were carried out to determine the best starting velocity model and the best damping value.

The obvious initial model to be input to the inversion process was the one that was used for hypocentral location (section 3.3.2). This velocity profile needed to be reformulated slightly in order to satisfy the input format requirements of the program. The velocity field output from this first test inversion showed significant increases in average velocity for each layer, and so these averages were input as the model for a further inversion. As this process was repeated, the average layer velocities approached constant values (figure 4.3a) and the reduction in traveltime residuals improved (figure 4.3b). The final average one-dimensional model is hereafter called the 'evolved 1-d' model.

Figure 4.4 shows a comparison betweenthe initial one-dimensional model and the 'evolved 1-d' velocity model. The higher average velocities resulting from these initial inversions may have been a result of using unrealistically low velocities as input. All but two of the explosions used in developing that model were detonated on the flanks of Krafla central volcano and fissure swarm, which were the subjects of the inversion (figure 3.1). Indeed, Zverev et al. (1980) found by refraction and reflection profiling that crustal velocities reached peak values beneath the axis of the Krafla fissure swarm (figure 1.4), and Palmason (1971) and Flovenz (1980) suggested that there is an increase in crustal velocity in the region of central volcanoes. A similar overall increase in local velocity was observed by Toomey and Foulger (1989) for a simultaneous inversion carried out on data from the Hengill-Grensdalur central volcano complex in Southwest Iceland. The 'evolved 1d' velocity model for the Krafla data was used as a starting model in all subsequent tomographic inversions, so that areas of relatively high and low velocities could be outlined.

Figure 4.5 shows the effect on the variance reduction of using different damping values in the inversion. The maximum variance reduction was achieved with a damping value of $0.2 \mathrm{sec}^{2}$, which was used for all subsequent inversions. However, no major difference in the inversion solution was observed by using the different damping values, indicating that the solution was generally stable.

### 4.3.2.2 Parameter Distribution

Toomey and Foulger (1989) deal in some depth with the problem of velocity model parameterization for the Hengill-Grensdalur local earthquake dataset. They ob-



Figure 4.4: A comparison between the original one-dimensional velocity model used for hypocentral location by HYPOINVERSE, and the 'evolved 1-d' model input to the final simultaneous inversion.


Figure 4.5 : Data variance after 7 iterations, using different values of the damping parameter.
serve that an increase in the density of velocity parameters simultaneously leads to improved image fidelity but a decrease in individual parameter resolution (as measured by the diagonal of the resolution matrix). They also report that a change in the density of parameterization can give significantly different results. In general they find that, for damped least squares inversion, good parameterization maximizes the density of velocity nodes and minimizes the number of poorly sampled nodes, and proposed that good model fidelity is more important than the resolution of an individual parameter. This emphasis on image fidelity differs from that in many other studies (e.g. Aki and Lee, 1976; Thurber, 1983), where little reasoning is given for the choice of model parameterization and the emphasis is placed instead on estimating parameter resolution.

In addition to the initial horizontal and vertical parameter distribution of 2 km and 1 km respectively, two coarser configurations were tested with horizontal separations of 3 km and 4 km , and each with a vertical separation of 2 km . Parameterization in a finer grid (e.g. 1 km horizontally) was not possible since this would have required machine dependent storage allocation limits for arrays and common blocks to have been exceeded (Smith, 1987d). Figures 4.6-4.8 show contour plots of velocity difference from the starting model for the three different parameter densities. Alongside each is shown the diagonal member of the resolution matrix and the number of rays passing close to a node ('hits', from the observation matrix). It should be noted that the crosses representing nodes on the velocity maps are not mapped correct, due to a bug in the plotting routine, but should be reversed in the $x$-direction.

Although the results are generally similar in their distribution of areas of relatively high and low velocities, significant variations in the exact location, shape and size of the anomalies is evident (figures 4.6-4.8). For example, the two coarse velocity parameterizations have given rise to much broader areas of anomalous velocity than the original dense configuration, which displays a greater number of discrete anomalous zones. This is particularly clear to the south, where the plots for the two coarser models show broad areas of high and low velocities, whereas the denser gridded model features alternating zones high and low velocity.

These differences may be attributed to a combination of sources. The location of
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Figure 4.7 : (a) Contoured plot on a plane at 2 km depth of the change in velocity from the evolved 1-d' model, using a velocity node spacing of 3 km horizontally and 2 km vertically (the 'coarser' model). (b) The diagonal member of the resolution matrix (top), and the number of rays passing close to the node (bottonı) for each velocity node.
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the grid nodes seems to affect the central location of the anomalies. For example, the high velocity area which is centred on $(x=10, y=12, z=2)$ in figure 4.7 a is centred on $(9,13,2)$ in figure 4.8 a ; in each case the centre is close to the nearest node. Also, where fewer nodes exist, a greater degree of spatial interpolation is required of the contouring program which results in broader and smoother anomalous zones. However, the most important source of variation between the models is likely to be the difference in the volume over which the velocity has been averaged by the inversion process. The reduction in the number of 'hits' towards the edge of each model appears to become more extreme as the parameter density increases. This is a good indication of the difference in the degree to which ray information is averaged in the three models. It also shows up the inadequacy of the 'hit' matrix, which gives no information about the spatial separation between seismic rays and velocity parameters.

### 4.3.3 Resolution

The two most important problems which now present themselves are (a) which velocity parameterization, if any, yields the most acceptable inversion results ? and (b) which parts of the model are imaged to sufficiently high resolution to enable a reliable geological interpretation?

Figure 4.9 shows how some indicators of inversion quality have been affected by the different model parameterizations. The densest nodal distribution has resulted in a significant reduction in the mean r.m.s. travel-time residual and travel-time variance compared to the coarser models, indicating that it has best modelled the data. The trace of the resolution matrix, which is a good measure of the total amount of information present in a solution (Wiggins, 1972; Toomey and Foulger, 1989), is significantly larger for the densest parameterization than for the others. This further suggests that the densest model yields the solution with the best total image quality (as well as the best fidelity). However, it is possible that parameterization on a finer grid than any of those tested may have resulted in an even better inversion solution, but this could only be attempted using a computer with greater storage capacity than was available for this study (section 4.3.2.2). It is equally possible, however, that such very dense parameterization would result in significant volumes in the interior of the model being inadequately sampled. The
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Figure 4.9 : The effect on some indicators of inversion quality of using three different velocity node spacings defined in figures 4.6-4.8. ' $A$ ' = the 'dense' model, ' $B$ ' = the 'coarser' model. and ${ }^{\prime} C$ ' = the 'coarsest' model. (a) Trace of the resolution matrix. (b) variance reduction. (c) root mean squared residual. (d) sum of the squared residuals. Note that figures (b), (c), and ( $\alpha$ ) show essentially the same thing in slightly different forms.
individual diagonal members of the resolution matrices show the expected decrease in value as parameter density is increased (figures 4.6-4.8). However, this is not as important as the effect of suppressing the image fidelity of excessive volumetric averaging of velocity when too coarse a grid is used (Toomey and Foulger, 1989). Thus the individual diagonal members of the resolution matrix are probably not a good independent measure of the significance of velocity anomalies imaged in the Krafla volcanic system.

Each row of the resolution matrix is an averaging vector for a single model parameter and describes the influence of every other parameter value on its own (e.g. Wiggins, 1972; Menke, 1984). In other words, when the model resolution matrix is not the identity matrix, the estimate of a model parameter is a weighted average of all parameters. Therefore in order to achieve localized averaging of velocity into single parameters, it is important to reduce the influence of other parameter values to an acceptable level.

The spread function (Backus and Gilbert, 1967, 1968) gives a measure of how compact each averaging vector is, or of the 'spread' of the off-diagonal elements of the resolution matrix. It can therefore be useful in determining what scale of features in a model can actually be resolved. Menke (1984) defined it as : -

$$
\operatorname{Spread}(\mathbf{R})=\sum_{i=1}^{N} \sum_{j=1}^{N} w(i, j) R_{i j}^{2}
$$

where $R_{i j}$ are elements of the $N \times N$ resolution matrix and $w(i, j)$ is a weighting function defined as the distance between the $i$ th and $j$ th nodes. Therefore a small value of the spread function for a parameter implies that localized averaging of velocity is taking place. The question now becomes : how small is small?

The calculation of the individual parameter spread functions has not been carried out for this inversion because of the extensive programming complexities involved. Toomey and Foulger (1989) found, by pictorial examination of averaging vectors for the Hengill-Grensdalur system, that a spread value of 2 was an effective upper limit for distinguishing between parameters with compact averaging vectors and those with significant lateral averaging of velocity. Their plot of the spread function for a velocity parameter against its 'derivative weight sum' (DWS) shows quite a
clear relationship (figure 4.10). The DWS provides a useful relative measure of the density of seismic rays near a velocity node. It is a better indicator of ray distribution than the more commonly cited ray observation or 'hit' matrix since it is influenced by the spatial separation of the rays from the velocity node (Toomey and Foulger, 1989). They note that the scatter in the correlation is due to the fact that the averaging vector also depends on the geometry of rays near the grid point.

Since the velocity model parameterizations for the Hengill-Grensdalur volcanic system (Toomey and Foulger, 1989) and for the Krafla volcanic system are very similar, and the DWS is related only to the density of rays near a parameter, it seems reasonable to expect a DWS which approximately corresponds to a spread value of 2 in figure 4.10 to be a fair threshold above which parameters may be considered to be well resolved in the Krafla inversion solution. Velocity nodes with a DWS of 50 or greater are therefore considered to be adequately resolved.


Figure 4.10 : A plot of the derivative weight sum (DWS) versus the spread function of the averaging vector $S\left(r_{p}\right)$ for model parameters used in the inversion of P -wave data from the Hengill-Grensdalur volcanic system in Southwest Iceland. The dashed line at $S\left(\mathbf{r}_{p}\right)=2$ was considered the upper limit for values of the spread function considered to be acceptable (from Toomey and Foulger, 1989). The ows provides only a relative measure of ray distribu--tion and its units of distance are unimportant (Toomey and Foulger, 1989).

### 4.4 Inversion Results

### 4.4.1 The Final Inversion Solution

The velocity parameter distribution for the final simultaneous inversion had nodes with horizontal separation of 2 km , except for a 3 km spacing at the eastern edge, and with a vertical separation of 1 km from sea level to 4 km depth. This gives a total of 350 nodes sampling a volume of $13 \times 18 \times 4 \mathrm{~km}^{3}$ (figure 4.11 ). The grid was designed to have its $y$-axis parallel to the axis of the volcanic system, to enclose in a tight envelope all the local telemetered stations (except for NBI, which lay outside the system) and to stop at the (apparent) seismic basement. This volume needed to be surrounded by another layer of nodes displaced from the interior grid by a considerable distance, which acted as bounding nodes. The values of the input velocity parameters were those given by the 'evolved 1-d' model of figure 4.4. A copy of the input control parameters, stations, initial velocity model and event locations are given in appendix B.1. The output event locations, velocity model, observation matrix, DWS matrix, diagonal resolution values and standard errors, as well as statistics for the inversion iterations, are given in appendix B.2.

### 4.4.2 Presentation of Results

Maps of velocity difference from the starting velocity are shown in figures 4.12a to 4.12e. The limits of good resolution are indicated by the DWS $=$ 50 contour. Vertical cross-sections of velocity are shown in the same way in figures 4.13a to 4.13 h .

It is not easy to visualize three-dimensional features by studying a series of twodimensional maps. Three-dimensional perspective visws have therefore been produced using the UNIRAS-GEOPAK mapping package (Uniras, 1985). This package enables the user to produce full colour, high resolution, smooth shaded maps in two and three-dimensions with little computer programming. The Fortran program MOD3D given in appendix $C$ was written by the author to produce threedimensional plots of P -wave velocity anomalies for the Krafla volcanic system. Nodal velocities output from SIMUL3DUR were interpolated to 0.25 km spacing in three-dimensions (using TOMPLOT, with a slight modification) and converted into blocks. Blocks with a velocity anomaly less than a given threshold (0.65

Figure 4.11 : The velocity grid spacing used to produce the final tomography results. Vertical node spacing was 1 km .
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Figure 4.12a : Velocity differences from the 'evolved $1-\mathrm{d}$ ' velocity model at a depth of 0 km . The contour interval is $0.2 \mathrm{kms}^{-1}$. Areas with velocity difference $\geq+0.5 \mathrm{kms}^{-1}$ are stipled, and areas with velocity difference $\leq-0.5 \mathrm{kms}^{-1}$ are shaded. The poorly resolved areas (DWS; 50) are hatched.
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Figure 4.12b : Velocity differences from the 'evolved 1-d' velocity model at a depth of 1 km . The contour interval is $0.5 \mathrm{kms}^{-1}$. Areas with velocity difference $\geq+0.5 \mathrm{kms}^{-1}$ are stipled, and areas with velocity difference $\leq-0.5 \mathrm{kms}^{-1}$ are shaded. The poorly resolved areas (DWS $; 50$ ) are hatched.


Figure 4.12c : Velocity differences from the 'evolved 1-d' velocity model at a depth of 2 km . The contour interval is $0.5 \mathrm{kms}^{-1}$. Areas with velocity difference $\geq+0.5 \mathrm{kms}^{-1}$ are stipled, and areas with velocity difference $\leq-0.5 \mathrm{kms}^{-1}$ are shaded. The poorly resolved areas (DWS; 50) are hatched.

$$
\begin{aligned}
& \text { Deptn }=1.00 \mathrm{~km} \\
& \text { Scale }=1: \begin{array}{l}
100000
\end{array}
\end{aligned}
$$



Figure 4.12d : Velocity differences from the 'evolved 1-d' velocity model at a depth of 3 km . The contour interval is $0.5 \mathrm{kms}^{-1}$. Areas with velocity difference $\geq+0.5 \mathrm{kms}^{-1}$ are stipled, and areas with velocity difference $\leq-0.5 \mathrm{kms}^{-1}$ are shaded. The poorly resolved areas (DWS ; 50) are hatched.


Figure 4.12e : Velocity differences from the evolved 1-d' velocity model at a depth of 4 km . The contour interval is $0.5 \mathrm{kms}^{-1}$. Areas with velocity difference $\geq+0.5 \mathrm{kms}^{-1}$ are stipled, and areas with velocity difference $\leq-0.5 \mathrm{kms}^{-1}$ are shaded. The poorly resolved areas (DWS; 50) are hatched. Note that very little is well resolved at this depth.


Figures 4.13a-d : Cross-sections from east to west through the final velocity model. The contour interval is $0.5 \mathrm{kms}^{-1}$. The poorly resolved areas (DWS <50) are hatched. (a) $y=16$ km , (b) $y=14 \mathrm{~km}$, (c) $y=12 \mathrm{~km}$, and (d) $y=10 \mathrm{~km}$.
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Figures $4.13 \mathrm{e}-\mathrm{h}:$ Cross-sections from east to west through the final velocity model. The contour interval is $0.5 \mathrm{kms}^{-1}$. The poorly resolved areas (DWS $<50$ ) are hatched. (e) $y=8 \mathrm{~km}$, (f) $y=6 \mathrm{~km}$, (g) $y=4 \mathrm{~km}$, and (h) $y=2 \mathrm{~km}$.


Figure 4.14a : Three-dimensional perspective map of velocity differences from the 'evolved 1-d' model. Viewed from Southeast.
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Figure 4.14b : Three-dimensional perspective map of velocity differences from the 'evolved 1-d' model. Viewed from Northeast.
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Figure 4.14c : Three-dimensional perspective map of velocity differences from the evolved 1-d' model. Viewed from Northwest.
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Figure 4.14d : Three-dimensional perspective map of velocity differences from the 'evolved 1-d' model. Viewed from Southwest.
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Figure 4.15a : Three-dimensional perspective map of the derivative weight sum (DWS). Only volumes for which DWS $\geq 50$ are shown. Viewed from the Southeast.
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Figure 4.15b : Three-dimensional perspective map of the derivative weight sum (DWS) below 2 km depth. Only volumes for which DWS $\geq 50$ are shown. Viewed from the Southeast.


Figure 4.16 : Three dimensional perspective map of velocity differences from the 'evolved 1 - d ' model. Only volumes for which DWS $\geq 50$ are shown. Viewed from the Southeast.
$\mathrm{kms}^{-1}$ ) were then removed to make the model transparent to all but relatively large anomalies. The three-dimensional model is shown with a variety of perspective views in figures 4.14 a to 4.14 d . Figures 4.15 a and 4.15 b show the volume which is considered to be well resolved (DWS $\geq 50$ ), as viewed from the southeast. It can clearly be seen that resolution near the surface is good over almost the complete area of study (figure 4.15a). Not surprisingly, there is a close correlation between areas of good resolution and areas of seismometer coverage (figure 4.11). Figure 4.15 b illustrates how the resolved volume decreases with depth, and how the heart of the imaged volume is the best resolved (has the highest DWS). As discussed earlier, this distribution in DWS is a result of variation in the density of rays passing through the model. Figure 4.16 is a perspective plot of only those volumes of anomalous velocity which are well resolved (only those volumes in figure 4.14a which have DWS $\geq 50$ are shown), as viewed from the southeast.

It should be emphasized that smoothing of velocity has not only occurred in the inversion process, but has also been carried out in the mapping interpolation scheme. As a result, seismic discontinuities cannot faithfully be imaged. Furthermore, all imaged volumes are smoothed such that their highest velocity contrast is positioned in their centres, even though they may be of uniform velocity. These factors must be taken into account during the interpretation of the images.

### 4.4.3 Krafla P-wave Velocity Anomalies

Only those velocity anomalies which are defined by more than one node have been interpreted as being geologically significant. Thus, for an anomaly to be considered important, it must have a volume of at least about $2 \mathrm{~km}^{3}$ within the bounds of the well resolved volume.

Several distinct bodies of relatively high velocity exist within the Krafla volcanic system. At 1 km depth (figure 4.12 b ), three significant high velocity volumes are evident which lie beneath the western, northern and eastern outlines of the Krafla caldera. The western anomaly, centred at $(11,14,1)$, is up to $2 \mathrm{kms}^{-1}$ faster than the surrounding crust (i.e. up to about $6.5 \mathrm{kms}^{-1}$, figure 4.13 b ) and extends up to the surface and down to about 2 km depth. It is shown clearly in figures 4.14 a and 4.16. The eastern anomaly extends from the surface at about ( $3,10,0$ ) (figure 4.12a) and deepens northward until it reaches its maximum value and areal extent
at about $+2 \mathrm{kms}^{-1}$ centred on $(3,16,2)$, although at that point it is not well resolved (figures $4.12 \mathrm{c}, 4.13 \mathrm{a}$ ). The northern anomaly extends from about $(6,16,1)$ with a value of up to $+1.5 \mathrm{kms}^{-1}$, and merges with the eastern anomaly at 2 km depth (figures $4.12 \mathrm{c}, 4.14 \mathrm{~b}$ ). The only other significant zone of high velocity lies in the extreme south of the area and is also anomalous by up to $+2 \mathrm{kms}^{-1}$. It appears to be centred at about $(6,0,1)$ and extends to the surface at the ash cone Hverfjall (figure 2.3) and down to about 2 km depth (figures 4.14a,d, 4.16). However, it may extend further to the south, beyond the imaged volume.

The most coherent zone of low velocity lies within the Krafla caldera. It stretches from about $(9,16,2)$ to $(5,13,2)$ at 2 km depth and extends to the surface in the form of two low velocity pipes (low by up to $-1 \mathrm{kms}^{-1}$ ) which appear to outcrop at the western flank of Mt. Krafla $(5,14,0)$ and about 2 km west-northwest of Leirhnjúkur $(9,14,0)$, (figures $4.13 \mathrm{~b}, 4.14 \mathrm{a}, \mathrm{c}, \mathrm{d}, 4.16)$. The other volume of low velocity near the surface extends from Bjarnarflag $(7,4,0)$ towards the north at $(7,7,0)$ and towards Reynihlid in the west at $(10,4,0)$; it is anomalous by about $-0.7 \mathrm{kms}^{-1}$.

At about 1 km depth there are two main low velocity zones outside the caldera : one is centred at about ( $10,8,1$ ), (figures $4.12 \mathrm{~b}, 4.14 \mathrm{~d}$ ), is about 4 km in diameter and is anomalous by up to $-1 \mathrm{kms}^{-1}$; the other is a long narrow zone extending from about $(4,2,1)$ to about $(2,6,1)$ and has a velocity which is low by around $-0.7 \mathrm{kms}^{-1}$ (figure 4.12b). Another significant area of low velocity has its peak 2 km beneath Bjarnarflag at ( $7,4,2$ ), and is an anomaly of up to $-1.5 \mathrm{kms}^{-1}$ (figure 4.13 g ). As depth increases, this zone extends towards the northeast and southwest. The only other reasonably well resolved low velocity zone exists between about $(10,9,3)$ and $(7,11,3)$, with an anomalous velocity of about $-0.5 \mathrm{kms}^{-1}$ (figure 4.12 d ).

There is no indication from the anomalies outlined above of the presence of significant azimuthal P -wave velocity anisotropy. This is consistent with (and a result of) the absence of significant azimuthal variation in travel-time residuals observed earlier (figure 3.4).

It should be noted that the volumes of high and low velocity outlined by this description are anomalous relative to the starting velocity model (the 'evolved 1-d' model), the values of which were effectively averages for the whole imaged volume. The presence of a central volcano, which features higher crustal seismic
velocities than more 'normal' Icelandic crust, has caused the starting model to have higher average values. This has resulted in larger volumes of relatively low velocity being imaged to the south of the model than in the vicinity of the caldera. The maps of velocity values rather than differences may therefore be more useful for outlining volumes of anomalous velocity when compared with regional velocities.

### 4.5 Earthquake Relocation

### 4.5.1 The Effects

### 4.5.1.1 Introduction

The effects of relocating the Krafla local earthquake hypocentres by the simultaneous inversion process are large and varied. They are illustrated in this section using the DUEDROPS program MAPPLOT (Smith, 1987d), which allows the plotting of revised event locations (as solid circles) joined by vectors to the preinversion locations. A version of SIMUL3 which carries out the location of events through a given velocity structure without going on to invert for velocity model perturbations was used. In this way, the full dataset presented in figures 3.6-3.9 was relocated through the 'evolved $1-\mathrm{d}$ ' and final $3-\mathrm{d}$ velocity structures without perturbations in velocity structure. Appendix D contains the original and final hypocentral locations of the events presented in chapter 3.

### 4.5.1.2 Relocation Using the 'Evolved 1-d' Model

Figures 4.17-4.19 demonstrate the effects on the calculated hypocentres of increasing the average layer velocities from the original one-dimensional model to the 'evolved 1-d' models. The effect on the epicentres is generally no more than 0.5 km , which is of the same order as the ERH of the original location (section 3.3.5), although a few have been relocated by more than this amount (figure 4.17). Epicentres of events originating within the Bjarnarflag cluster and the 'fissure zone' have generally been relocated to the north by about $0.1-0.2 \mathrm{~km}$ (figure 4.18). Relocation also has the effect of reducing the depth of virtually all events by $0.6-0.7$ km (figures 4.18, 4.19). This is consistent with the effect discussed in section 3.3.3.

### 4.5.1.3 Relocation Using the Final 3-d Model

Figures 4.20-4.22 show the effects on the calculated hypocentres between location through the 'evolved 1-d' velocity model and the final 3-d model. The hypocentre maps are shown with contours outlining the extent to which the three-dimensional velocity model is well resolved. Events originally located outside this well-resolved volume are not reliably relocated and are therefore disregarded in this analysis.


Figure 4.17 : Relocation of epicentres from those computed using the original one-dimensional velocity model and HYPOINVERSE (figure 3.7), to those computed using the 'evolved 1-d' model and SIMUL3. Closed circles represent the new locations, which are joined to the original locations by short lines. The locations of the hypocentre cross-sections in figures 4.18 and 4.19 are shown.

Figure 4.18 : Relocation of hypocentres along cross-section 1A-1B of figure 4.17, from those computed using the original one-dimensional velocity model (figure 3.8) to those computed using the 'evolved 1-d' model. Symbols as defined in figure 4.17.


Figure 4.19 : Relocation of hypocentres along cross-sections perpendicular to the trend of the surface fissure swarm, from those computed using the original one-dimensional velocity model (figure 3.9) to those computed using the 'evolved 1-d' model. Symbols as defined in figure 4.17.
(a) Section 2A-2B across the Bjarnarflag cluster. (b) Section 3A-3B across the 'fissure swarm'.
(c) Section 4A-4B across the Leirhnjúkur cluster.


Figure 4.20 : Relocation of epicentres from those computed using the 'evolved 1-d' velocity model (figure 4.17) to those computed using the final 3-d model. Closed circles represent the new locations, which are joined to the original locations by short lines. The locations of the hypocentre cross-sections in figures 4.21 and 4.22 are shown.

Figure 4.21: Relocation of hypocentres along cross-section 1A-1B of figure 4.20, from those $3-\mathrm{d}$ model cond The DWS $=50$ contour is shown to indicate the outer limits of the 3 d velocity model considered to be well resolved. Symbols as defined in figure 4.20.


Figure 4.22 : Relocation of hypocentres along cross-sections perpendicular to the trend of the surface fissure swarm, from those computed using the 'evolved 1-d' velocity model (figure 4.19) to those computed using the final 3-d model. The DWS $=50$ contour is shown to indicate the outer limits of the 3-d velocity model considered to be well resolved. Symbols as defined in figure 4.20. (a) Section 2A-2B across the Bjarnarflag cluster. (b) Section 3A-3B across the 'fissure swarm'. (c) Section 4A-4B across the Leirhnjúkur cluster.

It can be seen from the epicentre map (figure 4.20) and hypocentre cross-section (figure 4.22a) that events within the Bjarnarflag cluster have largely been relocated westwards by about 0.2 km . Considerable shallowing has affected events within the Bjarnarflag cluster (figures 4.21, 4.22a). Events are shallower by about 0.5 km at the deepest part of the cluster but this effect appears to be smaller at shallower depths. A slight northward migration of these events is also evident (figure 4.21). Events to the south of Bjarnarflag have been relocated to the north by about 0.5 km (figure 4.20).

Events within the 'fissure zone' have also largely been relocated westwards, by about $0.2-0.5 \mathrm{~km}$ (figures $4.20,4.22 \mathrm{~b}$ ). Many events have also been relocated shallower, particularly those further to the north which are shallower by as much as 1 km . Events at the northern part of the 'fissure zone' also tend to be relocated slightly southwards.

Relocation of events in the Leirhnjúkur cluster is considerable and varied. Epicentres can be seen to have been relocated generally towards the centre of the cluster (figure 4.20), the effect being greater for events originally lying towards its fringes. Many events near the centre of the cluster and to the north have been relocated to shallower depths by up to about $0.5-1.0 \mathrm{~km}$ (figures $4.21,4.22 \mathrm{c}$ ), while those in the subcluster to the east have been moved by about $0.1-0.7 \mathrm{~km}$ nearer to the surface (figure 4.22c).

Figures 4.23 to 4.25 show the final locations of the NISE- 85 local earthquake data. These maps will now be compared with those discussed in section 3.3.5, which used the original velocity model for location.

### 4.5.2 Final Epicentral Distribution

The clearest difference between the epicentre maps (figures 3.7 and 4.23) is the slight relocation, by about $0.2-0.3 \mathrm{~km}$, of events in the Bjarnarflag cluster and the 'fissure zone' of activity to the north and west. In addition, all three main areas of activity appear to be slightly narrower in a direction parallel to the fissure swarm. As a result, the distance between the northern edge of the 'fissure zone' and the centre of the Leirhnjúkur cluster has increased by about 0.4 km . The Bjarnarflag cluster and the 'fissure zone' are also slightly narrower in a direction


Figure 4.23 : The final epicentre map for data collected by the NISE-85 experiment. Events located with an error ERZ $\leq 0.5 \mathrm{~km}$ are plotted as filled circles, and those located with 0.5 km $<\mathrm{ERZ} \leq 1.0 \mathrm{~km}$ are plotted as open circles. The locations of the hypocentre cross-sections in figures 4.24 and 4.25 are shown.
perpendicular to the fissure swarm. Two subclusters of the Leirhnjúkur cluster are still apparent to the east-southeast and north, the latter of which now appears to be more focussed with a roughly north-northwesterly strike.

### 4.5.3 Final Hypocentral Distribution

Significant differences are evident between the original and final hypocentral locations.

After relocation the Bjarnarflag cluster appears to be much more compact, lying between about $1.9-2.8 \mathrm{~km}$ depth compared with $2-4 \mathrm{~km}$ originally (compare figures 3.8 and 4.24 ). It is still bound to the north by an $80^{\circ}$ southward dipping plane which intersects the surface at Bjarnarflag. The cluster still appears convex in shape, with its maximum width changed to about 0.5 km at 2.2 km depth. In a perpendicular direction (figures 3.9a, 4.25a) the cluster now appears to be slightly narrower, at 0.3 km , and is still slightly sub-vertical.

Activity in the 'fissure zone' appears to be less diffuse on the final location plots than on those showing the original locations. The zone now appears to be more rectangular than elliptical in cross-section (figures 3.8 and 4.24), and plunges northwards at about $10^{\circ}$. The roof of the active zone appears more linear than before, reaching a minimum depth of about 1.2 km compared with 1.7 km . The base of the most intense area of activity is also linear, plunging northwards at about $10^{\circ}$ from the northernmost tip of the Bjarnarflag cluster. Two sub-vertical earthquake lineations running through the 'fissure zone' are visible. One extends between depths of about $1.3-2.6 \mathrm{~km}$ at an offset of about 5.6 km on figure 4.24 , and the other is at the northern edge of the zone - at an offset of about 7.7 km - between 1.6-3.0 km depth. In a perpendicular direction (figures $3.9 \mathrm{~b}, 4.25 \mathrm{~b}$ ) the 'fissure zone' still appears to be about $0.3-0.4 \mathrm{~km}$ wide, but no longer has a coherent dip to the west.

Activity in the Leirhnjúkur cluster takes on a very different form when events are relocated using the three-dimensional velocity model. The active zone has been relocated to lie between $0-2.3 \mathrm{~km}$ depth (figures $4.24,4.25 \mathrm{c}$ ) compared with 1.5-3.5 km using the original model (figures 3.8, 3.9c). The previously observed lineation of events up to Hvithólar at the surface is no longer clear and the densest part


Figure 4.24 : The final hypocentres along cross-section 1A-1B of figure 4.23, which is parallel
(a)

(c)


Figure 4.25 : Final hypocentres along crosa-sections perpendicular to the trend of the surface fissure swarm. (a) Section 2A-2B across the Bjarnarflag cluster. (b) Section 3A-3B across the 'fissure swarm'. (c) Section 4A-4B across the Leirhnjúkur cluster.
of the cluster now lies in the centre, close to the greatest depth (figure 4.24). At right angles to this (figure 4.25 c ), activity extending from the north of the cluster projects up to the surface near the hill Leirhnjúkur (figure 2.3), while that to the east occurs at a depth of about 1.7 km beneath the slopes of the Mt. Krafla.

### 4.6 Summary

The simultaneous tomographic inversion of 1771 P -wave arrival times was carried out using the program SIMUL3 (Thurber, 1985), which performs the iterative simultaneous inversion of earthquake hypocentres and origin times, and threedimensional P -wave velocity structure by minimizing r.m.s. travel-time residuals. Initial tests were carried out in order to determine the best starting onedimensional velocity model and damping value. A relatively dense configuration of velocity nodes was found to yield the best inversion solution in terms of variance reduction and image fidelity. A value of the derivative weight sum, which is related to the density of rays passing close to a velocity node, was selected to indicate the volumetric limits of good resolution.

Several significant volumes of relatively high and low velocity have been outlined by this procedure. High-velocity bodies are found to exist at the western, eastern and northern edges of the Krafla caldera, and at the southern part of the seismometer network, beneath the ash cone Hverfjall. Low velocity zones exist within the Krafla caldera on the western flank of Mt. Krafla and slightly west-northwest of Leirhnjúkur. Other volumes of relatively low velocity exist to the north and west of Bjarnarflag near the surface, to the southwest of the caldera, in the southeast of the imaged area at about 1 km depth, and another one plunges to the northeast and southwest from about 2 km depth beneath Bjarnarflag.

The earthquakes have virtually all been relocated to significantly shallower depths with the overall increase in the velocity field. The Bjarnarflag cluster has become tighter and the fissure zone of activity has become more sharply defined compared with the original locations using the original one-dimensional velocity model. The Leirhnjúkur cluster has a clearer core and its subsidiary activity to the north extends to the surface near the hill Leirhnjúkur, while that to the east occurs at about 1.7 km beneath the slopes of the Mt. Krafla.

## Chapter V

## Focal Mechanisms

### 5.1 Introduction

Prior to the NISE-85 experiment, very little was known about the type of earthquake focal mechanisms from the Krafla area. Ward et al. (1969) published a composite solution of 14 events which had been observed using a tripartite array. If slip had occurred on a fault plane which was parallel to the fissure swarm then this solution indicates sinistral strike-slip motion with a component of thrust. Composite solutions have also been determined for events which occurred during one of the recent dyke injection events in the Krafla area (Brandsdóttir and Einarsson, 1979). These solutions are consistent with normal faulting which had been observed at the surface during the same period. More detailed studies of local earthquake focal mechanisms have been carried out on other parts of the Icelandic rift axis. On the Reykjanes Peninsula (Klein et al., 1977) and at the Hengill triple junction (Foulger, 1988b), a large proportion of the solutions indicated normal and strike-slip motion in response to a component of minimum compressive stress which was approximately horizontal and orientated perpendicular to the strike of surface extensional features. At Hengill, about half the events studied could not be interpreted using a double couple model but were interpreted as tensile crack earthquakes resulting from geothermal heat loss in an extensional stress field.

If these observations are considered, it might be expected that focal mechanisms observed during this study would be influenced by a variety of geological processes. Regional extensional stresses are likely to be reduced substantially from previous levels at the end of a major rifting episode, and so a reduced proportion of extensional events might be expected. It also seems likely that the influence on the local stress field of the Krafla central volcano would depend on its state of inflation and reduce with distance from it. Superimposed onto this already complex picture is the influence of the Krafla and Námafjall geothermal areas. What mode of
fracturing would be expected in these areas in the presence of a post-rifting stress field?

The source mechanism of an earthquake is often inferred from the distribution of far field P -wave first motion polarities projected onto a sphere centred on its focus. The upper or lower hemisphere is then mapped onto a plane using a stereographic or equal area ${ }_{\Lambda}^{\text {procetion }}{ }_{\text {The }}$. position of a given seismic station on the focal sphere is described by the azimuthal and take-off angles of a ray travelling from the earthquake focus to the station, which are calculated during the hypocentral location process (section 3.3.3). This method of focal mechanism determination is particularly suitable when only vertical component seismograms are available, in which case most of the recoverable polarity information is derived from the initial P -waves. For an earthquake resulting from shear slip on a buried planar fault in an isotropic medium, the P -wave radiation pattern will consist of compressional and dilatational quadrants which, when projected onto the focal sphere, can be separated by two orthogonal plawes known as nodal planes (section 5.2.2). One of these nodal plames represents the fault plane.

There are several potential problems with this traditional approach to earthquake source determination. It assumes a priori that all earthquakes result from shear slip on planar faults and that other effects do not significantly distort the radiation pattern, and orthogonal nodal planes are typically drawn regardless of whether all the data are consistent with that interpretation. This method has been widely adopted by the seismological community because much observational data fit this theory. However, a significant volume of data cannot be explained in this way.

Non-orthogonal nodal planes are required for many events originating at the MidAtlantic Ridge and its continuation onto the Reykjanes Ridge (e.g. Sykes, 1967, 1970; Klein et al., 1977; Einarsson, 1979; Toomey et al., 1985). A reduced dilatational field for these events has been attributed to the focussing of down-going rays through a sub-crestal magma chamber (Solomon and Julian, 1974), small scale lateral heterogeneity (Klein et al., 1977; Einarsson, 1979), interference between P, pP and sP phases (Tréhu et al., 1981; Einarsson, 1987) and to small errors in focal depths or in the assumed velocity model (Toomey et al., 1985). Tréhu and Solomon (1983) accounted for non-orthogonality of nodal planes for
events at the Orozco Transform by studying lateral velocity heterogeneity, and it has been shown that anisotropy in the source medium can have a similar effect (Kawasaki and Tanimoto, 1981).

Other workers have invoked non-double couple earthquake mechanisms to explain unusual seismic radiation patterns. Chouet (1979) attributed a complete field of compressional first arrivals around sources on the crust of the Kilauea Iki lava lake to the opening of tensile cracks due to cooling. At the Hengill ridge-ridgetransform triple junction in Southwest Iceland, about half the seismic events studied could not be interpreted as double couple earthquakes using first motions and were attributed instead to tensile crack formation (Foulger and Long, 1984; Foulger, 1988b). They observed that these non-double couple events were restricted to a high temperature geothermal area and were interspersed with shear events, and concluded that propagation effects could not therefore account for the nondouble couple radiation patterns. Shimizu et al. (1987) envisaged a coupled tensile crack/shear faulting mechanism to account for short-period radiation patterns of earthquakes occurring around the Miyakejima volcano, Japan. They found that events originating at a short distance from eruptive fissures showed compressional P -wave first motions, which they related to the sudden opening of tensile/shear cracks due to the excess pressure of intrusive magma. Events originating from the fissures showed dilatation arrivals and were related to tensile/shear crack closure due to a decrease in magmatic pressure in the fissures following an eruption. Wong and $\mathrm{M}^{c}$ Garr (1988) reviewed several reports of apparent implosional focal mechanisms associated with coal mining and suggested a mechanism of cavity collapse which would produce the observed $S$-wave radiation patterns as well as the exclusively dilatational P -wave first motions.

Three large earthquakes which occurred during an intense period of activity at Long Valley, California have received considerable attention because of their unusual seismic radiation patterns. Given et al. (1982) inverted surface-wave data to determine the moment tensor for the largest event and found that their double couple solution was not consistent with that derived by using short-period first motions. Propagation effects (Wallace et al., 1983; Given et al., 1982; Barker and Langston, 1983) and simultaneous multiple ruptures (Barker and Langston, 1983;

Ekström, 1983) have been proposed as possible explanations for the unusual radiation patterns, but seem incompatable with the geology of the area (Julian and Sipkin, 1985). A simpler and perhaps more plausible mechanism of tensile failure under high fluid pressure was invoked by Julian (1983) using the compensated linear vector dipole (CLVD) source model (Knopoff and Randall, 1970), and he suggested that the events were generated by dyke injection. However, by studying the effects of the non-double couple source on body wave synthetics, Wallace (1985) found that the CLVD mechanism was not well resolved in the long-period Long Valley data.

There is controversy associated with the interpretation of events with anomalous radiation patterns as non-shear events, since the motions recorded on a seismometer result from both propagation and source effects. Equation 5.9 (section 5.2.2), which describes the amplitude distribution for P -waves in the far-field, is only valid for simple slip on planar shear faults occurring in isotropic media when observed at far-field distances. It has been shown that serious departures from these requirements can result in amplitude fields which cannot be interpreted by conventional means, e.g. multiple events; non-planar faults; anisotropic media or non-double couple source mechanisms. It is important, but sometimes not easy, to correct for as many sources of bias as possible. The correct identification of phases is essential. Of common concern, particularly in local earthquake studies, are the effects of lateral inhomogeneities in the local seismic velocity structure and of errors in the calculated focal depth. If such effects are not corrected for, the radiation field observed at seismic stations will be incorrectly mapped on to the focal sphere. Furthermore, the double couple representation of a seismic source is only valid for far-field distances, that is at positions that are 'more than a few wavelengths away from the source' (Aki and Richards, 1980; p88), where waves can be treated as though they were plane waves.

### 5.2 Representation of a Seismic Source

### 5.2.1 Introduction

The seismic waves generated by fault slip are the same as those generated by a distribution on the fault of certain forces with cancelling moment. For a given fault slip this distribution is not unique, but in an isotropic medium it can always be chosen as a surface distribution of double couples (Aki and Richards, 1980).

The strength of a shear fault source is described by the moment of the constituent couples. The seismic moment is defined as : -

$$
M_{0}=\mu \tilde{u} S
$$

where $\mu$ is the Lamé shear modulus, $\tilde{u}$ is the mean displacement on the fault, and $S$ is the area of the faulting surface (e.g. Aki, 1966).

The seismic moment tensor $\mathbf{M}$, which is a function of space and time, is introduced in order to describe sources which are more general than double couples and to make it easier to deal with coordinate system rotations. $\mathbf{M}$ depends on the source strength and fault orientation, and it characterizes all the information about the source that can be observed (Aki and Richards, 1980). For a shear source, the seismic moment $M_{0}$ is the absolute value of the (equat) principal nomentr of $M$. In general, the equivalent forces system corresponding to to a a ${ }_{\Lambda}$ infinitesimal surface element $d \Sigma$ can be represented as a combination of the 9 couples illustrated in figure 5.1, the strength of which are given by the thents of the thent density tensor $m$. Then elements of the seismic moment tensor $\mathbf{M}$ can be expressed as : -

$$
M_{i j}=\iint_{\Sigma} m_{i j} d \Sigma \quad(i, j=x, y, z \text { directions })
$$

The idealized displacement field in an isotropic medium is a solution of the elastodynamic equation of motion, which can be solved using ${ }_{A}^{\text {th }}$ Green's function. ${ }^{\dagger}$. It can be shown (e.g. Aki and Richards, 1980) that for a dipolar point source with moment tensor $\boldsymbol{M}$, the displacement in the $n$-direction at a point $(\mathbf{X}, t)$ is given by :-

$$
u_{n}(\mathbf{X}, t)=M_{i j} * \frac{\partial G_{n i}}{\partial \xi_{j}}
$$

The Green's function $G_{i j}(x, t)$ is defined as the ith component of the displacement at $X$ caused by an impulsive point force in the $j$-direction applied at the source.


Figure 5.1 : The nine possible couples that are required to obtain equivalent forces for a generally oriented displacement discontinuity in anisotropic media (adapted from Aki and Richards, 1980). Note the symmetry, which reduces the number of independent componants of the mament teroser to 6 .


Figure 5.2 : Cartesian and spherical polar coordinates for analysis of radial and transverse components of displacement radiated by a shear dislocation of area $S$ and average slip $\tilde{\mathbf{u}}$ (adapted from Aki and Richards, 1980).
where $\xi_{j}$ is the $j$ th source coordinate.

A common geophysical problem is that of synthesizing a model of the seismic source using a finite series of displacement measurements which have been observed on the Earth's surface. This is an inverse problem and its solution is non-unique. Any given set of seismograms could be produced by more than one source mechanism.

### 5.2.2 Moment Tensor Representation

The moment tensor is conventionally expressed in cartesian coordinates. In the frequency domain, let it be given by : -

$$
\mathbf{M}=\left(\begin{array}{lll}
M_{x x} & M_{x y} & M_{x z} \\
M_{y x} & M_{y y} & M_{y z} \\
M_{z x} & M_{z y} & M_{z z}
\end{array}\right)
$$

whose six independent components can be arranged as a column vector : -

$$
\mathbf{M}^{\prime}=\left(\begin{array}{llllll}
M_{x x} & M_{x y} & M_{y y} & M_{x z} & M_{y z} & M_{z z}
\end{array}\right)^{T}
$$

Following Julian (1986), equation 5.3 can be written as : -

$$
\mathbf{u}=\mathbf{G}^{T} \mathbf{M}^{\prime}
$$

where : -

$$
\mathbf{G}=\left(\begin{array}{llllll}
G_{x x} & G_{x y} & G_{y y} & G_{x z} & G_{y z} & G_{z z}
\end{array}\right)^{T}
$$

is a column vector whose components are spectra of Green's functions. G depends on the type of seismic wave and the positions of the source and receiver. The components of $\mathrm{G}_{\text {in the time domann }}$ far-field P -waves in a homogeneous medium are given in table 5.1. The coordinate system used in this analysis is illustrated in figure 5.2.

For a shear dislocation in the $x-y$ plane with motion in the $x$ direction, the moment tensor can be given by : -

$$
\mathbf{M}^{\prime}=M_{0}\left(\begin{array}{llllll}
0 & 0 & 0 & 1 & 0 & 0
\end{array}\right)^{T}
$$

## Component Green's Function

| $G_{x x}$ | $\sin ^{2} \theta \cos ^{2} \phi$ |
| :---: | :---: |
| $G_{x y}$ | $\sin ^{2} \theta \sin 2 \phi$ |
| $G_{y y}$ | $\sin ^{2} \theta \sin ^{2} \phi$ |
| $G_{x z}$ | $\sin 2 \theta \cos \phi$ |
| $G_{y z}$ | $\sin 2 \theta \sin \phi$ |
| $G_{z z}$ | $\cos ^{2} \theta$ |

The common factor of $\frac{1}{4 \pi \rho \alpha^{3} r} \frac{\partial}{\partial t} M_{0}\left(t-\frac{r}{\alpha}\right)$ has been omitted, where $t$ is time, $r$ is the distance to the observation point, $\rho$ is the density at the source, and $\alpha$ is the $\mathrm{P}-$ wave velocity at the source ( $\alpha=\sqrt{\frac{\lambda+2 \mu}{\rho}}$, where $\lambda$ and $\mu$ are Lamé elastic moduli). A right handed coordinate system is assumed, with the $z$-axis directed downwards. $\theta$ is the angle between the ray direction and the $+z$-axis; $\phi$ is measured from the $+x$-axis towards the $+y$-axis. If the $+x$-axis is directed northwards then the definitions agree with the conventional definitions of take-off angle and azimuth (adapted from Julian, 1986).

## Table 5.1: Green's functions for P -waves.

Seismic radiation patterns are traditionally studied using projections of the focal sphere and it is therefore convenient to use spherical coordinates to express the displacement field. Following Aki and Richards (1980), the displacement field for a P -wave observed in the far field at the position vector $\mathbf{r}$ and time $t$ can be given in spherical coordinates by :-

$$
\mathbf{u}(\mathbf{r}, t)=\frac{\sin 2 \theta \cos \phi}{4 \pi \rho \alpha^{3} r} \frac{\partial}{\partial t}\left[M_{0}\left(t-\frac{r}{\alpha}\right)\right] \widehat{\mathbf{r}}
$$

The P -wave amplitude distribution varies with $\sin 2 \theta \cos \phi$, which equals zero when the ray take-off direction is parallel with the fault plane $\left(\theta=\frac{\pi}{2}\right)$ or at right angles to it on the so called 'auxiliary' plane $\left(\phi=\frac{\pi}{2}\right)$. A sphere centred at the effective point source of a shear event will exhibit a P -wave radiation pattern which is split into four sectors of alternating polarity by two perpendicular nodal planes. One of these planes represents the fault plane and the other the auxiliary plane; the two are indistinguishable in the point source approximation.
5.3 illustrates the far-field radiation pattern.

Non-shear sources can also be modelled using the moment tensor. For example, a


$$
\theta=180^{\circ}
$$
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Figure 5.3 : Diagrams for the radiation pattern of the radial component of displacement due to a double couple, i.e., $\sin 2 \theta \cos \phi \widehat{\mathbf{r}}$. (a) The lobes are a focus of points having a distance from the origin that is proportional to $\sin 2 \theta$. The diagram is for a plane of constant azimuth, and the pair of arrows at the centre denote the shear dislocation. Note the alternating quadrants of inward and outward directions. In terms of far-field $P$-wave displacement, plus signs denote outward displacement (if $M_{\circ}\left(t-\frac{r}{\alpha}\right)$ is positive), and minus signs denote inward displacement. (b) View of the radiation pattern over a sphere centred at the origin. Plus and minus signs of various sizes denote variation (with $\theta, \phi$ ) of outward and inward motions. The fault plane and the auxiliary plane are nodal lines (on which $\sin 2 \theta \cos \phi=0$ ). An equal-area projection has been used. Point $P$ marks the pressure axis, and $T$ the tension axis (from Aki and Richards, 1980).
compensated linear vector dipole (CLVD) equivalent force system acting with its strongest dipole oriented in the $z$ direction has a moment tensor of :-

$$
\mathbf{M}^{\prime}=M_{0}\left(\begin{array}{llllll}
-1 & 0 & -1 & 0 & 0 & 2
\end{array}\right)^{T}
$$

The CLVD may be thought of as a point force system without net force or torque that has no explosive, implosive, or double couple component. It has been used to describe unusual seismic radiation patterns observed at Long Valley in 1980 (Julian, 1983), and as the theoretical basis for seismic dyke emplacement. The displacement field for such a source is given by :-

$$
\begin{gather*}
\mathbf{u}(\mathbf{r}, t) \propto 2 \cos ^{2} \theta-\sin ^{2} \theta \\
\mathbf{u}(\mathbf{r}, t)=0 \quad \text { when } \theta \approx 55^{\circ}
\end{gather*}
$$

The P -wave nodal surfaces for such a source form cones which have their axes colinear with the strongest dipole. If the source is generated on a vertical plane, the nodal lines form small circles which are symmetrical on the upper hemisphere of the focal sphere and are separated by about $70^{\circ}$.

Seismic sources can be described generally by using only those couples with force and arm in the same direction (figure 5.1), by an appropriate rotation of the coordinate system. That is, the point source equivalent of any seismic source can be represented by three mutually orthogonal linear vector dipoles (e.g. Aki and Richards, 1980). The ratio of the principal moments may be expressed by :-

$$
(a, b, c)
$$

For a shear source, the ratio of these principal moments is $(1,0,-1)$. There is no volumetric component because $a+b+c=0$. The CLVD is an example of a non-double couple source which conserves volume, having its principal moments in the ratio $(-1,-1,2)$. The tensor representation can be manipulated to model any source, regardless of whether or not it involves a component of volume change, as a linear combination of simpler sources. For example, Foulger and Long (1984)
modelled events which were characterized by a narrow dilatational belt on the focal sphere by combining a tensile crack with a spherically symmetrical implosion : -

$$
[(\lambda+2 \mu), \lambda, \lambda]+[-(\lambda+\delta),-(\lambda+\delta),-(\lambda+\delta)]=[(2 \mu-\delta),-\delta,-\delta]
$$

This involves a volume increase $(a+b+c>0)$ and is close to a linear vector dipole. Shimizu et al. (1987) combined a shear slip with an opening or closing tensile crack to account for observations of focal spheres dominated by compressions or dilatations.

### 5.3 The Data

### 5.3.1 Introduction

Focal mechanisms have been determined manually for 153 of the best located earthquakes using the method described by Lee and Stewart (1981, p 141-146). Figure 5.4 illustrates the quality of data used for focal mechanism determination. Only polarities from impulsive P -wave first motions were used. The minimum number of data points used to constrain any one solution is 9 . The seismometer polarities were tested using both explosions and teleseisms and were therefore reliably known throughout the recording period. The ray take-off and azimuthal angles which were used initially were those computed by HYPOINVERSE using the original velocity structure (chapter 3). Most of the rays were up-going, as shown in appendix A, and so first motions were plotted on upper hemisphere Wulff stereographic nets. However, as a result of the relatively shallow hypocentral depths, down-going rays were quite often the first arrivals at more distant stations, and their polarities have therefore been projected on to the upper hemisphere to contribute to the information used in the solutions. The solutions are shown on the left hand side of each of pair plots in Appendix E. They are split into three sections, according to the epicentral zones in which the events occur : 'Bjarnarflag', the 'fissure zone' and 'Leirhnjúkur' (see section 3.3.5.3 for a definition of these zones). The events for which double couple solutions could not be obtained are discussed fully in section 5.3.4.

### 5.3.2 Removal of Biases

### 5.3.2.1 Introduction

The initial focal mechanisms were derived using the azimuthal and take-off angles computed by HYPOINVERSE for location through the original one-dimensional velocity structure. However, the results of the tomographic study (chapter 4) showed that two potentially important sources of bias would affect the first P -wave focal mechanisms determined using this dataset : the use of incorrect hypocentral depths and of incorrect raypaths. Hypocentral depths were found to occur at shallower depths, typically about $0.8-1.0 \mathrm{~km}$ nearer the surface, as a result of an overall increase in the average seismic velocity at all depths imaged (appendix D).
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Figure 5.4 : First arrivals at stations recorded by Geostore 'NW' for event 8508061548 at Bjarnarflag.

In addition, significant lateral inhomogeneity in velocity was discovered. To the author's knowledge, no other first P-wave polarity focal mechanisms have been published with these biases removed.

### 5.3.2.2 Software

The computer program BENDRAY (B.R. Julian, unpublished) computes the takeoff and emergence angles of seismic rays propagating between any two points through a three-dimensional velocity structure. BENDRAY uses the 'bending' method of Julian and Gubbins (1977) to find the optimum (fastest) raypath between the two end points. The program begins by estimating a raypath which is bent until it satisfies the Fermat principle of stationary time with respect to small path variations. The program does sometimes fail to converge on a raypath solution, which happens under several circumstances, e.g. if no raypath exists (i.e. in a shadow zone), or if the initial estimate of the raypath is not close enough (B.R. Julian, pers. comm.). The program RUNNETS (B.R. Julian, unpublished) can then be used to plot the changes in the positions of stations on the upper hemisphere of a stereographic projection obtained using different input models. RUNNETS incorporates the plotting program ONNET (A.Michael, unpublished), which was used to plot all solutions.

### 5.3.2.3 Application to the Data

Data can be corrected for the biases of using incorrect hypocentres and the incorrect velocity structure by using the software described above, and computing the take-off and azimuthal angles for rays travelling from the relocated hypocentres through the three-dimensional velocity structure. However, it is interesting to consider the individual effect of each source of bias on the data. This is demonstrated for one well-constrained event within the Bjarnarflag cluster in figure 5.5.

Figure 5.5a shows the original double couple solution (all rays shown were upgoing). The figure also shows the change in the take-off and azimuthal angles caused by changing the velocity model from the original one-dimensional model used by HYPOINVERSE, to the 'evolved 1-d' model which was the input for the final run of the tomography program (figure 4.4) The effect of changing the one-dimensional model is negligible. Furthermore, the angles computed by BEN-
 original hypocentre $\Longrightarrow$ final (deeper) hypocentre

(c)
'evolved 1-d' model $\Longrightarrow$ final 3-d model final hypocentre

(d)
combined effect
original 1-d model $\Rightarrow$ final $3-\mathrm{d}$ model original hypocentre $\Longrightarrow$ final hypocentre

Figure 5.5 : Removal of sources of bias from focal mechanism 8507091954 at Bjarnarflag. All ray angles were computed by the program BENDRAY. (a) The effect of changing the 1-d velocity model used to compute rays from the original hypocentre output by HYPOINVERSE. Open and closed circles represent dilatational and compressional first $P$-wave motions, for which ray angles were computed using the 'evolved $1-\mathrm{d}$ ' model. They are joined by short arcs to the positions on the focal sphere of rays computed using the original one-dimensional model. Note that movement is very slight. (b) The effect of shallowing the hypocentre and moving the epicentre. The arrows show the changes in ray angles from the original hypocentre at 3.76 km to the relocated hypocentre at $2.59 \mathrm{~km}, 0.3 \mathrm{~km}$ to the NNW. (c) The effect of introducing a 3-d velocity structure. The arrows show the changes in ray angles from the relocated hypocentre when the velocity model was changed from the 'evolved $1-\mathrm{d}$ ' model to the final 3 -d model. (d) The combined effect of removing all sources of bias shown in (a), (b) and (c).

DRAY for the original model are almost exactly the same as those computed by HYPOINVERSE.

Figure 5.5 b shows the effect of a shallowing in the hypocentre from 3.76 km to 2.59 km and of moving it about 0.3 km to the north-northwest. All rays were computed using the 'evolved 1-d' velocity structure. The effect is generally greatest for distant stations (shallow take-off angles), and increases away from the direction of epicentral relocation. Changes in take-off angle range between about $0-10^{\circ}$, and changes in azimuth are slight.

Figure 5.5 c shows the effect of changing the velocity structure from the 'evolved 1-d' to the final three-dimensional model. All rays originated from the relocated hypocentre at 2.59 km depth. The effects are large and variable. Take-off angles in this case have virtually all decreased, by between about $5-20^{\circ}$, as a result of elocation through the new model, and changes in azimuth vary between $0-15^{\circ}$.

Figure 5.5d shows the total effect of the removal of all sources of bias, and figure 5.6 illustrates the relative magnitudes of the hypocentral and velocity biases. It can be seen that in this case the overall result has been a very significant reduction in take-off angles - data points are pushed towards the edge of the stereographic projection by about $0-30^{\circ}-$ and a change in azimuth by about $0-15^{\circ}$. Both individual sources of bias introduce a significant effect, but the bias introduced by the three-dimensional structure is the more serious.

Both sources of bias have been removed from all focal mechanisms. New solutions were then determined manually, and are shown next to the original solutions in appendix $E$. When data points were lost due to convergence failure, the redetermination of the focal mechanisms was carried out as though the missing arrivals had not moved from their original positions on the focal sphere. Solutions are therefore sometimes better constrained than they may appear. Convergence failure was found to be at its most serious for events occurring within the Krafla caldera, from which rays had to travel through volumes with the strongest velocity inhomogeneity. Only the effect of the velocity bias is demonstrated in each solution, and so the plots are of the same type as that in figure 5.5 c .

As can be seen in appendix $E$, the effect on the ray take-off and azimuthal angles

## 8507091954



Figure 5.6 : The relative magnitudes of the hypocentral and velocity biases for event 850709 1954 at Bjarnarflag. The changes in ray angles caused by moving the hypocentre from the original to the final (deeper) location are shown by arcs $a$. The effect of changing the velocity model from the 'evolved 1-d' model to the final 3-d model is shown by arcs b. Open and closed circles represent the polarities of first $P$-wave arrivals whose raypaths have been corrected for bias. The new double couple solution is indicated.
of the velocity bias is often large. Typically, the change in take-off angle is about $10^{\circ}$, but can sometimes be as great as $30-40^{\circ}$ or more. Take-off angles are more often reduced than increased, but this is by no means universal. The effect on ray azimuth is generally slightly less than that on take-off angle, about $0-10^{\circ}$, but can be as much as $15-20^{\circ}$. Figure 5.7 shows a comparative statistical summary of the focal mechanism interpretations before and after both sources of bias had been removed. It is interesting to note that whereas individual solutions were sometimes changed considerably, the overall picture remained the same.

### 5.3.3 Double Couple Events

### 5.3.3.1 Introduction

Over $90 \%$ of the polarity distributions could be interpreted by double couple solutions after sources of bias had been removed (figure 5.7). These events are discussed below in three sections, according to their epicentral locations. Figure 5.8 shows a statistical summary of the dominant component of shear slip present in each double couple solution for each epicentral zone, before and after the removal of bias. Small changes in the distribution of double couple types are due almost entirely to slight changes in the dominant components of shear.

For a double couple focal mechanism, the principal axes of the moment tensor are called the pressure $(\mathrm{P})$, tension ( T ) and null axes. The P -axis projects through the centres of the dilatational quadrants of the focal sphere and the T -axis through the compressional quadrants. It is often assumed that the P - and T - axes are the axes of the principal stress directions. However, $\mathrm{M}^{c}$ Kenzie (1969) showed that when slip occurs on pre-existing faults, the principal stress directions can lie anywhere in their corresponding focal sphere quadrants. In the case when slip occurs along a fresh fault in homogeneous rock, the direction of maximum compressive stress lies between the P -axis and the fault plane.

### 5.3.3.2 Bjarnarflag

More than half the double couple focal mechanisms originated from the Bjarnarflag cluster (figure 5.8). Of the shear events at Bjarnarflag 49 ( $\sim 70 \%$ ) had a dominant strike-slip component (e.g. event 850827 1721), 15 events ( $\sim 20 \%$ ) resulted from
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Figure 6.7 : A statistical break-down of all fault plane solutions (a) before and (b) after the removal of bias.
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Figure 5.8 : A statistical break-down of double couple focal mechanisms according the epicentral location (a) before and (b) after the removal of bias.
normal faulting (e.g. event 850828 0120), and the other $7(\sim 20 \%)$ from reverse faulting (e.g. event 850721 0038). However, most strike-slip faults had a significant component of normal or reverse slip (usually normal), and virtually all normal and reverse events had a significant strike-slip component.

Figure 5.9 shows the P - and T -axes for the shear events at Bjarnarflag, with a summary plot of the nodal planes. Strike-slip was largely either on approximately vertical planes striking north to $\mathrm{N} 25^{\circ} \mathrm{E}$ or on planes which dip steeply towards the north-northeast and strike between about $\mathrm{N} 90^{\circ} \mathrm{E}$ and $\mathrm{N} 110^{\circ} \mathrm{E}$ (figure 5.9 b ), although strike-slip motion along faults with different orientations was not uncommon (Appendix E.1). The sense of motion on these faults was irregular, for example if the north to $\mathrm{N} 25^{\circ} \mathrm{E}$ striking planes were the fault planes, then approximately the same number of sinistral events occurred along these planes as dextral events (Appendix E.1). The orientation of nodal planes for normal and reverse faulting mechanisms is quite variable. This highly variable nature of the fault and auxiliary plane orientations and of the sense of movement is reflected in the $\mathrm{P}-\mathrm{T}$ axis plot (figure 5.9a), which displays little coherence in the distribution of the axes. The pressure and tension axes seem to be almost randomly distributed over the focal sphere. The dominant north-northeast striking, approximately vertical, nodal planes are roughly parallel to the orientation of the surface fissures (figure 2.1) and are therefore likely to represent the most active fault orientations within this volume. The almost random orientations of the $\mathrm{P}-\mathrm{T}$ axes and the variable sense of strike-slip suggests that the orientations of the maximum and minimum axes of compressive stress ( $\sigma_{1}$ and $\sigma_{3}$ respectively) were also varying in some complex manner. If this were not the case then the sense of strike-slip motion on a given fault orientation would be expected to be reasonably consistent, whether the faults were fresh or reactivated. However, the predominance of a small normal component in the strike-slip events (appendix E.1) and of normal over reverse motion (figure 5.8) suggests that, if an average is taken over the whole area, $\sigma_{3}$ may have been closer to the horizontal than $\sigma_{1}$. This stress scheme is illustrated in figure 5.10a.

### 5.3.3.3 Fissure Zone

Activity within the fissure zone accounted for about one quarter of the double
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Figure 5.9 : (a) P- and T-axes for all double couple events at Bjarnarflag. Open circles represent the P -axes and closed circles represent the T -axes. (b) A summary plot of nodal lines for all double couple events at Bjarnarflag.
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Figure 5.10: The spatial variation in stress field in the Krafla area. $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ are the maximum, intermediate and minimum principal stresses respectively. : the stress field varies almost chaotically. (b) Fissure zone : $\sigma_{1}$ has an approximately horizontal northwest-southeast orientation. $\sigma_{3}$ varies between horizontal and vertical in an approximately northeast-southwest direction. (c) Leirhnjúkur : $\sigma_{3}$ is closer to horizontal than $\sigma_{1}$, and $\sigma_{2}$ is approximately horizontal and parallel to the trend of surface fissures.
couple events observed (figure 5.8). Of these, $21(\sim 55 \%)$ were strike-slip (e.g. event 8509101504 ), $8(\sim 20 \%)$ had a strong normal component (e.g. event 8507110558 ) although most of these are not well constrained (e.g. event 850716 1010), and 8 $(\sim 20 \%)$ had reverse shear mechanisms (e.g. event 8507190746 ).

Figure 5.11a illustrates the clear distribution of the P - and T -axes for shear events in the fissure zone of activity. The axes may be separated using small circles which define a full cone within which the P -axes lie. The cone has a halt-angie of $50^{\circ}$, with its axis orientated $\mathrm{N} 110^{\circ} \mathrm{E}-\mathrm{N} 70^{\circ} \mathrm{W}$, and dipping by $20^{\circ}$ towards $\mathrm{N} 110^{\circ} \mathrm{E}$. T-axes thus occupy a broad band across the focal sphere, while P -axes are confined mostly to the western and eastern edges of the plot. The summary of nodal lines (figure 5.11 b ) shows that although a wide scatter exists, there is a very slight prevalence of steeply dipping planes striking at about $\mathrm{N} 30^{\circ} \mathrm{W}$ and at about $\mathrm{N} 120^{\circ} \mathrm{W}$. These nodal planes arise largely from strike-slip focal mechanisms which were usually sinistral if the $\mathrm{N} 30^{\circ} \mathrm{W}$ trending planes are taken as the slip surfaces (Appendix E.2). There is, however, no indication of which (if either) of the nodal plane orientations represents the dominant fault surface. Reverse, normal and other strike-slip events account for the remaining nodal lines of variable orientation. This pattern of faulting and of $\mathrm{P}-\mathrm{T}$ axes is consistent with a stress régime in which the direction of greatest compressive stress ( $\sigma_{1}$ ) was orientated approximately horizontal, perpendicular to the trend of surface fissures, and the perpendicular direction of least compressive stress ( $\sigma_{3}$ ) varied between horizontal and vertical, approximately parallel to the fissure swarm. This is illustrated in 5.10 b .

### 5.3.3.4 Leirhnjúkur

At Leirhnjúkur, shear slip was dominated by normal and strike-slip components (figure 5.8). Twelve events ( $\sim 35 \%$ ) were strike-slip (e.g. event 850702 1152), 14 $(\sim 45 \%)$ were normal (e.g. event 8507160758$)$, and $6(\sim 20 \%)$ had a strong reverse component which tended to be not well resolved (e.g. event 850802 0055). This zone of activity therefore released a higher proportion of stress by normal faulting than elsewhere.

Strike-slip activity was dominant along steeply dipping planes striking either at about $\mathrm{N} 25^{\circ} \mathrm{E}$ or $\mathrm{N} 60^{\circ} \mathrm{W}$ (figure 5.12 b ) and apparantly have no preferred sense of


Figure 5.11 : (a) P - and T -axes for all double couple events in the fissure zone. Open circles represent the P -axes and closed circles represent the T -axes. (b) A summary plot of nodal lines for all double couple events in the fissure zone.


Figure 5.12 : (a) $P$ - and $T$-axes for all double couple events at Leirhnjúkur. Open circles represent the $P$-axes and closed circles represent the $T$-axes. (b) A summary plot of nodal lines for all double couple events at Leirhnjúkur.
slip (Appendix E.3). The planes striking approximately parallel to the surface fissure trend are assumed to represent the principal fault planes. Normal faulting usually occurred on planes striking about $\mathrm{N} 30^{\circ} \mathrm{W}$ and having a dip which was either gentle to the east or steep to the west (Appendix E.3). The distribution of P - and T -axes for the Leirhnjúkur events (figure 5.12a) is fairly widespread but clearly exhibits preferred orientations. The centre of the T-axis field lies at an azimuth of about $\mathrm{N} 90^{\circ} \mathrm{E}$ and plunges at about $35^{\circ}$, while the centre of the P -axis field lies approximately at an azimuth of $N 70^{\circ} \mathrm{W}$ and plunges at about $60^{\circ}$. These average P - and T -axis positions are perpendicular on a plane dipping at $80^{\circ}$ to the north and striking at about $\mathrm{N} 95^{\circ} \mathrm{E}$. If these average positions are close to those of the principal stress axes then it would appear that $\sigma_{3}$ was closer to the horizontal than $\sigma_{1}$, and that $\sigma_{2}$ was approximately horizontal and parallel to the trend of the surface fissures: This is illustrated in figure 5.10c.

### 5.3.4 Non-Double Couple Events

### 5.3.4.1 Introduction

Prior to correcting the data for hypocentral and velocity model errors, fourteen $(9 \%)$ of the earthquakes could not be interpreted as having double couple focal mechanisms. As outlined in the section 5.1, this could be explained by several effects other than non-shear slip, although most of these explanations can be discarded as being unlikely. The hypocentral depths of all of the anomalous events were all greater than 1.9 km after relocation through the three-dimensional velocity structure. They had (by inspection) first P -wave arrivals with dominant frequencies greater than 10 Hz (e.g. figure 5.4), and therefore were all observed at distances of a least 4 wavelengths, which is in the far-field (Aki and Richards, 1980). A normal quadrantal radiation pattern would therefore be expected if there were no source or medium complexities.

The possibility that phases may have been misidentified is considered unlikely because of the impulsive nature of the first arrivals, as exemplified by the seismogram shown in figure 5.4. It also seems unlikely that anisotropy in the source volume is a significant effect, since these events occurred within the same volume as many events which could be interpreted by conventional means. Furthermore, there was
no evidence for significant anisotropy from travel-time residuals computed by HYPOINVERSE (section 3.3.3). Fault curvature is more difficult to assess because the events are small and the sources have no surface expression. An empirical relationship between earthquake moment $M_{\circ}$ and local magnitude $M_{L}$ such as : -

$$
\log M_{\circ}=15.1+1.7 M_{L} \quad(\text { Wyss and Brune, 1968) }
$$

can be used with equation 5.1 to estimate the order of the dimensions of a shear fault's slip and size. It is easy to show that for an event of magnitude about -1 in the Krafla area, which is roughly the magnitude of most of the anomalous events, the dimensions of fault slip were probably of the order of metres. Fault curvature on this scale is considered unlikely to be serious if the source volume is fairly homogeneous. The fact that the anomalous events occurred within the same volume as, and had similar magnitudes to, events which could be interpreted as double couple, suggests that this effect is probably slight if it exists.

### 5.3.4.2 Removal of Bias

Before removing sources of bias from the data, seven of the fourteen anomalous radiation patterns could be separated into compressional and dilatational portions using small circles and the remaining eight could not. This procedure has previously been adopted by several authors (e.g. Julian, 1983; Foulger and Long, 1984; Foulger et al., 1989) as a basis for interpreting such radiation patterns as resulting from non-double couple source mechanisms. The non-double couple events which were interpreted in this way could be divided into two groups : those which exhibited reduced dilatational fields ('explosive' events) and those with reduced compressional fields ('implosive' events).

Figure 5.13 shows the statistical distribution of non-double couple events before and after the removal of hypocentre and velocity biases. The removal of bias reduced the number of implosive events from 4 to 1 , but did not affect the number of explosive events. Three 'implosive' events were reinterpreted as shear events, and their solutions before and after the removal of bias are shown in figures 5.14 and 5.15. A common feature in this process has been that data points for each event were pushed out towards the edge of the stereographic projection, which enabled
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Figure 5.13 : A statistical break-down of non-double couple focal mechanisms (a) before and (b) after the removal of bias.


Figure 5.14 : The reinterpretation of two 'implosive' events as shear events after the removal of bias. Compressions and dilatations on the upper hemisphere are denoted by closed and open circles respectively. First $P$-wave arrivals of nodal character are denoted by $x$. Compressions and dilatations projected onto the upper hemisphere from the lower hemisphere are denoted by * and d respectively. Arcs on right-hand plots show the effect of the velocity bias (contribution $b$ of figure 5.6). Reinterpretation was carried out as though arrivals whose rays did not converge had not moved from their original positions on the focal sphere. The original positions of such arrivals are denoted by C and D on right-hand plots. (a) Event 8507210038 at Bjarnarflag. (b) Event 8509110659 at Bjarnarflag.


Figure 8.15 : The reinterpretation of 'implosive' event 8509210806 at Bjarnarflag as a shear event after the removal of bias. Symbols as defined in figure 5.14.
orthogonal nodal planes to be drawn. This demonstrates the critical importance of removing large sources of bias from a dataset before invoking non-double couple source mechanisms. Failure to do so could result in the complete misunderstanding of the fracture processes at work.

The number of radiation patterns which could not be interpreted using either great or small circles rose from 7 to 10 when sources of bias were removed (figure 5.13). The increase was entirely due to three events within the Bjarnarflag cluster which were originally interpreted as thrusts and became non-double couple (figures 5.16 and 5.17). This further demonstrates the importance of ensuring that data are free of bias before drawing conclusions. The remaining 7 anomalous events in this class could not be solved using either great or small circles without significant inconsistencies either before or after removing sources of bias. Most of them are well constrained but display no coherent pattern of first motion polarity (e.g. event 8508151514 in the fissure zone). However, two events at Bjarnarflag (events 850711 0449 and 850831 1407) have coherent areas on the focal sphere of compressions and dilatations.

### 5.3.4.3 Source Models

Once sources of bias had been removed, four non-double couple events could be interpreted using small circles. Three of these are explosional in character (figures $5.18 \mathrm{a}, \mathrm{b}, 5.19 \mathrm{a}$ ) and the other is implosional (figure 5.19b).

When they are interpreted using small circles, events 8508151404 (Leirhnjúkur), 8509250211 (Bjarnarflag), and 8509290508 (Bjarnarflag) are characterized by strongly reduced dilatational fields which form narrow belts across the focal spheres (figures 5.18a,b, 5.19a). This indicates that the sources have a net explosional component (the sum of the principal seismic moments is significantly greater than zero). However, the quality of these solutions must be examined critically. Without first motions which were nodal in character, the first two of these solutions are only constrained by 8 and 9 data points respectively, 2 of which are dilatations in each case. The third 'explosional' event ( 850929 0508) is better constrained, by 10 compressions and 3 dilatations. However, in common with the other 'explosional' events, this event cannot be given completely unambiguous non-double couple status because of insufficient ray convergence. In spite of these data limitations,


Figure 5.16 : The reinterpretation of 'thrust' events (a) 8508241123 and (b) 8509270641 , both at Bjarnarflag, to have no double couple solution after the removal of bias. Symbols as defined in figure 5.14.


Figure 8.17 : The reinterpretation of 'thrust' event 8509281431 at Bjarnarflag to have no double couple solution after the removal of bias. Symbols as defined in figure 5.14
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Figure 5.19 : The reinterpretation of (a) the 'tensile crack' type non-double couple event 850929 0508, and (b) 'implosive' event 850806 1548, both at Bjarnarflag, after the removal of bias. The hypocentral depth, local magnitude, and approximate principal seismic moments are given. Symbols as defined in figure 5.14. Two possible non-double couple interpretations are shown in (b). One is constrained by small circles and could indicate the collapse of a tensile crack. The other has nodal lines which are neither great or small circles, and could indicate closure of a tensile crack by shear failure.
the three 'explosive' events have been interpreted as non-double couple for two main reasons. Firstly, the events occurred within the same volume as many events which could easily be interpreted as having shear sources. In addition, 'explosive' non-double couple mechanisms at the Hengill volcanic system in Southwest Iceland account for about half of the observed seismicity (Foulger, 1988b), and it has been reported that these mechanisms do not revert to double couple after the removal of bias (G. Foulger, pers. comm.). These factors together provide strong evidence that non-double couple sources are operating at Krafla. The remaining ambiguity in the three 'explosive' solutions could be eliminated by considering amplitude information, or by achieving greater ray convergence. The polarity fields have been separated using small circles and approximate moment tensors have been calculated on the basis of their geometry (the moment tensors are given in figures 5.18 and 5.19).

It is possible that these events conform with the model of tensile crack formation proposed by Foulger and Long (1984) in which the opening of a fissure causes an instantaneous spherically symmetrical drop in pore pressure due to the relatively slow movement of fluids into the cavity (equation 5.13). It is a model which is intuitively attractive for an area of crustal accretion such as Krafla, which features open surface fissures and intense geothermal activity. The penetration of fluids into volumes of hot rock is thought to result in the formation of contraction cracks, particularly if a regional extensional stress régime is predominant (Lister, 1974; Foulger, 1984). For this source model in the $x-y$ plane, using the approximation $\lambda \approx \mu$, equation 5.13 can be rewritten as:-

$$
A(1,1,3)+B(-1,-1,-1)=\left(d_{1}, d_{2}, d_{3}\right)
$$

where $A$ and $B$ are numerical constants for a given event which determine the relative strength of each source component and must be positive in the case of an opening tensile crack. Assuming that $A, B>0$, then there will be a band of dilatations oriented parallel with the $x-y$ plane on the focal sphere when $d_{1}=d_{2}<$ 0 and $d_{3}>0$. This is the case when $\frac{1}{3} B<A<B$. There will be a net increase in volume if $A>\frac{3}{5} B$. The explosional events may be interpreted according to this model, where $A=64.5, B=65.5$ (events 8508151404 and 8509250211 ) and $A=12.5, B=13.3$ (event 8509290508 ), to indicate the opening of tensile cracks
on nearly vertical planes which strike between north and northeast. However, the precise shapes of the nodal surfaces for these events is not known and this is only one possible non-double couple source model.

Event 8508061548 at Bjarnarflag (figure 5.19b) has a strongly reduced compressional field, with only a single compression out of 22 observations. The event is still well constrained to be unambiguously non-double couple after the sources of bias are remove. This radiation pattern seems to be the reverse of the tensile crack polarity distribution and may be modelled by the closure of a near-vertical crack. In this case, the constants of equation 5.15 are given by $A=-14.5$ and $B=-13.5$. However, as with the tensile crack type events, the ratios of the principal moments for this event are not accurately known. It is likely that more detailed knowledge of the moment tensor (obtained, for example, by moment tensor inversion of the seismic waveform) could lead to an alternative plausible interpretation. To demonstrate this point, it will now be shown that the observed polarity distribution for the implosional event at Bjarnarflag is also consistent with a slightly different non-double couple mechanism.

If a significant shear contribution to crack closure is invoked (figure 5.20) then the source will not approximate a linear vector dipole and small circles will not describe its nodal planes. Shimizu et al. (1987) envisaged the nucleation of a tensile crack coupled with a shear fault as a non-double couple source mechanism, but did not consider the rôle of pore fluid pressure. By combining a shear fracture with the tensile crack and symmetrical implosion of equation 5.15, according to the geometry of figure 5.20 , it is possible to describe a tensile/shear crack mechanism by : -

$$
A(1,1,3)+B(-1,-1,-1)+C(0,-1,1)=\left(d_{1}, d_{2}, d_{3}\right)
$$

where $A, B$ and $C$ are numerical constants for a given event. For a cavity which is closed by a shear fault and accompanied by an instantaneous spherically symmetrical increase in pore pressure, $A, B, C<0$ and $d_{2}>d_{1}>d_{3}$. This model represents the reverse of that illustrated in figure 5.20 , and it could be produced by swapping the directions of maximum and minimum compressive stress. A net volume reduction would result when $A<\frac{3}{5} B$. This source combination would always produce a radiation pattern which had a reduced area of compressions that could not be


Figure 5.20 : Schematic illustration of a tensile crack coupled with a shear crack (a tensile/shear crack). $\sigma_{1}$ and $\sigma_{3}$ indicate the axes of maximum and minimum compressive stress respectively for an opening tensile/shear crack. In the case of the sudden closure of an open crack. $\sigma_{1}$ and $\sigma_{3}$ are transposed (after Shimizu et al.. 1987).
constrained by great or small circles. An alternative interpretation of the nodal lines for the implosional event is shown in figure 5.19 b, for which $d_{2}>0>d_{3}$, but the polarity of $d_{1}$ is unclear. A wide range of shear/crack geometries could produce the observed polarity distribution. However, it should be emphasized that although the shear/crack model is attractive in its conceptual simplicity and its apparent compatibility with other source models which have been invoked, it is just one of many possible non-double couple source models which could be used to explain the observed radiation pattern.

### 5.3.4.4 Implications for the Stress Field

The two types of non-double couple events which occurred within the Bjarnarflag cluster of activity were very different : one was explosive in character and the other was implosive. This itself is an indication that the local stress field is heterogeneous, which is consistent with the results for this area derived from the double couple events (figure 5.10a). The two explosive polarity distributions are consistent with a model of tensile crack formation on a near-vertical plane striking northeast, which is oblique to the trend of the surface fissures. The implosive pattern is consistent with the closure of a vertical tensile crack striking parallel to the fissure swarm, and also with crack closure by shear slip according to a wide range of geometries.

The single non-double couple event which originated within the Leirhnjúkur cluster of activity has a solution which has small circles orientated approximately parallel to the fissure swarm. This could indicate the approximately co-planar opening of a tensile crack, and is consistent with having $\sigma_{3}$ close to horizontal and roughly perpendicular to the fissure trend (figure 5.10c).

### 5.4 Summary

Well constrained focal mechanisms were determined manually for 153 of the best located earthquakes using impulsive P -wave polarity data. This was done initially using ray information output by HYPOINVERSE for hypocentral location through the original one-dimensional velocity structure.

The biasing effect of using incorrect hypocentres and an over-simplified velocity structure have been investigated by three-dimensional ray tracing. Relocating hypocentres to shallower depths decreases the take-off angles of P-wave first arrivals at a given set of stations. This effect is reduced in the direction of epicentral relocation and accentuated in the opposite direction. The introduction of the three-dimensional velocity structure derived by tomographic inversion had a major effect on the seismic raypaths for the entire dataset, with typical changes in take-off angle and azimuth of about $10^{\circ}$ and $0-10^{\circ}$ respectively. These angular changes usually have only a small impact on double couple solutions, but their influence on non-double couple source mechanism interpretations can be critical.

The double couple events were analysed in three groups according to their epicentral locations, after the sources of bias had been removed from the data. Activity in the Bjarnarflag zone was dominantly strike-slip on steeply dipping faults striking either north to $\mathrm{N} 25^{\circ} \mathrm{E}$ or east-southeast. There was no preferred sense of motion although there was often a small normal component of shear. Pressure and tension axes are almost randomly distributed over the focal sphere, suggesting that the maximum and minimum axes of compressive stress ( $\sigma_{1}$ and $\sigma_{3}$ ) varied in some complex manner within this zone, although $\sigma_{3}$ may have been closer to the horizontal than $\sigma_{1}$.

Within the 'fissure' zone of activity most events also occurred by strike-slip on faults with a wide variety of orientations, but there was a slight predominance of slip on steeply dipping planes with strikes of about $\mathrm{N} 30^{\circ} \mathrm{W}$ and $\mathrm{N} 120^{\circ} \mathrm{W}$. The sense of motion on these faults was almost always the same, although there is no indication of which (if either) of the orientations represents the dominant faulting direction. Some reverse and normal faulting occurred with variable orientation. $\sigma_{1}$ is inferred to have been orientated approximately horizontal, perpendicular to the
trend of surface fissures, and $\sigma_{3}$ varied between horizontal and vertical, parallel to the fissure trend.

At Leirhnjúkur, most of the stress was released by normal and strike-slip faulting. Normal faulting was dominant on planes striking at about $\mathrm{N} 30^{\circ} \mathrm{W}$ and dipping either steeply to the west or gently to the east. Strike-slip activity was dominant along steeply dipping planes striking either at about $\mathrm{N} 25^{\circ} \mathrm{E}$ or $\mathrm{N} 60^{\circ} \mathrm{W}$ and having no preferred sense of slip. It is inferred that $\sigma_{3}$ was closer to horizontal than $\sigma_{1}$, and that $\sigma_{2}$ was approximately horizontal and parallel to the trend of surface fissures.

Reports of non-double couple earthquake mechanisms are rare and so the events which could not be interpreted as resulting from simple-shear slip have been examined critically. Before removing sources of bias from the data, seven of the fourteen anomalous radiation patterns could be separated into compressional and dilatational fields using small circles. This has previously been used as a basis for interpreting such radiation patterns as resulting from non-double couple source mechanisms. Once the sources of bias had been removed, three of these patterns could be given double couple solutions. Seven events had no solution before or after the data had been corrected for bias.

Three different source models have been invoked as possible explanations of the non-double couple events which were solved using small circles. Three events were consistent with a model of tensile crack formation which had previously been used to interpret events observed in a geothermal area in Southwest Iceland. The fourth event was consistent with the reverse model of tensile crack closure, but may also be interpreted as resulting from the closure of a tensile crack by shear failure. All four events originated from within geothermal areas, and their occurrence was consistent with the stress fields implied by the double couple events.

## Chapter VI

## Synthesis and Conclusions

### 6.1 Seismicity and Structure

### 6.1.1 Krafla Caldera

It is clear from the original study of seismicity in the Krafla area by Ward et al. (1969) that earthquake activity within the caldera is not restricted to periods of volcano-tectonic activity associated with periodic crustal rifting episodes. Many high temperature geothermal areas exhibit a higher background seismicity than their surrounding regions (see Foulger (1982) for a review), but the common coincidence in location of a geothermal area and an active volcano can make it difficult to distinguish between tectonically and geothermally driven seismicity. This problem is relevant to all seismic activity observed in the Krafla area during the NISE-85 survey, but particularly to that originating from within the caldera.

Figure 6.1 shows the distribution of earthquake hypocentres within the Krafla caldera in relation to known subsurface geology. Cross-section locations are shown in figure 6.2. The bulk of seismic activity observed within the caldera during this survey forms a tight cluster in the form of a cone which points downwards to a depth of about 2.3 km beneath the hyaloclastite hill Leirhnjúkur. Thus most of the activity occurs in the centre of the caldera, directly above a saddle in the crustal magma chamber (figure 6.2). This is also the location of the maximum uplift of the caldera roof between rifting events. The spatial concentration of this activity contrasts sharply with that observed during periods of inflation, when earthquakes occurred over the whole caldera, and is an indication that the slow inflation of the volcano at the time of the NISE-85 experiment (figure 2.14) was not the primary force behind the activity. This is in agreement with observations that earthquake activity due to inflation of the magma chamber only increased significantly when stress in the chamber roof exceeded the highest previous stress level (Einarsson, 1990). Thus the level of the inflation must exceed the previous maximum level
(a)

(b)


Figure 6.1 : Combined plots of hypocentres within the Krafla caldera and geological crosssections based on borehole data. Lines of cross-sections are shown in figure 6.2. Hypocentre section widths are 5 km . (a) Section A2-A3. (b) Section B1-B2.


Figure 6.2 : Map showing lines of cross-section for figures 6.1 to 6.5 .


Figure 6.3 : Combined plot of hypocentres within the Krafla caldera and P-wave velocities from the tomography for section A1-A4 of figure 6.2. Hypocentre section width is 5 km .
before activity resumes. Leirhnjúkur lies in the centre of the fissure swarm which bisects the caldera and has been a site of fissure eruptions both during the recent episode and during the Mývatn fires of 1724-29. The cluster of earthquakes beneath Leirhnjúkur may therefore lie in the vicinity of a magma conduit which fed the fissure eruptions immediately to the north. The stress field within the caldera, which was inferred from focal mechanism studies, indicates that the area was under extensional stress in a direction perpendicular to the fissure trend and trending approximately horizontally. Some local extensional stress therefore remained in the caldera area, suggesting that the rifting episode may not have been completely over, in accordance with the continued slow inflation of the volcano.

It is proposed that much of the low magnitude seismicity beneath Leirhnjúkur is a result of the extraction of heat from hot rock intrusions at depth, in a process similar to that previously observed in the Hengill area of Southwest Iceland (Foulger and Long, 1984; Foulger, 1984, 1988b). The circulation of groundwater causes intrusive bodies to cool rapidly, and this leads to the seismic formation of small cracks. The residual extensional stress field permits some volumetric extension, as is manifested in the occurrence of tensile crack type earthquakes, but most stress release occurs by strike-slip and normal faulting with little or no volumetric component. There is no preferred sense of strike-slip motion. Reverse faulting also occurs. It is considered likely that the proportion of tensile crack type events within the intrusive volume will increase with the recovery and build-up of the regional extensional stress field following the rifting episode. The steeply-dipping zone of activity which extends from the cluster towards the surface near Leirhnjúkur (figure 6.1a) is interpreted to outline the magma conduit for fissure eruptions in that area.

The northern fault of a west-northwest to east-southeast trending horst block, which was discovered by drilling for geothermal heat (figure 6.1 b ), projects through the centre of the main cluster of activity at a depth of about $1.5-2.0 \mathrm{~km}$ beneath the Leirbotnar geothermal field. This pattern of seismicity may indicate that the fault provides a path for the efficient removal of heat from adjacent intrusive bodies towards the geothermal fields. The southern fault of this horst block also appears to be marked by enhanced seismic activity (figure 6.1b) and may also therefore form an effective geothermal migratory path. Further minor activity immediately
to the south of this fault indicates the presence of an efficient aquifer at the top of the basaltic intrusive series at about 1.5 km depth.

It was shown (section 4.4.3) that within the caldera a coherent volume of relatively low seismic velocity in the form of a U-shaped pipe extends from near the surface on the western flanks of Mt. Krafla down to a depth of about 2 km , west-northwest for about 5 km , and up to an area close to the surface about 2 km west-northwest of Leirhnjúkur (figure 4.16). The eastern section of this low velocity volume is therefore approximately coincident with the proposed migratory path of geothermal fluids from beneath Leirhnjúkur towards the main area of geothermal mining, and is interpreted to have resulted from hydrothermal alteration of geothermal reservoir rocks. The low velocity volume west of Leirhnjúkur may have been formed by the same geothermal process, although the absence of coincident seismicity suggests that the activity may either be progressing with a lower intensity than that to the east, or may have stopped completely. This is consistent with the low surface heat loss to the west of Leirhnjúkur.

The presence of large relatively high velocity bodies at depth near the northern, western and eastern edges of the caldera has clearly been shown by tomographic inversion (chapter 4), although their exact shapes and depth extents are not well resolved. As discussed in section 4.4.2, localized averaging of velocity is a feature of the inversion process and consequently it is not possible to identify the exact positions of seismic discontinuities nor precise values of seismic velocity for individual geological units with confidence. Figure 6.3 shows seismic velocities along a section parallel to that shown in figure 6.1a (figure 6.2). The occurrence of these zones of anomalously high velocity correlates fairly well with the presence of Bouguer gravity highs around the caldera (figure 2.11), which suggest the existence of zones of relatively high density at shallow depth. Boreholes drilled to exploit geothermal heat have shown that gabbro intrusions become dominant beneath the Sudurhlidar field towards the east of the caldera at depths greater than $1.8-2.0 \mathrm{~km}$, although they were found to be absent further west in the centre of the caldera (figure 6.1a). A granular gabbro at a depth of about 2 km (a pressure of about $5 \times 10^{6} \mathrm{~Pa}$ ) might be expected to have a seismic P -wave velocity of about $7.1 \mathrm{kms}^{-1}$ (Kroenke et al., 1976), which is higher than that indicated by figure 6.3 for this location. However, inspection of the nodal velocity values within the
resolved volume (Appendix B.2) reveals that this may at least be partially a result of localized averaging and interpolation of velocities, and that the average velocity value within the resolved volume is roughly consistent with that of a gabbro. It is therefore proposed that significant volumes of relatively high velocity, high density intrusives are present at depth beneath sections of the caldera rim and that these intrusives are probably gabbros, similar to those found at sites of deeply eroded Tertiary central volcanoes (section 1.2.4). They may have formed by intrusion at the time of caldera collapse.

### 6.1.2 Námafjall-Bjarnarflag

Most seismicity located during this study originated within a tight cluster beneath the Námafjall geothermal area. This zone of activity has been accurately outlined to lie between about 2-3 km depth and to have a width of less than about 0.5 km (figure 4.25a). To the north, the zone has a sharply defined planar edge which dips steeply to the south and which projects up to the surface near the geothermal wellfield at Bjarnarflag. The b -value for these events was relatively low ( $0.62 \pm 0.14$ ), suggesting that the active volume is in a high state of stress. Most stress is released by shear failure. Figure 6.4 demonstrates a striking coincidence between the seismicity beneath Bjarnarflag and a volume of relatively low seismic velocities.

The Námafjall geothermal area has previously been associated with enhanced background seismicity during periods of volcano-tectonic quiescence (e.g. figure 2.12a). It has been shown (section 5.3.3.2) that focal mechanisms of earthquakes within this zone of activity at the time of observation are consistent with an inhomogeneous stress field, although activity was concentrated on faults with preferred orientations. This stress pattern is distinct from the more coherent patterns observed for events originating within the other seismically active zones and demonstrates that failure was not controlled by a directional stress field. It may be inferred from these observations, and from the coincidence of intense seismicity and geothermal activity, that geothermal processes were the primary (and probably the sole) cause of seismic activity in this area at the time of the survey. It is therefore proposed that the observed seismicity in this area was (and is) a result of the extraction of heat from hot rocks at shallow depth, in a process similar to that which occurs in geothermal areas within the caldera. In this scheme, cooling and contraction of


Figure 6.4 : Combined plot of hypocentres beneath Bjarnarflag and P -wave velocities from the tomography for section C1-C2 of figure 6.2. Hypocentre section width is 1 km .


Figure 6.5 : Combined plot of hypocentres within the 'fissure swarm' and P -wave velocities from the tomography for section D1-D2 of figure 6.2 . Hypocentre section width is 4.5 km .
hot rock under the influence of groundwater causes a stress distribution which is random on the scale of fracturing; a few metres. However, the fracturing occurs preferentially along pre-existing planes of weakness and is therefore concentrated along fault planes which lie within, and parallel to, the trend of surface fissures. An enhanced normal component in the fracturing results from a residual regional extensional stress field. Pervasive seismic fracturing and hydrothermal alteration of the geothermal reservoir has lowered seismic velocities. The sharp northern edge to the active volume is interpreted as a fault zone which marks the northern limit of the cooling volume. This fault may also provide an efficient migratory path for geothermal fluids between the cooling volume and the well field at Bjarnarflag. The virtual confinement of seismicity to beneath Bjarnarflag, which lies west of the main area of surface heat loss at Námafjall, may indicate that much of the activity is induced by mining. The heat source is unclear, but is likely to lie either directly beneath the Námafjall/Bjarnarflag area or to the south, and may be associated with an intrusive body (of high seismic velocity) beneath the ash cone Hverfjall (figure 2.3).

The presence of a 'chaotic' stress field is further supported by the occurrence within this volume of events which could be modelled as both opening and closing tensile cracks. Both types of non-double couple events occurred along almost vertical planes striking sub-parallel to the fissure trend, and were therefore opening and closing in the same direction. This could not be achieved under a uniform stress field. Tensile crack events require volumetric contraction of the hot rock and an extensional stress field, and would therefore be expected to have occurred more frequently prior to the onset of the rifting episode. Conversely, crack closure occurs under compressive stress and could therefore be characteristic of the postrift period. It has been shown that closure of cavities within this volume could be driven by shear failure.

### 6.1.3 Fissure Zone

A narrow blade-like zone of seismic activity was observed to lie immediately to the north of the active volume beneath Námafjall (figure 6.5). It lies within a depth range of about $1.2-3.0 \mathrm{~km}$, extends north-northeast from Námafjall towards the Krafla caldera for about 3 km and plunges northwards at about $10-15^{\circ}$ (figure
4.24). The dominant orientations of the activated faults are oblique to the fissure swarm.

Significant seismic activity between Námafjall and the caldera has previously been reported onduring the recent rifting episode. Activity was observed to migrate slowly southwards from the caldera as the magma chamber deflated, and to terminate in the Námafjall area (figures 2.15-2.17). These events were associated with lateral injection of magma from the magma chamber, and the activity marked the tips of propagating dykes (section 2.3.5). It is interesting to note that the southern dyke injections did not go much further south than Bjarnarflag. This may have been influenced by the presence of the distinctive fault which marks the northern limit of the geothermal seismicity there (section 6.1.2). Therefore this fault, or zone of faulting, may have acted as a structural barrier to the southward migration of injected magma.

The events observed during this study were not directly associated with a dyke injection event, but the fact that they delineate paths of previously injected dykes suggests that they are associated with that activity. The activity within the dyke injection zone resulted from a very coherent and distinctive stress field (section 5.3.3.3). The direction of greatest compressive stress was orientated approximately perpendicular to the axis of the volcanic system, which is not what one might normally expect at an accretionary plate boundary! However, each dyke injection event resulted in subsidence and extension within the fissure swarm, and uplift and compression at the flanks (section 2.3.5). It is proposed here that the local direction of maximum compressive stress, which is orientated perpendicular to the migratory path of injected dykes, is a result of emplacement of magma into the fissure swarm and is probably the reverse of that which existed prior to 1975.

It is possible that the injected magma is undergoing contraction and fracturing as it cools. However, there is no evidence to support this from surface heat loss (or from the occurrence of non-double couple earthquakes). There is evidence, however, that if this section of the fissure swarm is geothermally active, then it probably has not been so for long, or is not extensive. This is clear from the absence of a low velocity anomaly in the active zone, as shown in figure 6.5 , which
provides no evidence for a mature zone of hydrothermal alteration such as that which exists beneath Bjarnarflag.


Figure 6.6 : Schematic summary illustration of the main geological features outlined by this study.

### 6.2 Conclusions

### 6.2.1 Geology

Figure 6.6 is a schematic summary illustration of the main results of this study.
These are:-

- Seismicity in the Krafla-Námafjall area was concentrated in tight clusters beneath the two geothermal areas, and in a narrow planar zone coincident with a site of recent dyke injection. Activity was continuous.
- Large volumes of high velocity, high density intrusives - probably gabbros are present at depth beneath sections of the caldera rim. A large volume of high velocity also lies beneath the ash cone Hverfjall.
- Geothermal areas under exploitation were characterized by continuous low magnitude seismicity and relatively low seismic velocities. Earthquake activity resulted from cooling and fracturing of hot intrusives at depth, and low velocities from intense fracturing and hydrothermal alteration.
- Explosive and implosive non-double couple events occurred in the geothermal areas.
- Fault surfaces are marked by enhanced seismicity where they provide efficient migratory paths for geothermal fluids.
- Seismicity may have been induced partially by geothermal mining.
- The stress field in the Krafla volcanic system varied significantly along its length, as did the mode of seismic fracturing. Heterogeneity is attributed to variation in regional extensional stress release during the recent rifting episode.
- In the Námafjall/Bjarnarflag geothermal area, the stress field was chaotic and the mode of fracturing random. Extensional and compressional fracturing, including tensile crack formation, cavity collapse, and normal and reverse faulting, occurred within the same volume.
- In the geothermal area within the Krafla caldera the stress field was extensional, resulting in dominantly extensional fracturing including tensile crack formation.

Strike-slip and reverse faulting also occured.

- Dyke injection south of the caldera induced a localized compressional stress régime perpendicular to the plate boundary. There is no evidence from surface heat loss or from a well-developed velocity anomaly, for geothermal activity in this zone.
- The $b$-value for the entire dataset was $0.77 \pm 0.10$. It was significantly lower for events at Bjarnarflag than for events in the zone of dyke injection.


### 6.2.2 Data Limitations

The main problems with the seismic dataset were :-

- The seismic network was too sparse, given the relatively shallow earthquake incidence. It was designed to optimize coverage for events at depths of about 4 km , whereas in fact the deepest hypocentre was at about 2.8 km . This over-estimation resulted from the use of a velocity structure for hypocentral location which was considerably in error (i.e. by about $15 \%$ ). The principal effect was to reduce the number of polarity data constraining the earthquake focal mechanisms at steep take-off angles.
- The volume resolved by tomography was restricted to that enclosed by the seismic network. Slightly wider station coverage may have enabled the extent of intrusives around the caldera to be more clearly imaged.


### 6.3 Suggestions for Further Research

- Inversion of P -waveform data for seismic moment tensors. This would be particularly useful to confirm non-double couple earthquake interpretations and to identify the best solution where constraint on the positions of nodal lines is poor.
- Investigate S to P amplitude ratios to confirm focal mechanism solutions and to map variations in $Q$.
- Re-examine seismograms for reflected and refracted arrivals as a potential tool to clarify the nature and geometry of local crustal seismic discontinuities.
- Gravity and magnetic modelling based on the 3-d seismic velocity structure, particularly in the vicinity of the caldera.
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## Appendix A

Earthquake Locations Using HYPOINVERSE
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## Appendix B

## Tomography Final Run

## B. 1 Input

- Input control parameters.
- Seismometer stations.
- Initial ('evolved') 1-d velocity model.
- Locations of 105 earthquakes and 6 timed explosions used in the inversion.


Noooooooooojooooooioiopoiooiooo








VELOCITY GRID SIZE:
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## 

요요요 $\dot{\bullet} \dot{\circ}$


 $\dot{\varphi} \dot{\circ} \dot{\varphi} \dot{\varphi} \dot{\varphi} \dot{\varphi} \dot{\varphi} \dot{\varphi}$







$\bullet$


888888888888


## ㅇ8ㅇㅇ8：88：



888：88888888


## 888888888888

 ㅇ8888888․ rirriririririri
 ririririririvirir
 ㅎ․ 88888：85：


| origin time iatitude longitude | Depth | $x$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 85721152 33．85 65N42．80 $16 \mathrm{W47} 73$ | 2.74 | ． 00 | 13.53 |  |
| number of obsehvations for event＝ 14 |  |  |  |  |
| $28573143554.4465 \mathrm{N42.89} 16 \mathrm{~W} 4 \mathrm{~A} .08$ | 2. | 7.31 | 13.6 |  |
| NUMBER OF Observations for event－ 12 |  |  |  |  |
|  |  |  |  |  |
| NUMBER OF OBSERVATIONS FOR EVENT－ 18 |  |  |  |  |
|  |  |  |  |  |

$\stackrel{\rightharpoonup}{\dot{\sim}}$ $\stackrel{7}{\mathrm{~m}}$ $\infty$ $\vec{~}$ ～

| $\stackrel{ \pm}{\infty}$ | $\stackrel{\square}{\stackrel{\circ}{*}}$ | ¢ | $\stackrel{\sim}{6}$ | $\stackrel{\underset{\sim}{V}}{\stackrel{1}{2}}$ | $\stackrel{\sim}{\square}$ | $\stackrel{\stackrel{m}{m}}{\dot{m}}$ | $\underset{\underset{\sim}{N}}{\underset{\sim}{2}}$ | $\begin{aligned} & \underset{\sim}{0} \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\sim} \\ & \dot{\sim} \end{aligned}$ | $\underset{\sim}{\sim}$ | $\begin{aligned} & 8 \\ & \dot{\sim} \end{aligned}$ | $\stackrel{\stackrel{\rightharpoonup}{*}}{\stackrel{1}{2}}$ | $\stackrel{\sim}{\sim}$ | $\dot{m}$ | $\stackrel{\text { ¢ }}{\sim}$ | $\stackrel{\otimes}{\stackrel{\sim}{\sim}}$ | $\underset{\sim}{\underset{\sim}{2}}$ | $\begin{aligned} & \overrightarrow{0} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \underset{\infty}{\infty} \\ & \dot{m} \end{aligned}$ | $\stackrel{\circ}{\circ}$ | $\begin{gathered} \stackrel{\infty}{N} \\ \underset{\sim}{2} \end{gathered}$ | $\stackrel{\sim}{\underset{\sim}{n}}$ | $\stackrel{\dot{\nabla}}{\stackrel{\rightharpoonup}{\sim}}$ | $\begin{aligned} & \infty \\ & \sim \\ & \sim \end{aligned}$ | $\stackrel{\rightharpoonup}{\square}$ | $\stackrel{\curvearrowleft}{\stackrel{\imath}{\mathrm{n}}}$ | $\underset{\sim}{\sim}$ | $\stackrel{i}{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 용 | 8 | $\stackrel{\sim}{\sim}$ | $\stackrel{\sim}{\sim}$ | $\stackrel{\square}{\infty}$ | N | స | $\pm$ | N | $\square$ | $\stackrel{\square}{\sim}$ | § | E | $\pm$ | $\stackrel{\sim}{\sim}$ | ¢ | $\cdots$ | $\stackrel{1}{-1}$ | ¢ | $\Sigma$ | ก | ® | $\stackrel{\rightharpoonup}{0}$ | ® | - | 5 | - | $\stackrel{\sim}{\sim}$ | n |
| $\stackrel{1}{\sim}$ | $\stackrel{m}{7}$ | $\stackrel{m}{-}$ | $\bigcirc$ | $\stackrel{-}{-}$ | $\bullet$ | $\stackrel{\square}{\square}$ | $\stackrel{\square}{*}$ | $\bullet$ | * | $\checkmark$ | i | $\dot{\sim}$ | $\stackrel{+}{+}$ | $\stackrel{-}{\square}$ | $\dot{\sim}$ | $\bigcirc$ | $\dot{\sim}$ | $\dot{\sigma}$ | $\dot{\infty}$ | i | in | i | $\dot{\square}$ | m | ヘ | $\stackrel{\square}{*}$ | $\stackrel{\square}{\square}$ | $\stackrel{\square}{\square}$ |
| $\stackrel{\square}{\square}$ | $\stackrel{\square}{\square}$ | $\cdots$ | $\stackrel{\rightharpoonup}{0}$ | $\stackrel{\infty}{\sim}$ | $\stackrel{\square}{\square}$ | * | $\stackrel{\square}{\circ}$ | 9 | $\stackrel{\rightharpoonup}{0}$ | $\stackrel{\square}{\circ}$ | 2 | ¢ | \% | $\stackrel{3}{6}$ | $\stackrel{\square}{\square}$ | $\bar{\square}$ | $\stackrel{\sim}{\sim}$ | $\exists$ | ¢ | $\stackrel{\otimes}{\infty}$ | ¢ | 8 | ${ }_{\infty}^{\infty}$ | $\stackrel{\square}{\circ}$ | $\stackrel{\sim}{\sim}$ | $\stackrel{-}{-}$ | $\square$ | \% |
| r | $\checkmark$ | - | - | - |  | $\bigcirc$ | r | $\bullet$ | $\checkmark$ | - | $\bullet$ | $\stackrel{\circ}{\circ}$ | $\stackrel{\circ}{6}$ | $\bullet$ | $\stackrel{\square}{*}$ | $\varphi$ | in | $\stackrel{\sim}{r}$ | $\stackrel{\circ}{6}$ | $\stackrel{\circ}{\circ}$ | $\stackrel{\square}{\circ}$ | 6 | $\stackrel{\circ}{\circ}$ | $\stackrel{\sim}{r}$ | $\stackrel{-}{+}$ | $\therefore$ | $\stackrel{\square}{6}$ | $\dot{\circ}$ |
| $\stackrel{\square}{\infty}$ | $\stackrel{\square}{\square}$ | $\stackrel{\square}{0}$ | ? | $\stackrel{\square}{\square}$ | $\cdots$ | $\stackrel{\sim}{\square}$ | \% | $\square$ | $\bar{\square}$ | $\stackrel{\sim}{7}$ | 8 | \% | $\sim$ | $\pm$ | $\stackrel{\sim}{\square}$ | $\stackrel{\infty}{\circ}$ | $\cdots$ | $\stackrel{7}{0}$ | ¢ | $\stackrel{\circ}{\circ}$ | $\stackrel{\infty}{\sim}$ | $\stackrel{\sim}{\sim}$ | \% | $\infty$ | \% | $\stackrel{\square}{\circ}$ | $\xlongequal{n}$ |  |
| $\sim$ | $\sim$ | $\sim$ | $\cdots$ | ~ | m | m | m | $\stackrel{\sim}{*}$ | $\stackrel{\sim}{\sim}$ | $\dot{m}$ | $\sim$ | ~ | $\sim$ |  |  | . | N | $\dot{r}$ | $\dot{m}$ | . | $\dot{\sim}$ | $\dot{\sim}$ | $\stackrel{\sim}{\sim}$ | $\dot{\sim}$ | - | $\dot{m}$ |  |  |





[^4]
## B. 2 Output

- Relocated hypocentres of earthquakes used in the inversion.
- Final 3-d velocity model.
- Observation Matrix.
- Derivative Weight Sum (DWS) matrix.
- Node index map.
- Diagonal resolution values and standard errors for parameter values.
- Iteration summary.
- Inversion summary.




[^5]| $\begin{aligned} & \sim \text { in } \\ & \stackrel{\sim}{\sim} \\ & \sim i n \end{aligned}$ | （e） | 888888888888 rirrritrrirt | 000000000 | 0000000000 | 000 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\because \sim$ |  | 88888888888 | ¢0に ${ }^{\text {¢ }}$ |  | ＊N |
| 的 | ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ |  | テ－${ }^{\text {¢ }}$ |  | n |
| $\cong \stackrel{n}{\sim}$ |  | 88888888888： |  |  |  |
| $\cdots$ |  |  |  |  | ぶ |
| $\stackrel{\sim}{\sim}$ |  | 888888888888 |  |  |  |
| in | $\stackrel{\circ}{\bullet}$ | －r゙ーrriririririor |  |  | －¢ |
| $\underset{\sim}{\sim}$ |  | 888888：88888 |  |  |  |
| si |  | rirrirrirrir |  |  | $\stackrel{\text { ® }}{ } \stackrel{\text { O }}{ }$ |
| $\stackrel{\sim}{\sim}$ |  | ㅇ․8：8888：8： |  |  | $\bigcirc \stackrel{\circ}{\circ}$ |
| ． | －ć $\dot{\circ}$ |  | －© |  | － |
| $\because \sim$ |  |  |  |  | ○゙行 |
|  | ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ |  | 「○コロこの |  | ＊ |
| $\because \sim$ |  | $888888888888{ }^{\text {2 }}$ | $000000_{0}^{000}$ | 00000 的 | 000 |
| 的in | $\dot{\sim}$ | rirrirrirrato |  |  |  |
|  | －00000000000 |  | $\cdots$ | m |  |
| is |  |  | $\frac{\Upsilon}{4}_{\stackrel{y}{\leftrightarrows}}^{\substack{5} 00000000}$ | ${\underset{\Xi}{\mathscr{y}}}_{\substack{0} 000000000}$ | ${\underset{\sim}{x}}_{\underset{y}{x}}$ |


| 888888 | ㅇㅇㅇㅇㅇㅇㅇ8ㅇㅇㅇㅇㅇㅇ |  | 용ㅇㅇㅇㅇㅇㅇㅇㅇㅇㅇㅇ | $\therefore \approx$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\dot{m} \dot{m} \dot{m}$ |  |  | nin |
| 888888 |  |  |  | のゼ |
|  | $\dot{m} \dot{m} \dot{m} \boldsymbol{\sim}$ |  |  |  |
| 응ㅇㅇ응 |  |  |  |  |
| $\dot{m} \dot{m} \dot{m} \dot{m} \dot{m} \dot{m}$ |  | $\dot{\square}$ |  |  |
| \％：888： |  |  |  |  |
| mimmmim |  |  |  |  |
| $88: 88$ |  |  |  |  |
| $\dot{m} \dot{m} \dot{m} \dot{m} \dot{m} \dot{m}$ |  |  |  |  |
| 888888 |  |  |  |  |
|  |  |  |  |  |
| 888888 |  |  |  |  |
|  |  | m |  |  |
| 응： 0 |  |  |  |  |
| $\dot{m} \dot{m} \dot{m} \dot{m}$ |  |  |  |  |
| 88：88． | $\times 88888888888$ |  | ¢0808080808： |  |
| $\dot{m} \dot{m} \dot{m} \dot{m} \dot{m} \dot{m}$ |  |  |  |  |



|  |  |  | ㅇ8ㅇㅇㅇㅇㅇㅇㅇㅇ -00000000 | 888:8ㅇㅇㅇㅇ응 -00000000 | 88: <br> $000{ }^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0000000 | 0000000000 | 0000000000 |  <br>  |  <br>  |  |
| Fi天Na000 | mmomrounoo | OHTNmincoo |  <br>  |  <br>  |  |
|  |  | OHnminrooo |  |  | $\begin{aligned} & \underset{\sim}{n} \underset{\sim}{N} \underset{\sim}{N} \\ & \sim \underset{\sim}{\infty} \underset{\sim}{\infty} \end{aligned}$ |
|  |  |  | Nos |  <br>  |  |
|  |  |  |  |  | - ¢ ${ }^{\text {¢ }}$ |
|  |  |  |  |  |  |
|  |  | OOOMNNNNMN |  - Ė |  <br>  |  |
| $00 \underset{\sim}{\pi} \vec{N} \rightarrow \rightarrow 0$ | 0000000000 |  | 응ㅇㅇ영ㅇㅇㅇ -OOOONFOO |  -0000 M N No |  |
| 0000000 | ${\underset{\sim}{4}}_{\underset{\sim}{x}} 0000000000$ |  |  |  |  |




















为





|  |
| :---: |
|  |  |
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## Appendix C

Program MOD3D

## PROGRAM MOD3D

* A computer programme written in EORTRAN77 to produce a
* three-dimensional perspective plot of seismic P-wave
* velocity data derived from the tomographic inversion
* programme SIMUL and interpolated using TOMPLOT.
* The programme uses subroutines of the 'UNIRAS vs'
* graphics library to perform the plotting.
* This version removes volumes for which DWS $<50$.
- Author : Stuart Arnott
- Date : Sept. 1989
Define block dimensions and colour range
DIMENSION $2(72,52,16), 22(72,52,16), \operatorname{KOLOR}(6), 2 C L(5)$
Data Range
DATA XMIN, XMAX, YMIN, YMAX, ZMIN, ZMAX/0.,18., 0., 13., 4., 0./
vaiues on key
DATA ZCL/-0.850,-0.650,0.650,0.850,2.500/
Colour definition
DATA KOLOR/2, 7,0,3,5,6/
Number of boxes
DATA NPX, NPY, NP2/72,52,16/
Open file statement
$\mathrm{LU} 1=1$
OPEN (LUl,file='mod8.65.dat', status='old')
REWIND (LUi)
LU2 $=2$
OPEN (LU2, file='dws.dat', status=' $\circ$ id')
REWIND (LU2)
Give each block in the volume an unassigned value
DO $10 \mathrm{I}=1$, NPX
DO $10 \mathrm{~J}=1$, NPY
DO $10 \mathrm{~K}=1, \mathrm{NPZ}$
$Z(I, J, K)=999.999$
CONTINUE
Read in data and eliminate bugs
DO $15 \mathrm{M}=1,29592$
READ (LU2,999) I, J, K, Z2 (I, J, K)
CONTINUE
DO $20 \mathrm{~L}=1,7807$
READ (LU1,999) I, J,K, Z (I, J, K)
FORMAT (3(I4,1X),F8.3)
IF $(Z(I, J, K)$.LT. 0.660 .AND. $Z(I, J, K)$.GT. 0.000$)$ THEN
$Z(I, J, K)=0.660$
$\operatorname{ELSEIF}(Z(I, J, K)$.GT. -0.660 .AND. $Z(I, J, K)$.LT. 0.000$)$ THEN
$Z(I, J, K)=-0.660$
ENDIE
IF $(Z(I, J, K) . E Q .3 .000)$ THEN
GO TO 20
ENDIF
IF (Z2 (I, J,K) .LT. 50.000) THEN
$\mathrm{Z}(\mathrm{I}, \mathrm{J}, \mathrm{K})=999.999$
ENDIF
CONTINUE
Select Device
CALL GROUTE ('LIST')
Initiate UNIRAS
CALL GOPEN
Outputs lengths of plot area (mm)
CALL GRPSIZ (XSI, YSI)
SCA=AMIN1 ((XSI/310.0),(YSI/240.0))
User Coordinates
CALL GLIMIT (XMIN, XMAX, YMIN, YMAX, ZMIN, ZMAX)
Workbox size
CALL GWBOX ( $1.0 .0,0.6$ )
Viewport:portion of plot area
CALL GVPORT (60: $80 ., 160 ., 160$.
Viewpoint
CAL GEYE (-1.5,-1.5.1.5)
Class Colours and Intervals
CALL GSHADE (KOLOR, 6)
CAIL GZCL (ZCL,5,0)
Plot Axes
CAIL GAXIS3(0,'South--.--Norths','West----EEasts','Depths')
CALL GAXOFI $(0.0 .0)$
CALL GAXIS(1,0.,2.,18.,'Norch-----Soutn\$')
CAIL GAXORI (0., 0.)
CALL GAXIS (2,0.,2.,13.,'East-----Wests')
CALL GAXORI (0.,0.)
CALI GAXEND (1)
CALL GAXIS (3,0., 0.5,4.,'Depth\$')
CALL GAXORI (0.,0.)
CALL GAXEND (1)
CALL GAXIS (3.0., 0.5.4.,'Depths')
CALL GAXORI (0., 0.)
CALL GAXEND (1)
CALL GAXIS $\left(3,0.0 .5,4 \ldots, \$^{\prime}\right)$
CALL $\operatorname{GGRID}(1,1)$
CALL $\operatorname{GGRID} 3(0,1)$
Plot all edges of box
CALL G3DBOX(-1)
Plot 3-D block diagram
CALL GBLKR3(Z,NPX,NPY,NPZ)
Define the colour scale and head lines
CALL GSCSCO('Below\$Caldera\$\$', 4., 2, 0, 1)
CALL GCOSCL(60.,40.)
CALI GHEAD ('Krafla 3-D Structures')
Terminate UNIRAS
CALL GCLOSE
STOP
END


## Appendix D

## Relocated and Original Hypocentres




| 85 | 8 | 616 | 4.70 | 6542.89 | 916 | 648.04 | 1.72 | 214.65 | 565 | 542.83 | 16 | 648.07 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 87 | 71625 | 541.33 | 6538.68 | 816 | 651.14 | 1.97 | 41.29 | 965 | 538.50 | 16 | 650.97 |  |
| 85 | 87 | 71833 | 310.95 | 6542.78 | 816 | 647.94 | 2.04 | 10.86 | 665 | 542.75 | 15 | 548.57 | 24 |
| 85 | 88 | 8221 | 126.05 | 6542.36 | 616 | 646.28 | 1． 64 | 26.04 | 455 | 542. | 15 | 646.00 | 2.03 |
| 85 | 589 | 9756 | 617.37 | 6542 | 16 | 645.93 | 1.57 | 17.36 | 665 | 542 | 16 | 646.02 | 2.05 2.19 |
| 85 | 589 | 9953 | 34.29 | 6538 | 16 | 651.66 | 2.28 | 4.25 | 5 6j | 三 38 | 16 | $65 i .60$ |  |
| 85 | 589 | 92059 | 922.52 | 6538.11 | 15 | 551.60 | 2.10 | 22.49 | 965 | 538.0 | 16 | 651.62 | 2.02 |
| 85 | 589 | 92332 | 215.5 5 | 6542.22 | 16 | 647.14 | 1.36 | 15.57 | 755 | 42. | 15 | 647.57 | 2.09 |
| 85 | 5811 | 11417 | 723.92 | 6542.98 | 16 | 648.20 | 1.57 | 23.86 | 665 | 42．98 | 16 | 643.15 | 2.52 |
| 8 | 5813 | 31328 | $8 \quad 24.90$ | 6542.91 | 16 | 647.76 | 1.78 | 24.84 | 455 | 42．38 | 16 | 47.75 | 2.83 |
| 85 | 813 | 316 | 319.85 | 6543.42 | 16 | 647．87 | 1.18 | 19.77 | 765 | 43.45 | 16 | 47.60 | 2.56 |
| 5 | 5814 | 412 | 127.78 | 6538.18 | 16 | 51．4．？ | 1.96 | 27.75 | 56 | 38．：4 | 15 | 51.39 | 2． 58 |
| 85 | 814 | 41838 | 8 16.36 | $65 \quad 38.15$ | 16 | 51.52 | 2.43 | 16.34 | 65 | 38.04 | 16 | 51．57 | 2.93 |
| 85 | 815 | 5810 | 40．93 | 6538.2 | 16 | 51.42 | 1.98 | 40.93 | ES | 38.06 | 16 | 51．37 | 2.92 |
| 85 | 81 | 112 | 251.67 | $65 \quad 38.07$ | 16 | 51.50 | 1.98 | 51.54 | 65 | 27.38 | 16 | E1．47 |  |
| 85 | 815 | 51319 | 20.96 | 6538.05 | 16 | 51.70 | 2.51 | 20.92 | 55 | 37．9三 | 16 |  | 9 |
| 85 | 815 | 5144 | 48.00 | 65．42．94 | 16 | 47.70 | 1． 92 | 47.94 | 65 | 42.89 | 16 | 47.71 | 2.99 |
| 85 | 815 | 51514 | 30.11 | 6538.81 | 16 | 51.04 | 2.03 | 30.05 | 55 | 38.78 | 16 | 50.90 | 2.82 |
| 85 | 816 | 6595 | 27.58 | 6538.82 | 16 | 51.31 | 2.50 | 27．5： | 65 | 38.77 | ： 6 | 1． 5 | $3.3 \hat{2}$ |
| 85 | 817 | 7917 | 30.25 | 6542.98 | 16 | 48.01 | 2.04 | 30.19 | 65 | 43.79 | 16 | 48.15 | 3.62 |
| 85 | 818 | 829 | 15.78 | $65 \quad 38.17$ | ： 5 | 51.57 | 2.49 | 15．75 | 65 | 38.12 | ： 5 | 51.47 | 3.26 |
| 85 | 819 | 04 | 20.96 | 6538.17 | 16 | 51.63 | 2.36 | 20.92 | 65 | 38.08 | 16 | 1． 51 | 3 |
| 85 | 819 | 559 | 5.92 | 6542.72 | 16 | 46.58 | 2.27 | 5.89 | 65 | 42.53 | 16 | 46.33 | 2.59 |
| 85 | 820 | 041 | 33.98 | $65 \quad 38.90$ | 16 | 51.07 | 2.14 | 33.87 | 65 | 39.00 | 16 | 50.97 | 3.62 |
| 85 | 820 | 513 | 3.12 | $65 \quad 39.38$ | 16 | 50.45 | 2.30 | 3.05 | 65 | 39.82 | 16 | 50.19 | 3.23 |
| 85 | 820 | 919 | 50．3： | 6539.29 | 15 | 51.3 e | 2.93 | 50.30 | 65 | 39.27 | 16 | 50.52 | 3.44 |
| 85 | 821 | 1546 | 35.39 | 5539.61 | 16 | $50 . \pm 2$ | 2.38 | 35.31 | E 5 | 32． 3 3 | 16 | 0．4 0 | 3.39 |
| 85 | 822 | 128 | 25.29 | 6538.05 | － | 51.74 | 2.48 | 25.25 | 65 | 37.38 | 16 | E1． 30 | 3.27 |
| 85 | 822 | 1640 | 27.35 | 6542.76 | 15 | 48.07 | 1．37 | 27.29 | 65 | 42.59 | 15 | 43.36 | 2.32 |
| 85 | 823 | 1045 | 37.176 | $65 \quad 38.16$ | 16 | 51.64 | 2.56 | 37.13 | 65 | 38.07 | 16 | 51.57 | 3.42 |
| 85 | 823 | 131 | 40.366 | $65 \quad 39.55$ | 16 | 49.84 | 1． 91 | 40.32 | 65 | 39.54 | 16 | 49.46 | 2.65 |
| 85 | 823 | 1811 | 26.35 | 6539.15 | 16 | 51.04 | 2.16 | 26.33 | 55 | 39.03 |  | 50.92 | 2.66 |
| 85 | 824 | 1059 | 7.6665 | $65 \quad 37.97$ | 16 | 51.61 | 2.53 | 7.61 | 65 | 37.21 | 15 | 51.68 | 3.37 |
| 85 | 824 | 1123 | 39.09 | 5538.13 | 16 | 51.64 | 2.64 | 39.00 | 65 | 38.03 | 16 | 51.55 | 3.85 |
|  | 824 | 127 | 17.61 － | 0543.76 | 16 | 48.08 | 1． 20 | 17.45 | 65 | 44.08 | 16 | 47.73 | 3.01 |
|  | 824 | 1525 | $39.97 \quad 6$ | 5542.76 | 16 | 47.68 | 1.76 | 39.92 | 65 | 42.73 | 16 | 47.72 | 2.50 |
| 85 | 824 | 1639 | 4.90 \％ | 5542.56 | 16 | 48.56 | i． 61 | 4.83 | 65 | 42.44 | 15 | 9.06 | 2.55 |
| 85 | 824 | 1647 | 40.356 | 6539.16 | 16 | 50.94 | 1.58 | 40.36 | 65 | 39.00 | 16 | 50.32 | 1．70 |
| 85 | 824 | 1746 | 32.776 | 6539.70 | 16 | 50.49 | 2.15 | 32.726 | 65 | 39.64 | 165 | 50.17 | 2.86 |
|  | 825 | 539 | 35.496 | 6538.10 | 16 | 51.71 | 2.63 | 35.496 | 653 | 38.01 | 16 | 51.67 | 3.10 |
| 85 | 825 | 144 | 40.436 | 6542.95 | 16 | 48.23 | 1.47 | 40.416 | 65 | 43.04 | 16 | 48.41 | 2.29 |
| 85 | 825 | 1434 | 9.726 | 6538.11 | 165 | 51.63 | 2.50 | 9.7065 | 653 | 38.02 | 155 | 51.67 | 3.28 |
|  | 825 | 1637 | 51.96 | 538.16 | 16 | 51.66 | 2.54 | 51.966 | 653 | 38.10 | 165 | $5 i .62$ | 2.88 |
|  | 826 | 539 | 45.546 | 6538.12 | 165 | 51． 78 | 2． 60 | $\bigcirc 5.496$ | 653 | 38.04 | 165 | 51.79 | 3.53 |
|  | 827 | 805 | 55.326 | 6542.30 | 164 | 48.20 | 1.75 | 55.276 | 654 | 42.01 |  | 48.30 | 2.39 |
|  | 827 | 1721 | 48.706 | 6538.13 | 165 | 51.65 | 2.65 | 48.666 | 653 | 38.16 | 165 | 51．70 | 3.44 |
| 5 | 828 | 1205 | 54.216 | 6538.15 | 165 | 51.66 | 2.54 | 54.186 | 653 | 38.11 | 165 | 51.54 | 3.34 |
| 5 | 829 | 8365 | 55.136 | 6539.33 | 165 | 50.80 | 2.04 | 55.096 | 653 | 39.29 | 165 | 50.50 | 2.65 |
| 85 | 829 | 9134 | 48.296 | 6542.79 | 164 | 48.01 | 1． 67 | 48.236 | 654 | 42.68 | 164 | 47.81 | 2.64 |
|  | 829 | 10152 | 20.6065 | 6538.15 | 165 | 51.75 | 2.47 | 20.536 | 653 | 38.01 | 165 | 51.75 | 3.58 |
| 85 | 830 | 3255 | 51.826 | 6542.80 | 164 | 47.67 | 1.88 | 51.766 | 654 | 42.79 | 164 | 47.75 | 2.87 |
| 85 | 830 | 1553 | 1.1965 | 6542.85 | 164 | 47.81 | 1.73 | 1.156 | 654 | 42.80 | 164 | 47.39 | 2.60 |
| 85 | 831 | 0231 | 18.4165 | 6538.37 | 165 | 51.34 | 2.38 | 18.386 | 6538 | 38.30 | 165 | 51.39 | 3.00 |
| 5 | 831 | 0291 | 13.8165 | 6539.74 | 165 | 50.39 | 3.03 | 13.746 | 653 | 39.73 | 165 | 50.25 | 3.84 |
| 5 | 831 | 11372 | 20.7165 | 65 33．64 | 165 | 51.44 | 2.65 | 20.716 | 6538 | 38.66 | 165 | 51.32 | 2.94 |
| 5 | 831 | 13495 | 52.3465 | 558.14 | 165 | 51.68 | 2.56 | 52.3065 | 6538 | 38.04 | 165 | 51.60 | 3.47 |
| 5 | 831 | 1471 | 12.6065 | 5538.12 | 165 | 51.63 | 2.57 | 12.5365 | 6537 | 37.98 | 16 う | 1． 67 | 3.63 |
|  | 91 | 1574 | 47.8465 | 6543.70 | 164 | 47.99 | 1． 49 | 47.7765 | 6543 | 43.74 | 154 | 47.39 | 2.54 |
| 59 | 91 | 2544 | 41.4765 | 559.67 | 165 | 50.61 | 2.44 | 41.4465 | 6539 | 39.65 | 165 | 50.39 | 2.97 |
|  | 91 | 9501 | 18.7165 | 5538.77 | 165 | 51.13 | 1：36 | 18.6865 | 6538 | 38.67 | 165 | 50.87 | 2.20 |
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| 928 | 246 | 23.22 | 65 | 39.71 | 16 | 50.37 | 2.03 | 23.14 | 65 | 39.66 | 15 | 50.25 | 3.18 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 85928 | 632 | 2.16 | 65 | 39.76 | 16 | 49.91 | 2.81 | 2.13 | 65 | 39.79 | 16 | 49.51 | 3.28 |
| 85928 | 107 | 7.69 | 65 | 38.61 | 16 | 51.20 | 2.12 | 7.66 | 65 | 38.56 | 16 | 51.09 | 2.84 |
| 85928 | 123 | 21.76 | 65 | 39.28 | 16 | 50.68 | 2.33 | 21.74 | 65 | 39.14 | 16 | 50.6 б́ | 3.00 |
| 85928 | 1431 | 12.23 | 65 | 38.05 | 15 | 51.69 | 2.65 | 11.19 | 65 | 37.93 | 16 | 51.67 | 3.46 |
| 85928 | 1957 | 44.84 | 65 | 38.11 | 16 | 51.54 | 1.99 | 44.82 | 65 | 37.97 | 16 | 51.73 | 2.50 |
| 85929 | 58 | 42.95 | 65 | 38.01 | 16 | 51.76 | 2.52 | 42.91 | 65 | 37.91 | 16 | 51.75 | 3.33 |
| 85929 | 847 | 42.65 | 65 | 38.46 | 16 | 51.41 | 0.40 | 42.69 | 65 | 38.38 | 16 | 51.34 | 0.99 |
| 85929 | 1050 | 35.37 | 65 | 38.56 | 16 | 51.30 | 1.97 | 35.35 | 65 | 38.46 | 16 | 51.29 | 2.50 |
| 85929 | 1411 | 57.34 | 65 | 39.72 | 16 | 50.30 | 1.97 | 57.32 | 65 | 39.80 | 16 | 49.87 | 2.66 |
| 85929 | 1444 | 3.70 | 65 | 42.75 | 16 | 47.75 | 1. 69 | 3.65 | 65 | 42.74 | 15 | 47.63 | 2.56 |
| 85929 | 177 | 18.83 | 65 | 42.96 | 16 | 47.79 | 1.67 | 18.63 | 65 | 43.14 | 15 | 46.32 | 3.2: |
| 85929 | 1714 | 7.38 | 65 | 38.72 | 16 | 51.25 | 1.96 | 7.33 | 65 | 38.65 | 16 | 51.09 | 2.37 |
| 85929 | 189 | 54.49 | 65 | 38.19 | 16 | 51.54 | 2.02 | 54.47 | 65 | 38.14 | 16 | 51.50 | 2.53 |
| 85929 | 2340 | 40.78 | 65 | 39.11 | 16 | 50.88 | 1.79 | 40.72 | 55 | 39.11 | 16 | \#0. 71 | 2.50 |
| 85930 | 031 | 53.85 | 65 | 42.88 | 16 | 47.34 | 2.02 | 53.79 | 65 | 42.85 | 16 | 47.22 | 3.00 |
| 85930 | 245 | 44.30 | 65 | 43.05 | 16 | 47.85 | 1.41 | 44.23 | 65 | 42.76 | 16 | 47.31 | 2.52 |
| 85930 | 47 | 28.50 | 65 | 38.08 | 16 | 51.86 | 2.64 | 28.40 | 65 | 37.88 | 16 | 52.10 | 3. $=5$ |
| 85930 | 1948 | 0.52 | 65 | 38.83 | 16 | 51.07 | 1.67 | 0.45 | 65 | 38.71 | 16 | 50.92 | 2.73 |
| 85930 | 2314 | 5.06 | 65 | 38.09 | 16 | 51.45 | 1.73 | 6.05 | 65 | 37.99 | 16 | 51.49 | 2.21 |
| 85101 | 202 i | 55.04 | 65 | 43.38 | 16 | 47.91 | 1.53 | 54.96 | 65 | 43.50 | 15 | 47.72 | 2.45 |
| 85101 | 2139 | 17.80 | 65 | 37.96 | 16 | 51.87 | 2.93 | 17.75 | 65 | 37.79 | 16 | 51.95 | 3.89 |
| 85103 | 123 | 6.23 | 55 | 38.87 | 15 | 51.23 | 3.75 | 6. 30 | 65 | 38.59 | 16 | $5 \vdots .53$ | 3.07 |

## Appendix E

## Focal Mechanisms

- Upper hemisphere polarity plots in stereographic projection. Each event has two different. The solutions on the left hand side were derived using ray angles computed by HYPOINVERSE with the original 1-d velocity model. The others were derived using angles computed by BENDRAY with the final $3-\mathrm{d}$ velocity model. Arcs on the latter plots show the effect of using the 3-d model. See text for details.
- Symbols : upper hemisphere compressions ( ), upper hemisphere dilatations $(\bigcirc)$, upper hemisphere nodal arrivals $(\times)$, lower hemisphere compressions ( $*$ ), lower hemisphere dilatations (d).


## E. 1 Bjarnarflag Focal Mechanisms


$850707 \quad 1154$
8507071154
8507110449
8507:10449

$850 \% 09 \quad 0404$

$850711 \quad 2317$
8507112317

$850.709 \quad 1954$
8507091954
$850715 \quad 0231$
8507150231


$850715 \quad 0459$

$850718 \quad 0.909$
8507180909
$850724 \quad 1615$
8507241615




8508031837


8508031837
8508090953
8508061548


8508041011
8508041011
8508092059
8508092059



8500141838
8508141838
8508180429
$3505: 80429$


8508150810
8508150810
$850819 \quad 0004$
8508:90004

$850815 \quad 1102$
8508151102
8508231045
8508231045



$850824 \quad 1123$
8508241123
$850829 \quad 1015$
3503291015

$850826 \quad 0539$
$8508260539^{\circ}$
$850831 \quad 1349$
$850831 i 369$

$850827 \quad 1721$
8508271721
$850831 \quad 1407$
8508311401



8509022149
8509022149
$850908 \quad 0737$
8509080757


8509050001
8509050001
$850908 \quad 092 i$
8509080921

$850905 \quad 1159$
8509051159
$850908 \quad 1045$
8509081045


$850910 \quad 1650$
8509101650
$850916 \quad 1734$
8509：61734


8509111641
8509111641
8509200050
8509200050


$850920 \quad 2019$
8503202019
8509230423
8509230423


8509210806


8509210806
8509230433
3509230433


8509212209
8509212209
8509230727
8509230727



8509250211
8509250211
$850928 \quad 1431$
$850928143 i$

$850925 \quad 0506$
8509250306
8509290508
6509290503


8509270641
8509270641
$850930 \quad 2314$
8509302314

E. 2 Fissure Zone Focal Mechanisms


8507110558
8507110558
8507190540
3507190540

$850 \% 12 \quad 2231$
8507122231

$850716 \quad 1010$
8507161010
8507272015
8507272015


07310620.

8507310620
8508032325
8505032325


8508010414


8508011256


$850823 \quad 1301$
8508231301
8509071914
8509071914

$850824 \quad 1746$


8508310029
8508310029
$850908 \quad 1716$
8509081716


$850910 \quad 0651$
8509100651
8509150052
8509150052


8509152150
8509152150


8509110120
8509110120
$850916 \quad 1447$
8509161447



8509190228
8509190228
8509281007
3509281007


8jogi9 0031
8509190631
8509291050
8509291050


8509211858
8509211858
88509292340

E. 3 Leirhnjúkur Focal Mechanisms



8507031435
$850716 \quad 0758$


8507040852
8507040852
8507260556
850720こうこう

$850704 \quad 1144$
8507041144
$850729 \quad 1108$
$850729110 E$



$850801 \quad 1227$
8508011227
$850800 \quad 1614$
8508061614


8508020055


8508020055


8508071833
8505071833

$850804 \quad 2131$
8508042131
$850809 \quad 0756$
18508090756


$850815 \quad 1404$
8508151404


8508190559
8509020604

$850824 \quad 1525$


8509030404
8509030404


$850904 \quad 0716$


3509040710
8509132117
$85091321 i 7$


8509070050
8509040724
8509211853
ع5092：：モ゙よう
 8509070050

8509212113
8509212113
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