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Simulating supernova feedback in galaxy disks
Peter Edward Creasey

Abstract

In this thesis I examine supernova feedback in hydrodynamical simulations of galaxy disks. Un-

derstanding this process entails the numerical evaluation of cooling in radiative shocks, and we

present a set of simulations using two widely used numerical schemes: smoothed particle hydro-

dynamics and adaptive mesh refinement. We obtain a similarity solution for a shock-tube problem

in the presence of radiative cooling, and test how well the solution is reproduced. We interpret

our findings in terms of a resolution criterion, and apply it to realistic simulations of cosmologi-

cal accretion shocks onto galaxy halos, cold accretion and thermal feedback from supernovae or

active galactic nuclei. To avoid numerical overcooling of accretion shocks onto halos that should

develop a hot corona requires a particle or cell mass resolution of 106 M�, which is within reach

of current state-of-the-art simulations. At this mass resolution, thermal feedback in the interstellar

medium of a galaxy requires temperatures of supernova or AGN driven bubbles to be in excess of

107 K at densities of nH = 1.0 cm−3, in order to avoid spurious suppression of the feedback by

numerical overcooling.

In order to improve sub-grid models of feedback we perform a series of numerical experiments

to investigate how supernova explosions shape the interstellar medium in a disk galaxy and power

a galactic wind. We model a simplified ISM, including gravity, hydrodynamics, radiative cooling

above 104 K, and star formation that reproduces the Kennicutt-Schmidt relation. By simulating

a small patch of the ISM in a tall box perpendicular to the disk, we obtain sub-parsec resolution

allowing us to resolve individual supernova events.

We run a large grid of simulations in which we vary gas surface density, gas fraction, and

star formation rate in order to investigate the dependencies of the mass loading, β ≡ Ṁwind/Ṁ?.

In the cases with the most effective outflows we observe a β of 4, however in other cases we

find β � 1. We find that outflows are more efficient in disks with lower surface densities or

gas fractions. A simple model in which the warm clouds are the barriers that limit the expansion

of the blast wave reproduces the scaling of outflow properties with disk parameters at high star

formation rates. We extend the scaling relations derived from an ISM patch to infer an effective

mass loading for a galaxy with an exponential disk, finding that the mass loading depends on

circular velocity as β ∝ V −αd with α ≈ 2.5 for a model which fits the Tully-Fisher relation. Such
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a scaling is often assumed in phenomenological models of galactic winds in order to reproduce

the flat faint end slope of the mass function. Our normalisation is in approximate agreement with

observed estimates of the mass loading for the Milky Way.

Finally, we extend these simulations to follow the ejecta produced by these SNe, allowing

us to track the distribution of metals as they are mixed into the different phases of the ISM and

swept out into a galactic wind. Such calculations are important both directly in predicting the

enrichment of the intergalactic medium, but also with the sister problem of understanding the

enrichment of the host galaxies and the mass-metallicity relation, owing to the unique role that

supernovae are believed to play both as the sources of galactic winds and the sources of galactic

metals. We study the dependence of the amount of metals released per unit of star formation,

βZ ≡ Ṁz/Ṁ?, and the fraction of metals released, βZ/y. We include thermal and momentum

feedback from massive stars and find these make a less significant contribution to the galactic

wind than SNe. We build up a model of galactic chemical evolution and we demonstrate that

these models are compatible with the metallicity distributions of faint stars and compare to closed

box models of chemical evolution. We infer metal retention fractions from the observed data,

although this may be complicated by recycling in the galaxy halos. We compare these rates to the

fraction of metals ejected in the simulations and demonstrate approximate agreement, although

the simulation data has considerable scatter, primarily due to the stochastic nature of the feedback

in the limited volumes of the simulations.
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Chapter 1
Introduction

The aim of cosmology is the study of the very largest scale, the Universe itself. As a science,

it is the marriage of theory and observation, comprising the theoretical equations for the dynamics

of the constituent components; and the observed phenomena such as galaxies and the microwave

background. Recent technological advances in the last few decades have exploded the amount of

observed data and brought previously small discrepancies into the foreground, forcing scientists

to frequently refine their models to keep up the relationship.

The current paradigm is of an observable universe where the seeds were set by a period of in-

flation, producing a flat universe with deviations about the mean density described almost exactly

by a (homogeneous and isotropic) Gaussian random field with a scale invariant power spectrum.

A subsequent period of evolution where the baryons were hot enough to be ionized (and thus

highly coupled to the electromagnetic field) imprinted the duration of this epoch and the frac-

tion of baryonic matter onto the power spectrum (called baryon acoustic oscillations), which can

be observed as a relic both in the cosmic microwave background (CMB) and the clustering of

galaxies.

Over the next 13.7 billion years the overdensities in this random field have collapsed under

their own gravity to form dense objects. It is here that we make a distinction between the col-

lisionless dark matter particles and the collisional baryons; the former collapse to form a multi-

phase medium (i.e. many velocities in a small volume), whereas the latter redistribute energy

over a mean free path (forming a single phase, described by the continuum approximation that

underpins the subject of fluid dynamics). The result of either mechanism is a series of collapsed

structures known as halos, with a mean density of approximately 200× the critical density of the

universe.

Despite these differences in phase space, the distinguishing property of baryons in this sce-

nario is usually heralded to be their ability to cool, i.e. hot dense baryons at the centres of the

collapsed structures are thermally coupled with the cold sparse baryons far away by the transport

of electromagnetic waves (photons), allowing thermal energy to move from the former to the lat-

ter. By removing the pressure support of the hot baryons, collapse is resumed and even higher

density baryonic objects can form.

1



1. Introduction 2

The collapse is again delayed as the baryons form a set of luminous objects called stars,

whose distinguishing qualities are that they are sufficiently hot and dense to undergo nuclear

fusion (providing additional thermal pressure support) and are opaque (impeding the escape of

that thermal energy). This delay will in most cases last tens of billions of years (dependent almost

entirely on the baryonic mass of the object), which appears to be a sufficient time for some of the

baryons to condense into cosmologists, who investigate such things.

This skeletal description of the dynamics in the universe leads to some of the most pressing

questions in cosmology which underpin this thesis, which are

1. How much luminous material (i.e. stars) is expected to arise in halos of a given total mass.

2. How we can construct computer simulations that capture these dynamics (even at the large

scale).

In the remainder of this chapter I will describe the model above in more precise technical

detail. Section 1.1 outlines the physical processes governing the collapse of baryonic matter and

the key observational features such as galaxies and supernovae which play a central role. Section

1.2 then describes the process of simulating these on a computer, specifically the approximations

used for the dynamical equations and the discretisation into a finite set of variables. Finally I

summarise the remaining chapters and give the motivation for this thesis in Section 1.3.

1.1 Galaxy formation

In this section I will outline the physics of galaxy formation (see e.g. Peebles, 1993; Peacock,

1999) from a series of small perturbations in the initial density field which grow to form the

observed universe we see today. I begin with a discussion of evolution on cosmological scales,

followed the Gaussian random field formalism that is used to approximate the collapse of material

in the linear regime. I then focus on the baryonic material, and the property of cooling which

allows the formation of galaxies within the overdense regions. Finally I discuss supernova-driven

outflows from galaxies and relate this to our understanding of star formation and the comparison

with the properties and structure of our own galaxy.

1.1.1 ΛCDM and the linear universe

For a spatially homogeneous and isotropic but temporally varying universe, the metric must be of

the form ds2 = a(t)2dx2− c2dt2 where t is the regular time but x represents a co-moving spatial
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location, i.e. it only represents the actual distance today, when the scale factor a(t) = 1. The

evolution of this scale factor is described by the Friedmann equation,
(
ȧ

a

)2

=
8πG

3
ρ+

c2

3
Λ (1.1)

where ρ is the energy density of matter divided by c2, there is no curvature (k = 0) and Λ is the

cosmological constant. This equation is often re-written in the following form

H(t)2 ≡
(
ȧ

a

)2

(1.2)

= H2
0

[
Ωma

−3 + Ωγa
−4 + ΩΛ

]
(1.3)

where the energy density of matter has been further separated into the fractions of relativistic mat-

ter (Ωγ which as far as we know is just photons and neutrinos at early times) and non-relativistic

matter (Ωm, baryons and cold dark matter). ΩΛ is the fraction of ‘dark energy’ and we have

normalised this to the present day such that Ωm + Ωγ + ΩΛ = 1.

The equation of motion of a non-relativistic particle in comoving co-ordinates is

ẍ = −H(t)ẋ (1.4)

(Peacock, 1999, an acceleration sometimes known as ‘Hubble drag’). The cumulative effects of

the expansion of the universe upon the collapse of matter are dramatic, and the density contrast of

virialised regions of matter (known as halos) to the critical density is expected to be ∼ 200 (18π2

for an Ωm = 1 universe, but is relatively insensitive to Ωm, see e.g. Eke et al., 1996).

The assumption of virialised halos all of the same density contrast allows us to relate the mass

of halos to their circular velocity via the Hubble parameter

v3
200 = 10GM200H(z) (1.5)

(Mo et al., 1998), and if we know the particle mass this also gives them a characteristic tempera-

ture. These quantities will be useful in Chapters 2,3 and 4.

1.1.2 Gaussian Random Fields

The possibility that the initial conditions for the growth of structure can be described by a Gaus-

sian random field that is isotropic and homogeneous allows us to make several statements about

the overdensities. Firstly, the isotropy and homogeneity of the covariance function tell us that the

Fourier modes F̃ (k) of our random field f(x), related by our choice of definition

f(x) = (2π)−3/2
∫
e−ik·xF̃ (k)dk , (1.6)
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will be independent Gaussians,

E
[
F̃ (k1)F̃ (k2)†

]
= δ (k1 − k2)P (|k1|) , (1.7)

and P (k) is known as the power spectrum of f (isotropic and homogeneous but non-Gaussian

random fields also have an isotropic power spectrum, however, we will only consider the Gaussian

case at this time) . This gives us a method of realising the Gaussian random field from which

we can simulate the collapse of structures with N-body simulations (e.g. Efstathiou et al., 1985).

Such simulations allow us to probe the properties of collapsed structures of collisionless particles.

These properties include the distribution, substructure and many other statistics of dark matter

halos, but for the purposes of this section it is sufficient to understand the number density of such

structures, which becomes important in Chapter 3.

The number density of halos

The identification of regions that will collapse to form halos is achieved by testing whether a

spherical volume of radius R has a mean density above a critical threshold δc(R). This can be

approximated as testing the density in a smoothed random field, where the smoothing is a low

pass filter with k-space cutoff k(R), i.e. an overdensity

δ(k) = (2π)−3/2
∫

|k|<k
e−ik·xF̃ (k)dk (1.8)

which, being a linear combination of mean-zero Gaussians (the F̃ (k)) is itself mean zero Gaussian

with variance

∆(k)2 ≡ E
[
|δ(k)|2

]
(1.9)

=

∫ k

0
4πk2P (k)dk . (1.10)

This leads to the result that the probability that a point in the smoothed random field has overden-

sity δ(k) > δc(k) as

P [δ(k) > δc(k)] = 1− Φ

(
δc(k)

∆(k)

)
, (1.11)

where Φ is the cumulative normal distribution function.

The advantage of choosing the sharp cutoff for our filter is the function δ(k) can then be

treated as a Brownian motion in ∆(k). The reason this is possible is that each of the Fourier modes

F̃ (k) are independent, and thus as we increase k we are simply including additional spherical

shells (in k-space) which will be independent from the modes already included (i.e. the function

δ(k) has independent increments), and so is just a Wiener process with ‘time’ t = ∆(k).
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Figure 6. Normalized cooling rates as a function of temperature for solar abundances, assuming either CIE (left-hand panel) or photo-
ionization equilibrium for nH = 10−4 cm−3 and an optically thin gas exposed to the z = 3 HM01 model for the meta-galactic UV/X-ray
background from quasars and galaxies (right-hand panel). Note that normalized cooling rates are independent of the density for CIE,
but not for photo-ionization equilibrium. The black, solid curve indicates the total cooling rate and the thin, coloured, solid curves show
the contributions from individual elements. The black, dashed curve shows the contribution from H and He.

is only important at high redshift. We can see that photo-
ionization affects some elements more than others. As we
have seen before, the effect is stronger for lower tempera-
tures. Although we show the results for only a single den-
sity here, we note that the importance of photo-ionization
increases with decreasing density.

Comparing the cooling rates including photo-ionization
(right-hand panel of figure 6) to those for CIE (left-hand
panel of figure 6) shows that photo-ionization increases the
relative importance of oxygen and decreases that of carbon,
helium, and especially hydrogen. It is also clear that many
of the peaks of the various elements shift to lower tempera-
tures when an ionizing radiation field is present. This shift
occurs because a photo-ionized gas is overionized for its tem-
perature compared to a collisionally ionized plasma. If the
ion fractions peak at lower temperatures, then so will the
cooling rates due to collisional excitation of those ions.

This last figure illustrates the central result of this work:
photo-ionization changes both the total cooling rates and
the relative importance of individual elements. For a more
complete visualization of this point, we kindly refer the in-
terested reader to our web site11, where we host a number
of videos, plots, and the tables themselves for download.

6 DISCUSSION

Radiative cooling is an essential ingredient of hydrodynam-
ical models of a wide range of astrophysical objects, rang-
ing from the IGM to (proto-)galaxies and molecular clouds.
While numerical simulations of objects with a primordial
composition often compute non-equilibrium radiative cool-
ing rates explicitly and sometimes even include the effect
of ionizing background radiation, the treatment of cooling
of chemically enriched material is typically much more ap-
proximate. For example, simulations of galaxy formation

11 http://www.strw.leidenuniv.nl/WSS08/.

typically either ignore metal-line cooling altogether or in-
clude it assuming pure CIE. In addition, the abundances of
all heavy elements are typically scaled by the same factor
(the metallicity) (but see Mart́ınez-Serrano et al. 2008 and
Maio et al. 2007 for recent exceptions). In this simplified
treatment metal-line cooling depends only on temperature
and metallicity, allowing straightforward interpolation from
pre-computed two-dimensional tables.

We have used cloudy to investigate the effects of heavy
elements and ionizing radiation on the radiative cooling of
gas with properties characteristic of (proto-)galaxies and the
IGM, i.e., optically thin gas with densities nH <∼ 1 cm−3 and

temperatures T >∼ 104 K, assuming ionization equilibrium.
We presented a method to incorporate radiative cooling on
an element-by-element basis including photo-ionization by
an evolving UV/X-ray background, using precomputed ta-
bles, which for heavy elements are functions of density, tem-
perature, and redshift and for H&He (which must be con-
sidered together because they are important contributors to
the free electron density) depend additionally on the He/H
ratio. Using the 11 elements H, He, C, N, O, Ne, Mg, Si, S,
Ca, and Fe, the redshift z = 0 median absolute errors in the
net cooling rate range from 0.33%, at Z = 0.1Z" to 6.1%
for the extreme metallicity Z = 10Z", and the errors are
smaller for higher redshifts.

The tables as well as some scripts that illustrate how
to use them are available from the following web site:
http://www.strw.leidenuniv.nl/WSS08/. We also include
tables for solar relative abundances which can be used if
metallicity, but not the abundances of individual elements
are known, as in equation (5). This web site also contains a
number of videos that may be helpful to gain intuition on
the importance of various parameters on the cooling rates.

We confirmed that, assuming CIE, heavy ele-
ments greatly enhance the cooling rates for metallicities
Z >∼ 10−1 Z" and temperatures T <∼ 107 K. We demonstrated
that this remains true in the presence of photo-ionization by
the meta-galactic UV/X-ray background.

The background radiation removes electrons that would

Figure 1.1: Normalised cooling rates as a function of temperature for solar

abundances, assuming CIE. Reprinted with permission from Wiersma et al.

(2009a).

The advantage of these independent increments is that when the overdensity threshold δc(k)

is constant, we can apply a symmetry argument to relate the probability that δ(k) > δc to the

probability that δ(s) = δc for some s ∈ [0, k], i.e.

P [∃s ∈ [0, k] : δ(s) = δc] = 2P [δ(k) > δc] (1.12)

(e.g. Bond et al., 1991). It is then possible to deduce the number density of these halos in the

analytic form (including the troublesome factor 2 of Press and Schechter, 1974) as

dn

dm
=

2ρ̄δc
m∆(k)2

∆′(k)

m′(k)
φ

(
δc

∆(k)

)
, (1.13)

where ρ̄ is the mean density of the Universe, φ is the normal distribution function and the relation

of the mass of halos to their size in k-space is m(k) ∝ ρ̄k−3 (see also White, 1994).

It is possible to extend this argument to non-sharp filterings for δ(k) (breaking the assump-

tion of independent increments), and to non-constant thresholds δc(k) (breaking the symmetry

assumption), but in general these are not analytic and must be solved via Monte-Carlo methods.

1.1.3 Cooling of baryons

Let us now turn our attention to the distribution of baryons. In order for baryons to collapse

and form the luminous galaxies that are ubiquitous they must lose some of their pressure sup-

port via cooling. It is for this reason that we must discuss in some detail the cooling functions

used in astrophysics. In Fig. 1.1 we reprint the cooling function used in Wiersma et al. (2009a)

for elements with solar abundances and in collisional ionisational equilibrium (CIE), which illus-

trates the complexity involved in the summation over all the different transitions of each different
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species. Nevertheless, for an overall understanding I outline three different regimes in the follow-

ing paragraphs, T > 106K, 106 > T > 104K and 104K > T which broadly trisect the regimes

of interest.

T > 106K

Above 106K, radiative losses are dominated by thermal bremsstrahlung, that is the radiation pro-

duced when free electrons are deflected by the positively charged atomic nuclei. The emission

per unit volume is
dE

dt
∝ −Z2T 1/2NNe (1.14)

(Longair, 1996), where Z is the charge of the nucleus and N , Ne are the number densities of

nuclei and electrons respectively, i.e. proportional to the square of the density (since it is due

to 2-body collisions) and the square-root of the temperature (since the thermal de Broglie wave-

length shrinks for high energy electrons). Below 108K metal transitions, particularly Fe, start to

dominate (see also Fig. 1.1).

106 > T > 104 K

At intermediate temperatures the strongest lines observed are hydrogen recombination lines, such

as Hα and Hβ (the first two lines of the Balmer series), although at solar metallicities a large

interval in temperature is dominated by oxygen and carbon transitions.

T < 104K

At low temperatures the emission is dominated by the collisional excitations of molecules (e.g.

H2) and metals (e.g C+). For enriched gas, molecules with a strong electric dipole moment such

as CO dominate the emission with their rotational transitions. For primordial gas, the emission is

much weaker as it relies on the transitions of H2.

1.1.4 Galactic winds and Supernovae

The picture of baryons cooling and infalling to form galaxies described in the previous section is

complicated by the observation that many of the baryons are not only failing to cool onto galaxies

but are actually being ejected (see, e.g. Heckman et al., 1990; Martin, 2005), implying the exis-

tence of heat sources inside galaxies that can heat some fraction of the baryons above the specific

binding energy of the galaxy. For low mass ( <∼ 1010.5 h−1M�) galaxies this source is believed to
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Figure 1.2: Mass in stars vs. halo mass (i.e. baryons and dark matter) from

abundance matching, courtesy of Richard G. Bower (the Eagle project, in

prep.). The stellar mass drops far below the baryonic fraction of the halo mass,

ΩbMh/Ωm at both low (M?
<∼ 1010.5M�) and high (M?

>∼ 1010.5M�) stellar

masses (dashed grey line).

be supernovae (SNe, e.g. Larson, 1974) whilst for large galaxies ( >∼ 1010.5 h−1M�) the super-

massive black holes (known as active galactic nuclei) are believed to be primarily responsible.

Due to the difficulty of simulating baryonic effects and the uncertainties surrounding the pro-

cesses, a number of phenomenological models such as GALFORM (Cole et al., 2000) have been

developed which follow the evolution of a population of galaxies with idealised geometry and for

which the parameters of the models can be rapidly validated against observables. Although using

the data to infer processes in such a way is challenging, these models have enjoyed significant

successes in simultaneously predicting properties of the observed galaxy population.

Our focus in this thesis will be on the SN feedback, and indeed the effects of this are rather

dramatic. In Fig. 1.2 we show a sample stellar mass vs. halo mass function, i.e. the amount

of stellar material compared to the gravitational mass. If all the gas were turned into stars the

stellar mass would be M? = ΩbMh/Ωm, however at low and high stellar masses this appears to

be strongly suppressed.

1.1.5 Components of the MW and Solar Neighbourhood

The evolution galaxy disks and the star formation which ultimately results in SNe and the ejection

of material is not a fully understood process. There is, however, one galaxy for which we have

strong constraints for the properties and structure of the disk, and that is our own Milky Way. In
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this section I will describe some of the methods used to probe the Milky Way and other galaxies

(albeit at rather lower resolution) and explore their properties and structures. Although it is un-

realistic to build a complete theory of galactic disks from a single disk, the observations can be

used to disfavour theories in which the MW would be an extremely unlikely object.

The Solar Neighbourhood

The Sun orbits the centre of the MW in a circle of radius R� = 8.5 kpc with an orbital period

of approximately 240 Myr (Kerr and Lynden-Bell, 1986). As such, the local neighbourhood lies

outside the bulge of the galaxy, in a disk stratified by age with the older stars in a thicker (i.e.

higher velocity dispersion) disk, and the cold molecular gas and young stars in a thin disk.

The distribution of atomic hydrogen (HI) is estimated from the 21cm line of HI. The magnetic

moment of the hydrogen nucleus splits the ground state energies of the hydrogen atom to produce

a ‘hyperfine’ transition of 5.877 × 10−6eV, producing photons of 21.1 cm. This is a forbidden

transition with probability 2.9 × 10−15 s−1. By measuring the flux at different latitudes and

longitudes it is possible to construct a model of the HI distribution of the galaxy in galactocentric

radius (R) and height above the disk (z), e.g. Lockman (1984). This has also been applied to

measure the HI surface densities of other nearby galaxies, such as the THINGS survey (Walter

et al., 2008).

Broadly speaking, the HI in disk galaxies appears in a disk that is somewhat more uniform

than the stellar disk which has close to an exponential profile. In addition, the HI disk is much

more extended than the stellar disk.

The HI in the MW appears to exist in a layer of FWHM of approximately 365 pc, independent

of R, with a surface density at the solar neighbourhood of ΣHI = 3.6 M� pc−2 (Kulkarni and

Heiles, 1987). Bahcall et al. (1992) describes a two component model of atomic hydrogen both

with surface densities ΣHI = 4 M� pc−2 and velocity dispersions of 7 and 9 km s−1.

The molecular hydrogen (H2) of disk galaxies shows a distinct distribution compared to that

of the atomic hydrogen. Molecular gas in MW is primarily traced by proxy of the CO molecule.

CO has a large dipole moment with a J = 1 → 0 rotational transition of 2.6mm which is often

the brightest emission line of molecular regions. This transition is excited by collisions with

molecular hydrogen and decays spontaneously. The relationship between the flux ICO and the H2

column density (referred to as XCO) is constrained by a number of observations; however, it is

still only known to a factor of a few (e.g. Scoville and Sanders, 1987).

The molecular component of the MW is observed to exist in a distribution of Giant Molecular

Clouds (GMCs) much less extended than that of the HI. Most of these clouds exist within R =
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3− 7 kpc (the so-called ‘molecular ring’) and 90% of the molecular mass of the MW lies within

the solar circle (Scoville and Sanders, 1987). These measurements seem in agreement with other

spiral galaxies (e.g. Wong and Blitz, 2002), although those galaxies generally have a ‘core’ of

molecular gas, absent from the bulge of the MW. If one averages over large enough scales (i.e.

many molecular clouds) it is possible to define a surface density of molecular gas, in which case

the local neighbourhood would have a ΣH2 ≈ 10 M�pc−2.

The non-gaseous components of the MW disk are in the form of stars and dark matter. Local

stars can be identified by parallax (such as the Hipparcos survey), giving estimates of the surface

density of a thin and thick disk of stars. The remaining dark component is estimated from the

gravitational potential implied by the dynamics of the disk. The model of Flynn et al. (2006) has

Σgas = 13.2 M� pc−2 and Σ? = 35.5 M� pc−2, with a recent paper by Bovy and Tremaine

(2012) estimating the local dark matter density to give Σdm ≈ 20 M� pc−2 within z = ±1 kpc

(the velocity dispersion of the dark matter is of course extremely high, causing it to be distributed

in a diffuse halo, and thus any attempt to describe it with a surface density is strongly dependent

upon the height taken).

The connection with Star Formation

Since star formation occurs out of cold gas, it might be expected that there would be some obser-

vational correlation between the distribution of cold gas and the star formation rate, and indeed

there has been considerable progress in this area, both for whole galaxies and more recently for

regions within galaxies.

The most commonly used formulation for star formation rate is the power law suggested by

Schmidt (1959),

Σ̇? = A

(
Σgas

1 M� pc−2

)n
M� yr−1 kpc−2 , (1.15)

with exponent n in the range 1− 2. The gas referred to in Schmidt’s original work was estimated

from 21cm measurements (i.e. HI). The rate of star formation can be estimated from a wide

variety of sources, but for reference modern estimates usually come from the H-α line (656nm

due to recombination of warm ionised gas), the far ultraviolet continuum (due to hot young stars)

or from infra-red flux (radiation reprocessed by dust).

In a seminal paper Kennicutt (1998) applied this globally to a number of other galaxies to

estimate the parameters as A = (2.5 ± 0.7) × 10−4 M� yr−1 kpc−2 and n = 1.4 ± 0.15, with

the best fit using ΣHI rather than including molecular gas. Notably, the extension of the HI disks

outside the star forming disks suggests there is some critical threshold of 3− 10 M� pc−2 below
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which star formation does not occur, or occurs at a very low rate (e.g. Kennicutt, 1989; Martin

and Kennicutt, 2001; Schaye, 2004).

In order to make the connection to a local star formation law (i.e. based upon the volume

density, ρgas), it is necessary to make some assumptions about the vertical distribution of matter

in a galactic disk. One such condition is given by the Toomre stability criterion (Toomre, 1964),

where a differentially rotating disk is stable against large scale self gravitating models only if the

parameter

Q ≡ σrκ

3.36GΣ
(1.16)

> 1 , (1.17)

where σr is the radial velocity dispersion, Σ is the self gravitating surface density and κ is the

epicyclic frequency,

κ2 ≡ 2ω

R

d

dR
(R2ω) , (1.18)

where for disk with constant rotation velocity Vdisk, we find κ =
√

2Vdisk/R. Notably if the

velocity dispersion is isotropic (i.e. σr = σz), this is almost equivalent to saying the orbital time

(torb =
√

8π/κ) has to be less than the vertical oscillation time (tdyn ≈ σz/GΣ, where the exact

coefficient depends upon whether we are referring to collisionless particles or a gas with adiabatic

index γ).

If we apply this to the solar neighbourhood of the MW, we see that the vertical oscillation

time is ≈ 60 Myr, below the 240 Myr required to orbit the galactic centre, suggesting the stellar

population with this vertical velocity dispersion is unstable to the formation of large scale modes

(i.e. Q < 1). For higher values of the velocity dispersion the components will be stable, however.

The proximity of the exponent of Eq. (1.15) to 1.5 is rather suggestive of a local star formation

law of the form

ρ̇? ∝
ρ

tdyn
(1.19)

(Kennicutt, 1998), since the tdyn ∝ (Gρ)−1/2, giving an overall dependence of the local star

formation rate on the density as ρ3/2, very similar to the exponent of n = 1.4 suggested earlier

for Σgas. Notably this would require that the correspondence of Σgas to ρgas; i.e. all disks have

the same scale height ∼ Σ/ρ (see Schaye and Dalla Vecchia, 2008 for a thorough discussion of

the role of the Jeans length in local and global star formation laws).

More recently, high angular resolution maps of nearby galaxies have allowed a more refined

picture of star formation at different regions of the same galaxy. Wong and Blitz (2002) studied

the radial distribution of atomic and molecular gas in seven nearby spiral galaxies and found that
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star formation was more correlated with total gas surface density ΣHI+H2 . Bigiel et al. (2008)

have extended this to estimate the local star formation law with coefficients (using ΣHI+H2 in Eq.

(1.15)) of A = 8.7 × 10−4 M� yr−1 kpc−2 and n = 1.0, with a significant steepening below

Σgas = 9 M� pc−2.

Coincidentally, it would appear that all the star formation thresholds lie near to the local

gas density estimated in the solar neighbourhood. Clearly there is ongoing star formation here,

however, as evidenced by the Orion nebula, at only ∼ 400 pc distant.

In summary, we have given a brief overview of the physical processes that we wish to capture

in our simulations, i.e. that of gravity for all matter, and the baryonic processes of cooling and star

formation. In the next section we describe how these processes are translated into hydrodynamical

simulations.

1.2 Hydrodynamical simulations

The simulation of hydrodynamical problems can be broadly divided into a four-stage process to

produce a numerical answer which constitutes a sufficiently close approximation to the exact so-

lution. There is usually some competition between the desire to include all the relevant processes,

the requested accuracy of the solution and the computational resources available to the simulator.

In real life these requirements will also include the finite time of the scientist to write simulation

and analysis code and the opportunity to re-use existing software, or software with which the sci-

entist is already familiar, but for the purposes of this section we will ignore these and concentrate

only on the scientific problem and the methods used to solve it (for a more extensive discussion of

the use of computer simulations for scientific experimentation, see the introduction of Hockney

and Eastwood, 1988). The four stages are outlined below.

Initial conditions are the description of the problem at a single time, defining the fluid variables

at every spatial position at that point in time.

Choose the physical processes. These are the laws of physics we will include in our simula-

tion, defined as a set of governing equations which dictate how the fluid variables interact.

The list of possible processes is large but in astrophysics commonly includes gravity, cool-

ing/radiation transport, magnetic fields and nuclear burning.

Choose the discretisation. The simulation volume (in both space and time) will need to be di-

vided up into smaller regions, each described with just a few variables. Such a discretisation

is usually adaptive (irregular in time), but may be spatially regular (i.e a grid) or irregular
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(e.g. a mesh), which itself may vary in time (see section 1.2.2). The description of the

fluid on these regions in the simplest case is uniform, but may also be estimated to vary

as some low order polynomial. Once this is decided, the governing equations must also be

discretised onto these volumes.

Computation and validation. The final stage of this process is conceptually the easiest but prac-

tically the hardest; to implement all these on a computer and perform the simulation. In very

simple cases it is possible to fully analyse the errors that the previous steps will introduce,

but in practice these errors are often estimated empirically, by iterating through variations

of the discretisation and other numerical parameters. Simple cases with known solutions

are still very important, however, as they provide a reference against which problems in the

implementation can be caught early.

1.2.1 The dynamical equations

The starting point for any fluid scheme are the Navier-Stokes equations, which describe the con-

servative evolution of mass and momentum in a fluid. The evolution of mass is given by the

continuity equation,
∂

∂t
(ρ) +

∂

∂xi
(ρvi) = 0 , (1.20)

where ρ is the fluid density and vi are the component of the velocity. The Navier-Stokes equations

describe the evolution of momentum due to pressure, p, and viscous forces (the two terms on the

RHS)
∂

∂t
(ρvi) +

∂

∂xj
(ρvivj) = − ∂p

∂xi
+

∂

∂xj
σij , (1.21)

and the continuity equation for the internal energy e is

∂

∂t
(e) +

∂

∂xj
(evj) = −p∂vi

∂xi
+ σjk

∂vj
∂xk

, (1.22)

where

σij = η

(
∂vi
∂xj

+
∂vj
∂xi
− 2

3

∂vk
∂xk

δij

)
+ ζ

∂vk
∂xk

δij , (1.23)

is the viscous stress tensor and η and ζ are known as the shear and bulk viscosity coefficients

respectively. These coefficients can be measured for real fluids, however, in most astrophysical

flows they are so small that the viscous term is insignificant outside of shocks (i.e. the flows have

high Reynolds number, the ratio of inertial forces to viscous forces on the length scale of the

domain).

This system of equations can be closed by describing how the pressure (p) depends upon the

local thermal energy, an equation of state. If we assume the fluid is particulate in nature, and the
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particles have no extra energy states (such as rotation and vibration) then the pressure is given by

p = (γ − 1)ρu , (1.24)

where γ = 5
3 and u = e − 1

2v
2 is the specific thermal energy (whose evolution can be deduced

from Eq. (1.22)).

A consequence of the insensitivity of the fluid motion outside of shocks to the viscosity is that

it becomes possible to substitute an alternative viscous term into the RHS of Eq. (1.21) and, for a

large range of discretisations, obtain the same numerical result. As such it is common to introduce

an artificial viscosity at a much greater level than physical and with a slightly adjusted term (e.g.

the prescription of von Neumann and Richtmyer, 1950) for superior numerical properties.

A notable feature of equations (1.20), (1.21) and (1.22) is that they are all, in the mathematical

sense, continuity equations, and as such the total quantity of mass, momentum and energy does

not evolve with time. If the discretisation proceeds directly from these then it, too, will completely

conserve those quantities and as such be known as a conservative scheme. In the remainder of

this section, however, we are going to add a number of terms (forces) to the RHS of Eq. (1.21)

and (1.22), such as self-gravity, which, whilst they are possible to write in a conservative form, in

general will not be as they are already sufficiently difficult to calculate in a non-conservative form.

Consequently, energy and momentum are not usually precisely conserved except in ‘pure-hydro’

problems.

Gravity and Cooling

The Newtonian approximation for gravity is usually written in potential form

∇2Φ = 4πGρ , (1.25)

whereG is Newton’s constant and for simplicity we assume physical co-ordinates and neglect the

expansion terms from Section 1.1. The additional force term to add to Eq. (1.21) is

f = −ρ∇Φ , (1.26)

and introduces an extra term in the energy calculation in the usual way.

In contrast, an interesting property of equations (1.20), (1.21) and (1.22) is that they are all

local, i.e. the dynamical equations describing the local quantities such as density and velocity, can

all be found in terms of combinations of other local quantities (where we do not include spatial

derivatives). This is in fact rather fundamental, and it is currently believed that all the laws of

physics operate in this fashion.
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This has a direct useful consequence for the simulation of the equations of physics, in that

the time evolution of a spatial volume depends only upon its neighbouring volumes. If we apply

this to the implementation of the simulation on large computers, we see there is a consequence

in terms of parallelisation, that in principle data communication only needs to occur between

computational units that are evaluating the evolution of spatially connected regions.

Eq. (1.25), however, does not have this local property, i.e. the potential is a function of the

global density field. If we were to write it in a local form (the weak field limit of the Einstein

field equations), then we could calculate the evolution of the potential in a purely local way

(re-introducing the gravity waves that were lost by taking the Newtonian approximation in Eq.

1.25). The reason that this is avoided is that the wave speed of these equations (the rate at which

the regions interact) is the speed of light, which is extremely restrictive in terms of our time

discretisation (see also section 1.2.2), i.e. it would require very many time steps to perform

the same simulation. This difficulty is sidestepped by applying Eq. (1.25), which introduces

the computational difficulty of performing a non-local calculation. It is worth noting that this

substitution of problems yields a successively smaller relative benefit as our usage of parallel

computation increases, since the calculation is often limited by communication.

In mathematical terms we have taken a set of hyperbolic equations (for general relativity)

and replaced them with a parabolic equation (the boundary value problem of Eq. (1.25)). This

is analogous to the anelastic approximation in meteorology (removing acoustic waves) to find a

parabolic equation for pressure, and to most radiation transport schemes.

The evaluation of self-gravity is an extensive subject in itself and is linked closely to the

form of discretisation one chooses. The most notable choice is to perform the calculation on a

regular grid, which allows the use of the Fast Fourier Transform (FFT) algorithm with a scaling

of N logN (where N is the number of cells). It is possible to recover this scaling using trees, but

in general the proportionality is much higher, making the regular grid a particularly influential

choice, so much so, in fact, that particle schemes (N-body) will often use a hybrid scheme where

part of the gravitational field is calculated on a grid, the so-called Particle-Particle Particle-Mesh

(P3M) scheme of Hockney et al. (1973).

We now turn our attention to cooling. The removal of thermal energy can be applied to Eq.

(1.22) by the insertion of an additional term on the RHS, i.e.

ρ
du

dt

∣∣∣∣
Λ

= −Λ(T,Z, n)n2 , (1.27)

where n is the number density of particles, T the temperature and Z the metallicity. The term

n2 has been factored out such that Λ is constant for a process with pure two-body collisions.
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It is possible to go further and relax the constraint of ionisation equilibrium, i.e. to track the

temperature of each different species; however, this comes at considerable cost due to the large

number of species in enriched gas (see also Section 1.1.3).

As a final remark it may be questioned where all the energy that has been removed by cooling

has been transported to. The evolution of the radiation field introduces another hyperbolic equa-

tion with a wave speed equal to that of light (similar to gravity), with the additional complication

that we are interested in following the waves (i.e. the directional transport of energy). Such is

the difficulty of solving this in its full generality that it is nearly always heavily approximated by

taking an optically thin or thick regime, solving for moments of the radiation field (e.g. Gnedin

and Abel, 2001) or even assuming the radiation field exists as a uniform background. Once the

radiation field is known, heating terms can be added to Eq. (1.27) by using the absorption cross-

sections of each species.

1.2.2 Discretisation and Advection

In this section we describe how the physical equations from the previous section are discretised

into a scheme with a finite number of elements whose evolution can be simulated on a computer.

In astrophysics the most common methods are a Lagrangian scheme called Smoothed Particle Hy-

drodynamics (SPH) and a variable-sized mesh scheme called Adaptive Mesh Refinement (AMR).

There is also a very recent Lagrangian scheme known as AREPO (Springel, 2010) which has much

in common with AMR, which we will also briefly mention. We describe both the spatial and the

temporal discretisation of these along with some of the advantages and disadvantages of each.

Time discretisation

The temporal extent, ∆t, of the discretisation used is dependent upon the rate at which information

traverses a cell. These wave speeds can be calculated exactly at any given point as the eigenvalues

of a matrix of coefficients formed from equations (1.20), (1.21) and (1.22) to find a maximum of

cs+ |v|, where cs is the local sound speed. Approximating this over a cell of minimum width ∆x

gives the Courant-Friedrichs-Lewy condition (Courant et al., 1928)

∆t < η
∆x

cs + |v|
, (1.28)

where η < 1 is some proportionality constant weakly dependent on the geometry of the cells,

the advection scheme and the specific problem. Violation of this will result in a scheme which is

inaccurate and usually highly unstable.
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A related question is whether a scheme has a global time step or a local one, i.e. whether all

cells end at the same set of times (a global time step) or whether some are allowed to continue

over temporal boundaries (local time steps).

The traditional answer to this question is to use global time steps, since by doing this one

is guaranteed to be able to form an explicit scheme, i.e. the future states depend upon the past

states, but not the other way around. In problems of very large dynamic range, however, this

is extremely inconvenient, and it is desirable to produce schemes where systems with a short

dynamical time (e.g. supernova remnants) can be probed without performing a similar number

of time increments on the rest of the galaxy. (e.g. GADGET-2, Springel, 2005, ENZO, Bryan and

Norman, 1997, RAMSES, Teyssier, 2002).

Lagrangian codes

Lagrangian codes discretise the fluid evolution into regions that move with the local velocity field,

and as such they are discretising the mass rather than the volume. This is particularly appealing for

astrophysics because the regions of interest (such as galaxies or planets) are also regions where

the mass is concentrated, naturally giving a reasonable approximation to the dynamic range of

interest.

A secondary advantage is that such a scheme retains the property of Galilean invariance that

is held by the equations of the previous section. One benefit of this is the loss of spurious heating

of high Mach flows in the rest frame (as for the cells in Lagrangian codes, the fluid is always at

rest).

The disadvantage of such ideas, however, is usually the difficulty of following the interfaces,

which adjust their shape as the mass elements change location. One very popular scheme that

avoids this is Smoothed Particle Hydrodynamics (SPH, Gingold and Monaghan, 1977), which

essentially ignores the advection terms, except for shocks, and follows the fluid motion assuming

each particle evolves adiabatically in the local density field.

The modern formulation (e.g. Springel and Hernquist, 2002) starts with the observation that

for adiabatic flow (i.e. only including the pressure term on RHS of Eq. (1.21)), the Lagrangian

derivative

D

Dt
(pρ−γ) = 0 , (1.29)

indicating that the quantity piρ
−γ
i stays constant for all particles (this is in fact a function of the

entropy, and as such is known as the pseudo-entropy). If we apply the further constraint that the
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total energy is conserved

E =
∑

i

mi

(
1

2
|vi|2 +

pi
(γ − 1)ρi

)
, (1.30)

then the adiabatic pressure forces between fluid elements can be computed directly from the

differential of the Lagrangian for any differentiable density function, giving the net acceleration

of the fluid element,

ẍi =
∑

j

mj

mi

pj
ρ2
j

∂

∂xi
ρj , (1.31)

where ρj is the density evaluation for particle j as a function of all the particle positions. Notably

this is usually written as two terms by symmetrising about the ith particle. The final element in

this scheme is the construction of the density estimate, which is formed using a smoothing kernel

in the following manner,

ρi =
∑

j

mjW (|xi − xj |, hi) , (1.32)

where W is the smoothing kernel and h is the smoothing length. W needs to be differentiable

and approximately normalised (such that
∑

imi/ρi fills the whole volume, otherwise the densi-

ties will be systematically offset) and we would prefer it to be compact so that the calculation of

ρi only requires a summation over a finite number of particles, known as the neighbours. Con-

sequently W is usually chosen to be a radially symmetric cubic approximation to a Gaussian,

although some authors (in particular Read et al., 2010) suggest it may be desirable to have a ker-

nel with radially monotonically increasing gradient (which is thus not continuous at the origin) to

avoid any ‘clumping’ instability.

The use of a variable smoothing length h (i.e. an hi for each particle depending on the local

density) requires some careful handling, since Eq. (1.32) becomes an implicit equation. It is

tempting to return this to an explicit equation by setting hi to be the n-th nearest neighbour of

particle i, but this complicates the evaluation of the derivatives in Eq. (1.31) (the so-called grad-h

terms of SPH) and introduces discontinuous derivatives (as the order of the neighbours changes),

so it is preferable to just set hi = Kρ
−1/3
i and iteratively solve for the solution of Eq. (1.32) and

have a straightforward evaluation of the derivatives in Eq. (1.31).

There is an additional subtlety with variable smoothing lengths in that the binary relation of

being a neighbour is now no longer symmetric, i.e. the i-th particle may be the neighbour of the

j-th particle, but not vice-versa. In this case whilst the sum in Eq. (1.32) is still only over the

neighbours of particle i, the sum in Eq. (1.31) must be performed over all particles of which i is

a neighbour.
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These equations completely describe a system of particles whose pressure forces evolve adi-

abatically. The missing piece(s) of such a scheme all relate to the mixing of matter and energy

between the different particles. At its most basic, this is a viscosity term to capture shocks, but

should also include particle diffusion (e.g. Balsara, 1995; Price and Monaghan, 2005; Agertz

et al., 2007; Read et al., 2010 etc.). We will discuss this more in Chapter 2.

We now briefly discuss an alternative Lagrangian scheme to SPH known as Arepo (Springel,

2010) which in many ways bears a much greater resemblance to the Eulerian schemes of the next

subsection. The heart of this scheme is the formal division of the volume into convex cells with

planar faces (by the construction of a Voronoi tessellation). Although the centres of these cells

move with the fluid, the advection through each face can be computed using the flux calculations

of the following section, albeit with the added complication that the faces are changing shape with

time (the translation of the faces is relatively easy to account for).

Eulerian (Grid) codes

An Eulerian discretisation of the fluid is one where there is a chosen frame of reference upon

which the discretisation is fixed, i.e. the cell boundaries do not move with time. This is gen-

erally expanded to include discretisations where cells can be merged/divided as the simulation

progresses (so-called adaptive mesh refinement, AMR).

When only a small number of fluid variables are tracked in each cell it is attractive to employ

a regular grid, since this removes the need to store or calculate the geometry of each cell. In the

simplest case the fluid will be assumed to be uniformly distributed across each cell, but can also

vary as some low order polynomial (e.g. the piecewise parabolic mesh scheme of Colella and

Woodward, 1984) which are generally less diffusive than the uniform approximation.

The problem of calculating the resultant flow profile from two homogeneous regions separated

by a planar boundary is known as the Riemann problem, and its solution is not analytic (although

it is straightforward to calculate iteratively to any required precision with the aid of a computer).

In the general case the fluid forms 5 regions: the undisturbed left and right fluids, the shocked low

pressure fluid and a rarefaction zone where the higher pressure fluid decompresses to match the

pressure of the other, where it piles up behind a contact discontinuity. At the shock the conditions

are calculated using the integral form of equations (1.20-1.22), i.e. the conservation of mass,

momentum and energy, which leads to the Rankine-Hugoniot jump conditions. At the interfaces

of the rarefaction zone the entropy is constant (the material expands adiabatically), whilst at the

contact discontinuity there is the additional constraint of zero flux across the interface. I calculate

an example solution to this in Fig. 1.3. If we remove the condition that the initial fluids are at rest,
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Figure 1.3: Similarity solution for the Sod shock tube test of the Riemann

problem. The initial conditions were ρ = 1.0,0.125, p = 1.0,0.1 on the left

and right sides of x = 0.5, respectively, with adiabatic index γ = 1.4. The

time shown is t = 0.2. The vertical dotted lines indicate the four different

interfaces described in the text which are the beginning of the rarefaction, the

end of the rarefaction, the contact discontinuity and the shock, from left to right

respectively.

as would be done in a hydrodynamics code, there are some additional solutions with a double

shock or a double rarefaction zone in the cases where the fluid is converging or diverging.

Due to the non-analytic nature of the Riemann problem, the calculation of the flux between

cells is usually estimated with an approximate Riemann solver, such as the Roe solver or variants

of the Harten, Lax and van Leer (HLL) solver (Harten et al., 1983, but see also Einfeldt, 1988

and Toro et al., 1994). Since the Riemann problem includes cases which result in a shock wave,

these solvers automatically include the treatment of shocks without explicitly including viscosity

terms (although in practice many schemes employ a very small amount of viscosity). In the

higher order schemes (such as MUSCL, van Leer, 1979 or PPM, Colella and Woodward, 1984)

the discontinuity over a shock is problematic in the extrapolation stage, producing characteristic

oscillations that must be damped with a slope limiter (sometimes referred to as a flux limiter).

One might also consider whether the use of an Eulerian grid, which by its nature is not

Galilean invariant, will manifest a limitation due to this. The equations of motion now have

a preferred velocity (the rest frame) and directions (parallel to the axes). In terms of the for-
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mer there is a known problem of spurious heating in highly supersonic flows and also the strict

timestep limitation implied by Eq. (1.28). In terms of the latter there are a number of issues with

the ordering of calculations of fluxes (e.g. x-y-z or z-y-x) and the coupling of these with other

forces on the fluid. These are largely resolved with techniques such as Strang splitting (Strang,

1968). However, there is still considerable interest in unsplit schemes which have no ordering.

The adaptive mesh variation of Eulerian codes (such as FLASH, Fryxell et al., 2000, RAMSES

or ENZO), allow the grid of cells to be recursively subdivided into smaller cells by a factor of

two (along each dimension) at each level. Typically, the variation in levels is only allowed to be

1 between adjacent cells, limiting the number of neighbours of a cell to 24 (i.e. 6 faces, each

subdivided into 4 cells). FLASH goes a step further, by grouping fixed arrangements of cells into

blocks, termed ‘block structured AMR’. This hybrid scheme combines some of the advantages

of fixed grids such as efficient loops over the regularly ordered cells within a block, with the

advantages of adaptive mesh of not having to apply high resolution to all of the simulation domain.

This brings us to the question of the refinement criterion for an AMR scheme. In contrast to

the SPH scheme described in the previous section which applies resolution by following mass,

in AMR the user has complete freedom to choose a refinement scheme that depends on the local

or global properties, constrained by spatial variation of resolution in adjacent volumes described

above. The default criterion in FLASH is to let the code estimate the local length scale based

on the second derivative of the fluid variables, which is automatically known for each cell for

a piecewise parabolic scheme. Notably this will always flag a discontinuity - such as a shock -

for refinement, so in practice one has to introduce a maximum refinement level. Alternatively, it

is possible to produce a discretisation in approximation to SPH methods by use of a refinement

criterion conditioned on mass (i.e. the mass enclosed within a cell).

1.3 Structure of this thesis

In this thesis we explore some of the uses of hydrodynamical codes in astrophysical simulations of

galaxies. In Chapter 2 we look at some of the differences between hydrodynamical schemes and

construct a test problem for a shock front with cooling. By comparing the analytic solution with

the resolution dependent solution found by the codes we are able to estimate an accuracy criterion

for astrophysical shocks and cooling functions. We analyse this in a number of cosmologically

relevant astrophysical environments such as virial shocks and supernova blast waves to investigate

the implications for cosmological simulations of galaxy formation.

In Chapter 3 we turn our investigations to high resolution experiments exploring the genera-
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tion of galactic winds in disk galaxies. By simulating very small regions we are able to resolve

individual SNe and the subsequent entrainment of gas into a galactic wind. By performing a num-

ber of these simulations we are able to investigate the dependence of these outflows upon the disk

parameters such as surface density and gas fraction.

In Chapter 4 we extend some of this work by analysing the implications of these fits on galaxy

formation models. We consider both analytic formulations of galaxy formation and observed

constraints (in particular the luminosity-velocity width relation, Tully and Fisher, 1977) to derive

two possible scalings for the strength of feedback upon galaxy rotation velocity. These schemes

are interesting both for hydrodynamical simulations (where stellar feedback is imposed in a ‘sub-

grid’ model) and for phenomenological models of hierarchical galaxy growth (so called semi-

analytic models) where the outflows are set with a direct prescription.

In Chapter 5 we add an additional ingredient to our simulations by including the metal enrich-

ment by SNe. By tracing the metal ejection from galaxies we are able, along with some analytic

arguments, to draw conclusions about the mass-metallicity relationship of galaxies. Each chapter

in this thesis is intended to stand alone; however, Chapter 6 makes some concluding points and

outlines directions for future research.
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Chapter 2
Numerical overcooling in

shocks

2.1 Introduction

Radiative cooling and shocks are two important ingredients in galaxy formation theory (White and

Rees, 1978b). Whilst most codes used in astrophysics have facilities for handling both of these,

the scales at which these operate and interact are challenging. We will start with a short tour of the

processes and of the numerical codes we will use to simulate them. We describe a 1-dimensional

model problem of a radiatively cooling shock with an analytic solution which we model with

two popular codes in astrophysical simulations, FLASH (Fryxell et al., 2000) an adaptive mesh

refinement (AMR) code, and GADGET (Springel, 2005), a smoothed particle hydrodynamics

code (SPH; Gingold and Monaghan, 1977; Lucy, 1977). The results of our simulations give

appropriate criteria with which we can analyse the efficacy of our numerical schemes in a wide

variety of astrophysical environments. We also investigate the mitigating factors such as the ratio

of the cooling to dynamical times, which may enable a simulation to give approximately correct

results when otherwise we would consider there to be insufficient resolution.

There has been considerable discussion of the treatment of discontinuities in SPH (Price,

2008; Read et al., 2010), motivated by problems illustrated by Agertz et al. (2007), but the issues

highlighted in here are of a different nature. Those papers focus on spurious forces introduced by

the SPH scheme whilst we focus on evaluating the errors introduced as we approach the resolution

limit, which are to some extent unavoidable.

2.1.1 Astrophysical shocks

The science of astrophysics is an ideal domain for the investigation of shock fronts on a variety of

scales. Stellar winds form shocks as they push in to the interstellar medium. On larger scales SNe

form very high Mach number shocks as they plough into the surrounding gas and form remnants.

On larger scales still, galactic winds, driven by starbursts and active galactic nuclei (AGN), shock

23
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against the inter galactic medium (IGM). In the context of galaxy formation we can also consider

accretion shocks, where gravitationally accelerated infalling gas shocks to form a hot corona in

the dark matter potential well.

Of particular interest to us in this chapter are radiatively cooling shocks. To an extent, all

the aforementioned shocks have radiative cooling, however the cosmological accretion shocks

and SNe are particularly topical. In galaxy formation simulations the SNe at early times form

remnants well below the resolution of current simulations and need to be modelled with subgrid

physics (see Kay et al., 2002 for a review of feedback methods). The cooling of the hot gas causes

a transition from a thermally-driven to a momentum-driven phase, losing a significant fraction of

the SNe energy. A similar transition is thought to occur in the thermal to momentum transition of

winds powered by an AGN (Booth and Schaye, 2009).

Cooling in accretion shocks may affect the fuelling of star formation in the host galaxy. If

the gas is shocked to too high a temperature it will not cool over a Hubble time, preventing star

formation (though non-spherical geometries may allow the gas to compress first and thus cool

faster, see e.g. Birnboim and Dekel, 2003). In a cosmological simulation, however, the resolution

around these cooling regions may be so coarse as to resolve these cooling regions with only a few

particles. In this chapter we intend to probe the effect of limited numerical resolution in these

cases, and how these may affect the outcome of the simulation.

2.1.2 Physical shock fronts

Before we concentrate on the numerical aspect of cooling in shocks, we begin by briefly consid-

ering the processes that occur in a real physical shock front. A shock front is a region where one

of the usually conserved fluid properties, entropy, is allowed to change. It is worth considering

why such a property is otherwise treated as a constant, and why shocks are a special case.

In the kinetic theory of gases, a gas is described as a large number of particles (e.g. atoms,

molecules, ions) in constant random motion. The frequency of collisions defines a timescale, and

also a typical length between collisions, the mean free path. If all processes acting on the gas

happen on timescales much greater than the time between collisions, then the classical theory of

adiabatics tells us that there will be another conserved property which, for an ideal gas, is p/ργ .

Here, p, ρ and γ are the pressure, density and adiabatic index, respectively. This property is a

function of the entropy, and in astrophysics is often used as a proxy.

It is worth recalling that processes which change the fluid entropy (e.g. shocks, radiative

absorption, thermal conduction) will occur on timescales on the order of, or shorter than, the

period between collisions (or over lengths on the order of the collision length). Mechanisms
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which heat the gas on slower time scales will be adiabatic processes, and will alter the thermal

energy with only very small increases in entropy1.

Now we come to shock fronts. A canonical example of a shock front would be a 1 dimensional

system where the upstream fluid travels supersonically with respect to the down wind fluid (i.e

faster than the thermal velocities of the particles), until it reaches the shock, where the majority

of its mechanical energy (the bulk motion of the particles) is converted into thermal energy. This

happens because the pairs of particles that collide can have very different velocities: particles in

the shock front change their energy on a timescale on the order of the collision time between a

pair of up and down wind particles, which is much shorter than that between two down wind, or

two upwind, particles. From this description we immediately see that physical shocks must occur

over length scales on the order of the mean free path, which is usually much smaller than other

physical length scales in the problem.

The mean free path (∆x) depends upon the number density of particles (n) and their colli-

sional cross section (σ), as

∆x =
1

nσ
. (2.1)

In the case of a partially or fully ionized gas, particles may interact on a shorter length scale

(Zel’Dovich and Raizer, 1967), that of the plasma skin depth/plasma oscillation length

∆x = c

(
4πnee

2

me

)−1/2

≈ 106
( ne

1 cm−3

)−1/2
cm . (2.2)

Since the particles are not interacting via Coulomb collisions this is known as a ‘collisionless

shock’; the mechanism of interaction is the plasma oscillation (coupling together charged parti-

cles). Care must be taken, however, as the post-shock gas may be out of thermal and ionizational

equilibrium for the problem in question (something that would not be a concern if the collision

length is small), making these cases challenging to simulate.

The trapping of relativistic ions between magnetic fields in the up and down-stream phases

and subsequent acceleration is also believed to be the origin of the power law spectrum of high-

energy cosmic rays, a Fermi acceleration process.

Finally, we should complete this discussion by mentioning turbulence as a source of entropy.

In general the bulk oscillations of fluids will occur on scales much larger than the mean free path

and is thus unable to change the entropy. Transfer of spectral energy to shorter wavelengths,

1One can of course construct systems in which the time scale of interest is long enough such that viscosity, thermal

diffusion, etc. dominate the large scales too. These problems, however, have low Reynolds and Péclet numbers

respectively, and are the exception rather than the norm in computational astrophysics
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however, implies that eventually bulk oscillations reach the scale of the mean free path and will

be dissipated into thermal energy (Kolmogorov, 1941).

2.1.3 Shocks in simulations, artificial viscosity

Now let us consider shocks in simulations. Almost exclusively, the resolution of simulations will

be much coarser than a physical shock width. This is not necessarily a problem, however, as

the bulk properties of the post-shock gas may be deduced from the conservation of energy and

momentum, and the assumption that the shock process does not produce oscillations on scales

much larger than the mean free path.

In this chapter we will contrast two schemes for numerical hydrodynamics that are popular in

cosmology: SPH and AMR. Smoothed Particle Hydrodynamics (SPH; Gingold and Monaghan

(1977); Lucy (1977), see Monaghan (2005) and Springel (2005) for recent reviews) is a (pseudo)

Lagrangian scheme in which the fluid is represented by a set of particles that move along with the

flow. In this chapter we will illustrate the behaviour of SPH using the GADGET SPH implemen-

tation of Springel (2005). Adaptive Mesh Refinement (AMR) follows how fluid flows across a

(stationary) computational mesh, whose cell size may be locally ‘refined’ or ‘de-refined’ based on

some criterion. In this chapter we use the FLASH code, a block-structured AMR implementation

by Fryxell et al. (2000).

The physical process of kinetic energy dissipation by particle collisions is represented in the

continuum approximation by a viscous term in the Navier-Stokes equations,

∂

∂t
(ρvi) +

∂

∂xj
(ρvivj) = − ∂p

∂xi
+

∂

∂xj
σij , (2.3)

where

σij = η

(
∂vi
∂xj

+
∂vj
∂xi
− 2

3

∂vk
∂xk

δij

)
+ ζ

∂vk
∂xk

δij , (2.4)

is the viscous stress tensor and η and ζ are known as the shear and bulk viscosity coefficients,

respectively. These coefficients can be measured for real fluids, however in most astrophysical

flows they are so small that the viscous term is insignificant outside of shocks (i.e. the flows have

high Reynolds number).

The variant of SPH used in this chapter handles shocks with a prescription known as artificial

viscosity (although Godunov type methods for SPH also exist, see Inutsuka, 1994). Artificial

viscosity was originally developed for grid codes (von Neumann and Richtmyer, 1950), and use

the bulk viscosity term in Eq. (2.3), however, with the coefficient raised by several orders of

magnitude. These larger values prevent the shocks generating large unphysical oscillations due

to the coarseness of the sampling (see the numerical stability criterion of Friedrichs and Lax,
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1971). In SPH they also fulfil a second role of preventing particle interpenetration (see Bate,

1995 for a thorough discussion). A number of artificial viscosity prescriptions are in use, the most

common being that of Monaghan & Balsara (Balsara, 1995), a Lax-Friedrichs style viscosity that

is turned on for compressing flows. The implementation in our version of Gadget is based on

signal velocities (Monaghan, 1997).

In mesh codes shocks can be treated with artificial viscosity but more commonly a conser-

vative Riemann solver (based upon Godunov’s scheme, Godunov and Ryabenki 1964) is used.

Riemann solvers (see e.g the HLL solver, Harten et al., 1983) give exact solutions in 1d or pla-

nar shock problems with homogeneous pre- and post-shock fluids, but are somewhat diffusive in

other cases. They are still the preferred method for grid codes, however, and the default used in

FLASH is a directionally split Riemann solver (Colella and Woodward, 1984). Oscillations near

the discontinuities are controlled with a monotonicity constraint.

2.1.4 Radiative cooling

Radiative cooling is an essential ingredient in galaxy formation as it is the process which allows

the baryons in dark matter halos to dissipate thermal energy and thus collapse to form galaxies.

Multiple cooling mechanisms are important in the astrophysical domain, however in this chapter

we will primarily be interested in collisional line cooling and at higher temperatures, thermal

bremsstrahlung. The evolution of the specific thermal energy, u, due to cooling can be written as

ρu̇|Λ = −Λ(T ;Z)n2 , (2.5)

where ρ is the density, T the temperature, Z the metallicity and n the particle number density (for

brevity we will subsequently refer to the radiative component of the specific cooling rate u̇|Λ as

u̇Λ). When baryon-photon interactions with the CMB and an ionizing background are important

we have followed the prescriptions of Wiersma et al. (2009a) (see also Fig. 2.7, below).

The implementation of cooling in our versions of GADGET and FLASH is performed by an

adaptive time step integration over each cell/particle. The effects of cooling are included in the

hydrodynamic solver by operator-splitting, i.e. the separation of the two processes A (radiative

cooling), and B (shock heating) into individual steps,

Ẋ = (A+B)X (2.6)

Xt+∆t −Xt ≈ A(∆t)B(∆t)X , (2.7)

where the errors on the latter term on the order of the time step ∆t depend upon the commutator

[A,B]. Since the physical process of shock heating should occur over a much shorter time scale
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than that of radiative cooling we can justify this being zero. The numerical implementation of

shock heating will of course take a longer time scale and thus would interact with the cooling if

operator splitting was not introduced, however there is no physical motivation to prefer such a

scheme in this case.

2.2 Radiatively Cooling shocks, a model problem

A typical test problem in numerical hydrodynamics is that of the formation of a 1-dimensional

shock in a ‘test tube’. In one form of this problem a tube is initialised with gas of constant

polytropic index γ, the left and right halves converging with opposing velocities v0 and −v0.

For a sufficiently high velocity v0 a shock will form, creating a downstream region with higher

temperature, pressure and density. This problem has a similarity solution for constant γ. In our

set-up the gas is allowed to cool radiatively, and the downstream region can then cool to form a

dense post-shock region. The initial conditions are thus

ρ(x, t0) = ρ0 (2.8)

p(x, t0) = p0 (2.9)

T (x, t0) = T0 (2.10)

v(x, t0) =





v0, x < 0

−v0, x > 0
(2.11)

We note that the symmetry of this problem makes it equivalent to the wall shock (where there

is an immovable boundary at x = 0, Monaghan 1997). In order to minimise the amount of

modification in our SPH code we chose to set up the symmetric problem rather than implement

an immovable boundary.

2.2.1 Similarity solution for a radiative 1D shock

If the temperature dependence of the cooling rate is sufficiently simple, then this 1 dimensional

shock problem has a similarity solution even in the presence of cooling. Such is the case for a

cooling function which is a piecewise linear function of the temperature, such that the rate of

radiative cooling, u̇|Λ, of the specific energy u, is given by a ‘cooling spike’ :
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Figure 2.1: Solid lines represent the analytic solution for the colliding gas

problem discussed in Section 2.2 when cooling is included. Incoming gas

from the left and right shocks and then compresses and cools to form a cold

dense region in the centre. For the example shown, the Mach number of the

upstream gas is 1.5 w.r.t. the cold, central gas and the time is 5.1 ∆xΛ/c0 (see

Eq. (2.17)). For comparison, dashed lines show the solution without cooling at

the corresponding time. At early times (i.e. t . ∆xΛ/c0) the cooling profile

is not of given form, as it has not had sufficient time to reach a stationary state

(details of the similarity solution for cooling through a shock can be found in

appendix A).
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ρu̇|Λ =





0, T < T0

−Λn2(T − T0)/T0, T0 ≤ T ≤ 1
2(T1 + T0)

−Λn2(T1 − T )/T0,
1
2(T1 + T0) ≤ T ≤ T1

0, T1 ≤ T

(2.12)

where Λ is a positive constant and cooling is maximum at T = 1
2(T1 + T0). For simplicity, in all

simulations discussed below we initialise the temperature to T0 (where the cooling vanishes), so

the initial gas is not cooling.

The gas is chosen to be pure atomic hydrogen, i.e.

γ =
5

3
(2.13)

ρ = mpn (2.14)

p = nkBT . (2.15)

For comparison the reader should see the simulations of Hutchings and Thomas (2000) who

used a more realistic astrophysical cooling function, at the expense of not having an analytic

solution. For the cooling post-shock region we find analytic solutions in a similarity variable

λ ≡ ρ/ρ0 of the form (see Appendix A for details)

T/T0 = ((a+ 1)λ−1 − aλ−2)

x− x0 =
−vskBT0

(γ − 1)Λn0

[
γ − a
a− 1

log(1− λ−1)+

1− aγ
(a− 1)a2

log(1− aλ−1)

−a+ 1

a
λ−1 − γ + 1

2
λ−2

]

a ≡ ρ0v
2
s

p0
.

The value of the shock velocity vs and the final density in the cold, post-shock region ρ0 can

be found by imposing conservation of mass and momentum (see Appendix A.2). The solution is

shown in Figure 2.1.

2.2.2 Shock stability

Chevalier and Imamura (1982) find that positive increasing linear cooling functions produce sta-

ble shocks. Applying this to the cooling function in Eq. (2.12) we see that we have stable shocks

provided the post shock temperature Ts < 1
2(T1 + T0) or Ts > T1, which is the case for all the
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shocks we study later (we define the shock temperature Ts as the temperature immediately after

the shock, which is computed in Appendix A.2). If the gas is shocked to 1
2(T1 + T0) < Ts < T1

then the shock may be unstable as the cooling function has a negative slope, ∂T (−ρu̇Λ) < 0.

Intuitively this can be understood in terms of the length of the cooling region: if the length in-

creases the shock velocity will be higher, causing the post shock gas to be hotter, which increases

the cooling time, which feeds back into a longer cooling region.

2.2.3 Numerical solution

Initial conditions

The similarity solution is described with two (dimensionless) parameters. The first is the ratio

of the upper to the lower temperature in the cooling spike, which we will set to 20, i.e. T1 =

20T0. This is motivated by the temperature dependence of the radiative cooling function of an

astrophysical plasma (see also Fig. 2.7), where individual elements contribute significantly to the

cooling over approximately a 1 dex range in temperature.

The second parameter is the Mach number of the shock, which we will quote in the rest frame

of the problem (rather than the rest-frame of the post-shock gas, for example),

M≡ v0

c0
, (2.16)

where c0 ≡ (γp0/ρ0)1/2 is the upstream sound speed. Our tests are performed atM = 4.70 and

M = 6.04. The former has been chosen such that the shock reaches a temperature somewhat

below the maximum of the cooling function, (T1 +T0)/2 (where the shock will be stable) and the

latter such that the shock reaches a temperature somewhat above T1 (where there is no cooling).

We plot positions in units of the cooling length,

∆xΛ ≡
kBT0c0

Λn0
. (2.17)

Similarly we express times in units of ∆xΛ/c0. As observed in Monaghan (1997), numerical

schemes (including both SPH and AMR) usually produce a transient unphysical thermal bump at

t = 0 when there is no post-shock region. To avoid contamination by this transient we run our

simulation for a time 14.2∆xΛ/c0 and 7.1∆xΛ/c0 for the M = 4.7, 6.04 shocks respectively

(i.e. we simulate for several sound crossing times of the cooling region, to make sure it is in a

stationary state).

For our SPH simulations we set up a long box, periodic along all boundaries. The particle

mass is chosen to be

mSPH = ρ0 · (0.3∆xΛ)3 , (2.18)
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(i.e a mean inter-particle spacing of 0.3∆xΛ). We note that this setup creates a rarefaction wave

that propagates inwards from the far edges of the computational volume (due to the discontinuity

on this boundary), and thus we need a box long enough such that these rarefactions do not reach

our domain of interest in the simulation time. The particles were set up with a ‘glass’ distribution

(White, 1994) to minimise relaxation effects in the pre-shock fluid (the SPH kernel allows a cubic

lattice arrangement of particles to slightly reduce its density, and hence release some thermal

energy, by relaxing to a glass like state). We also raised the level of the bulk artificial viscosity

constant, α, to 3 (from 1, see Springel 2005 for a complete description of the artificial viscosity

prescription). We found this to be necessary to prevent ringing and the appearance of large scatter

in the entropy of SPH particles in the post-shock region (see also Abel 2011).

For the AMR simulations we again set up a long box with cell spacing 0.3∆xΛ, with periodic

boundaries in the y and z directions and inflowing gas along the (long) x axis. No refinement was

allowed, effectively making this a uniform Eulerian mesh.

We considered allowing an alternative refinement criterion, however the standard FLASH re-

finement schemes will refine a shock to the maximum allowed level (since it contains a disconti-

nuity), reducing it to the uniform mesh case. We refer the reader to the dashed lines in Figs. 2.2

& 2.4 to compare resolutions.

We note that the use of inflowing boundary conditions in FLASH allowed us to avoid the

rarefaction waves we created in SPH, and thus we could use a much shorter box (by a factor 10).

To set the scene we begin by looking at shocks in the absence of cooling.

Test without cooling

The test problems in the absence of cooling are compared in the left panel of Fig. 2.2 and the upper

panel of Fig. 2.4 (M = 4.7, 6.04 respectively). Provided we use the higher than usual value of

the artificial viscosity (α = 3) in GADGET, both the SPH and AMR codes handle this shock well

(as expected), with the shock smeared out over a few times the resolution length h in SPH, and a

few cells in FLASH. At GADGET’s default value for the artificial viscosity (α = 1) we find that

this is too high a Mach number shock to be handled (we do however return to the original value

when we study the lower Mach number shocks in section 2.3). In Fig. 2.3 we tested both altering

the value of the artificial viscosity and adjusting the maximum time step (between GADGET’s

default adaptive scheme and a global minimum Courant step applied to all particles). The higher

value of artificial viscosity was found to significantly reduce the scatter in the post shock thermal

energies, superior to a reduction in the global time step. We would, however, expect that at very

high Mach number shocks a more conservative time step would be required. The small offset of
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Figure 2.2: Left panel plots the temperature in a MachM = 4.7 shock with-

out cooling. Each blue cross represents a column of FLASH cells (the tube

is orthogonal to the mesh), each red point represents a GADGET particle, the

black line is the analytic solution. Red dashes denote the smoothing lengths of

the GADGET particles, blue dashes the separation of FLASH cells (right axes).

Incoming gas from the left (and right, not shown) collides to form a homoge-

neous hot, rarefied region in the centre. As expected, both codes reproduce the

correct profile relatively well. The shock is seen to be spread over several cells

(FLASH) or smoothing lengths (GADGET). Right panel as for left panel but

including cooling. The analytic solution shows that the gas shocks to a lower

temperature (due to the smaller difference between the incoming gas velocity

and the shock velocity), followed by a ‘cooling tail’in the post-shock region.

When simulated using GADGET SPH particles shock in several steps before

reaching their maximum temperature. As they do so, particles cool to some

extent in the smoothed shock and hence reach a lower maximum temperature

than the analytic solution (the SPH shock is also offset to the left of the ana-

lytic shock). In the FLASH run gas gets shocked to higher temperatures, closer

to the analytic solution. Note that as the gas gets compressed the downstream

SPH smoothing length is smaller than the FLASH cell size.

the edge of the shock in both codes is due to a transitory effect at the start of simulation (noted

also by Monaghan, 1997)

Test with cooling

First let us consider the case of cooling for the M = 4.7 shock. This should result in a gas

temperature of less than (T1 + T0)/2, i.e. we are on the left side of the cooling spike. The initial
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Figure 2.3: Comparison of the effects of altering the viscosity and timestep on

the shock from the upper panel of Fig. 2.2. Red lines show the higher viscosity

(α = 3) scheme with adaptive time steps, green lines the same viscosity but

a global minimum timestep (set to the minimum Courant step of all particles)

and purple lines the global minimum timestep but with the default viscosity

(α = 1), black line the analytic solution. Dashed lines show the 10th and 90th

percentiles.

collision of gas can result in higher temperatures and follows an evolution for which we have no

analytic solution, before settling down to our stationary case.

In Fig 2.2 (right panel) we see the FLASH and GADGET representations of these shocks.

Both codes reach a maximum temperature which is lower than that of the similarity solution.

In SPH we attribute this to ‘pre-shocking’ , i.e particles will shock in several stages and cool

as they are being shocked. In FLASH we attribute this to the cooling operation being applied

after the hydrodynamics in a time step, such that we do not record the post-shock temperature.

Neither GADGET nor FLASH has the resolution to reproduce the cooling tail particularly well

here, although the final cold state is achieved in both cases.

For our second cooling test we look at a more extreme case,M = 6.04. This shocks the gas

up to a temperature T > T1 from which it cannot cool, hence the analytic solution is the same as

for a shock without cooling. In Fig. 2.4 we show the left hand side of the shocked regions. Here

the FLASH simulation reproduces the analytic result very well, but the GADGET simulation suffers

from much more severe numerical overcooling through the pre-shock region, which prevents the

gas from reaching the temperature from which it is unable to cool (due to our choice of Λ(T )).

As a result we see pile-up of high density cold gas around x = 0, and the shocked region is left
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Figure 2.4: As for Fig. 2.2 but for anM = 6.04 shock. Upper panel shows

the case without cooling, with a higher post-shock temperature than Fig. 2.2.

Lower panel, the case with cooling. Here the SPH particles shock over several

smoothing lengths, allowing them time to cool. Unfortunately, this means they

never reach the higher temperature where cooling vanishes and their tempera-

tures decline to the pre-shock value, forming a cold dense region similar that

in Fig. 2.2. The shift of the position of the shock front is due to the conser-

vation of mass; cooling allows the post-shock gas to be compressed down to a

small region around x = 0. We note here that FLASH adequately captures the

post-shock temperature even when cooling is included.
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Figure 2.5: As for the lower panel of Fig. 2.2, but for two different SPH particle

resolutions:red points are the SPH particles as for the lower panel of Fig. 2.2,

whereas green points are for a 2× better resolution run (i.e. a factor of 8 times

more particles). The lower resolution run reproduces the temperature peak to

within 25%, for the higher it is around 15%. When the simulation is close

to convergence, we would expect ∆T ∝ ∆u ∝ h, the smoothing length, i.e

to get within 1% of the temperature we would need a factor of ∼ 104 more

particles (compared to the lower resolution run). At higher resolutions the

offset between the exact and simulated shock fronts is also reduced.

far behind that of the FLASH run2. As a result of this overcooling the SPH simulation fails to

form any hot gas at all. We note, however, that this is a general problem and not specific to either

GADGET or SPH.

2.2.4 Convergence study for GADGET results

As it stands, we can be confident that the results we have just given for SPH are not converged,

as they have failed to reach our stable analytic solution. The problem we have attempted to

solve involves no elements that an SPH code would not be expected to handle in the limit where

the SPH resolution length h → 0, and using a good prescription for artificial viscosity. The

outstanding question here is thus only one of how much resolution is required; to this end we

2Note that if cooling is prevented, the shock speed will be much higher relative to the rest frame. This is easily

understood in terms of conservation of mass, the gas is shocked to a lower density and a much larger region is required

to contain it.
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re-ran theM = 4.7 simulation with a factor of 8 increase in the particle count3 (from ≈ 80, 000

to ≈ 660, 000). Let us first, however, make some general remarks about the problem.

Given the maximum temperature, Ts, of the radiating shock we can estimate the error ∆T of

the SPH maximum temperature by estimating the radiative cooling over the shock (the physical

shock is non-adiabatic and so occurs on timescales many orders of magnitude shorter than that of

the cooling, as discussed in the Introduction). Assuming the width of the SPH shock is ∼ h, the

temperature difference will be given, to first order, by

∆T

T0
∼ h

v0kBT0
·mp |u̇Λ(Ts)| ∼

h

∆xΛ
, (2.19)

where we have assumed that all the mechanical energy has been converted into thermal energy,

and that Ts � T0. For larger smoothing lengths we expect ∆T to become sub-linear in the

smoothing length, since the cooling is weaker at lower temperatures (assuming we are on the left

hand side of the ‘cooling spike’).

If we apply this argument to Figure 2.5 we see that increasing the number of particles by a

factor of ∼ 8 (i.e. reducing h by a factor of 2) reduces the temperature error by a factor of ∼ 1.5,

suggesting that we are not quite in the linear regime. To reach a temperature within 1% of the

analytic temperature would seem to require increasing the particle count by a factor of ∼ 104.

Although this is (barely) possible for this particular case, such resolution is not feasible in cosmo-

logical calculations. Most shocks in cosmological simulations will occur at lower resolution than

we have used in this test case, therefore it may be necessary to seek an alternative solution involv-

ing a switch to prevent cooling during the shock process. We intend to explore such a switch in

future work.

2.3 A resolution criterion for radiative shocks

Having established the difficulty of modelling some shock problems with radiative cooling we

now wish to obtain a criterion against which we can judge simulations. Such a tool will allow

us to identify those simulations where resolution is not a problem and those where more care is

required. In the following section we will discuss the effects of resolution in quite a general way

before deriving a metric from a simple model problem. We will frame our discussion in terms of

SPH, however there will be analogous arguments for mesh codes.

3One can, of course, successively reduce the width of the shock tube in a 3d simulation to achieve the same scaling

as a 1d one, i.e. h ∝ N−1
SPH. In an astrophysical simulation, however, this option is usually unavailable as the shock

will be embedded in an environment which needs to be simulated in full 3d.
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Let us take a general case of a numerical simulation of a radiative shock. We assume we have

pre-shock gas with velocity, specific internal energy and density v, u, ρ which passes through a

shock and comes to rest (v is the velocity of the incoming gas with respect to that of the post-shock

gas). First we note that the SPH shock has a width which is some multiple of the smoothing length

h ∝ (mSPH/ρ)1/3 (for a mesh this would be the width of a cell), where the numerical factor will

include some dependence on the artificial viscosity prescription. The change in thermal energy

will be ∆u ∝ v2 by energy conservation, and thus we can define a rate of ‘shock-heating’,

u̇|shock = ∆u/∆t (2.20)

= kv3(
mSPH

4πρ/3
)−1/3 , (2.21)

where k is some constant depending upon the details of the SPH scheme used (e.g neighbour

counts). This heating rate is entirely numerical, as can be seen by the presence of the SPH

particle mass mSPH: in the continuum approximation of the underlying fluid equations the shock

heats the gas instantaneously, hence the heating rate is singular. As we reduce the particle mass,

h decreases and the numerical rate at which particles are heated over the shock front increases.

By taking the ratio of the physical rate of gas cooling to the numerical rate at which the gas is

shock heated (which, ideally, we would wish to be almost infinite) we can analyse the effects of

shock resolution. Only if the absolute value of this dimensionless ratio is small do we expect the

shock heating to overwhelm the cooling, i.e. we require

|u̇Λ|
1

c3M3

(
mSPH

ρ

)1/3

< ηSPH , (2.22)

for the numerical solution to achieve close to the correct post-shock temperature, where η is

a dimensionless parameter. Here we have written the velocity of the incoming gas as v =Mc in

terms of the Mach number and the upstream sound speed, c ≡ c0. The equivalent for a mesh code

can be written with the side length h of a cubic mesh cell written in terms of the mass enclosed,

mAMR = ρh3, to give

|u̇Λ|
1

c3M3

(
mAMR

ρ

)1/3

< ηAMR . (2.23)

In the subsequent section we attempt to determine a reasonable value of η which we can use to

evaluate other simulations.
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2.3.1 Heaviside cooling function

To achieve an extremely simple radiative shock we set up a wall shock (see section 2.2) with a

low Mach numberM = 2 and the piecewise cooling function

u̇Λ =

(
u

3/2
0

∆x0

)
·





0, u ≤ u0

−Λ̃
(
ρ
ρ0

)
, u0 < u

(2.24)

where ∆x0 ≡ (mSPH/ρ0)1/3 is the initial inter-particle spacing, Λ̃ > 0 a dimensionless cooling

parameter, u0 the initial specific internal energy and as in Section 2.2 we use γ = 5/3. In the SPH

simulation the particles are initially arranged on a cubic lattice of dimensions 1024×8×8 in units

of ∆x0 (1024 referring to the long x direction). The simulations were all performed with periodic

boundary conditions. Usually a cooling function would be independent of the inter-particle spac-

ing, however we chose to re-use our initial conditions whilst adjusting the dimensionless constant

Λ̃, and in this way scale the LHS of Eq. 2.22. This is equivalent to using a fixed cooling function

but adjusting the inter-particle spacing.

We now make a couple of observations. Firstly, we note that we can calculate the instan-

taneous post-shock state using the equations derived in Appendix A, to find ρs/ρ0 = 2.52, ;

us/u0 = 2.44. We note that this ratio is independent of the cooling parameter Λ̃. Increasing Λ̃

in the simulations, however, we expect the maximum post-shock temperature to fall as thermal

energy is radiated away over the numerically broadened shock4.

In Fig. 2.6 we see the results of these simulations plotted at a time of t = 141u
−1/2
0 ∆x0. We

note that the particle distribution in the pre-shock region has also diverged from a lattice arrange-

ment (if it were still a lattice the particles would appear at multiples of ∆x0) into something more

glass-like. This is to be expected as the SPH equations of motion favour a large distance to the

nearest neighbour for a given density, which can be achieved with a close-packed or glass-like

arrangement. The position, velocity and Mach number of the shock at late times are independent

of the cooling function, for fixed u0 (provided the cooling function restores the thermal energy of

the gas to u0) as is shown in Appendix A.

With a low cooling parameter (Λ̃ = 0.11, black crosses) we see that the post-shock thermal

energy reaches near the theoretical value, whilst with a high cooling parameter (Λ̃ = 0.74, red

crosses) we see that the simulation produces almost no hot gas. We take the mid-point of the

thermal energies as a minimum value the code should reach to give at least approximately the

4One might have expected the post shock thermal energy ratio for a mach 2 shock to be precisely 2γ(γ− 1) + 1 =

3.22 as in the case without cooling, however the immediate post-shock region is still in motion w.r.t the final cold

post-shock gas (hence Λ̃ = 0 is a special case).
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Figure 2.6: Specific thermal energy vs. position for radiative shocks with a

Heaviside cooling function, Eq. (2.24). Black, blue, green, red crosses are for

SPH simulations with dimensionless cooling rates of Λ̃=0.11, 0.32, 0.53, 0.74,

respectively; positions are quoted in units of the initial (pre-shock) particle

spacing ∆x0, thermal energies in units of the initial thermal energy u0. Solid

line indicates the analytic instantaneous post shock thermal energy us/u0 =

2.44. Dashed line indicates mid-point energy between the initial and final

thermal energy 1
2(us + u0)/u0. When the cooling rate is low (Λ = 0.11,

black crosses), the numerical overcooling is small and the simulation gets close

to the right post-shock temperature. Increasing the cooling rate degrades the

accuracy of the numerical result. We use this to set a maximum cooling rate

that the simulation can tolerate, for example by requiring that the simulated

post-shock temperature be larger than half the correct result (horizontal dashed

line).
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correct answer. From Fig. 2.6 this corresponds to a cooling parameter of Λ̃ ≈ 0.4. Substituting

this maximum value into Eq. (2.22) allows us to evaluate the parameter η as

η = Λ̃u
3/2
0

1

c3M3

(
ρ

ρ0

)2/3

(2.25)

= Λ̃ (γ (γ − 1))−3/2M−3

(
ρ

ρ0

)2/3

(2.26)

≈ 0.08 , (2.27)

(where we have used the post-shock density ρ = ρs = 2.52ρ0), or, using Eq. (2.22),

|u̇Λ|
1

c3M3

(
mSPH

ρ

)1/3

< 0.08 . (2.28)

This is the value of η we will use throughout the remainder of this chapter.

A similar analysis with FLASH yields an only slightly weaker criterion,

|u̇Λ|
1

c3M3

(
mAMR

ρ

)1/3

< 0.09 , (2.29)

where mAMR refers to the mass contained in a mesh cell (since the mass in cells varies we have

taken mAMR to be the value in the cell immediately to the right of the shock, for consistency with

the evaluation of ρ).

It is worth discussing the differences between a grid and an SPH scheme when the adaptive

capabilities are utilised. SPH has a resolution (smoothing) length which refines in areas of high

density as ρ−1/3. AMR on the other hand can have much more general refinement criteria, for ex-

ample allowing higher resolution to be applied on features which need not be dense (e.g. shocks).

As such AMR has something of an advantage when it comes to shocks, as almost all refinement

schemes will refine over discontinuous variables to the maximum level, and hence there is no need

to impose the refinement criterion Eq. (2.29). Of course it is possible that a region of space in the

simulation is already maximally refined, yet even so fails to satisfy the criterion Eq. (2.29). We

can then interpret this as a test of how well the finite resolution of an AMR simulation represents

the physics in the problem.

To refine a simulation in a given volume V of a 2 dimensional structure (such as a shock) to

scale h in SPH requires NSPH ∝ h−3 particles, whilst in AMR one would only need Ncell ∝ h−2

cells (we note that limitations on the refinement level between cells does not in general alter this

scaling relation).

This can be contrasted with a sheet like structure in a vacuum (e.g. a gravitationally collapsed

disk of thickness � h), which will only require NSPH ∝ h−2 particles, the same relation as
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Figure 2.7: Cooling functions used in the GIMIC simulations at redshift 0.

Upper solid and dot-dashed lines represent astrophysical cooling functions

for a plasma with metallicity [Z/Z�] = 0,−3 (where square brackets denote

the base-10 logarithm) respectively in the presence of an ionizing background

(Wiersma et al., 2009a). Lower solid line shows a cooling spike such as in

section 2.2, for comparison, on the same logarithmic scale. Dotted line shows

cooling due to oxygen only, again assuming a solar abundance.

AMR5.

Note that we have been concentrating on how well the simulations reproduce shocks in the

presence of cooling. In practise we would also like the code to correctly reproduce the cooling

tail, i.e. the cooling of the gas once it has passed through the shock (the right-hand side of

Fig. 2.6). Clearly here we would like to resolve the cooling length from Eq. (2.17), by requiring

that ∆xΛ
>∼ h in SPH (or the cell size in mesh codes).

In the subsequent section we will apply the resolution criterion we derived to estimate in

which areas of cosmological simulations numerical overcooling could be problematic.

2.4 Effects of resolution on galaxy formation

2.4.1 Galaxy formation simulations

In this section we apply the resolution criterion of Eq. (2.28) to different regions of temperature

and density in the the GIMIC SPH simulation of Crain et al. (2009). First we will plot the

distribution of gas in temperature-density space and identify some environments of interest. We

5As such SPH could be viewed as a refinement scheme optimised for gravitationally collapsed structures.
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Figure 2.8: Resolution requirements for correctly representing shocks in differ-

ent regions of a temperature-density diagram. Solid contours are labelled with

the minimum values of the shock speed, v = cM, obtained from Eq. (2.28),

that avoids excessive overcooling in the shock precursor, for simulations using

an SPH particle mass of mSPH = 106M�. The radiative cooling rate adopted

is that of a plasma with solar abundances of elements, [Z/Z�] = 0, as shown

in Fig. 2.7. The overlaid red shaded region is the phase density in (T, nH)

space of SPH particles in a cosmological feedback simulation (see text). Bold

letters refer to example environments described in Table 2.1. Heavy black and

grey dashed lines refer to tcool = tdyn and tcool = 0.1tdyn respectively. See

text for discussion.

will then discuss the radiative shock resolution in this parameter space, but also explore mitigating

factors which may allow us to have confidence in simulations even when they fail to accurately

resolve the shocks.

The GIMIC simulations are zoomed re-simulations of nearly spherical regions picked from

the Millennium simulation (Springel et al., 2005), including gas dynamics. Each sphere has a ra-

dius of 18h−1 Mpc, and the SPH particle mass is mSPH ≈ 106h−1M�. Radiative cooling in the

simulation includes line cooling of eleven elements, Compton cooling with the CMB and thermal

bremsstrahlung in the presence of a uniform but evolving ionising background, as described in

Wiersma et al., 2009a (see Fig. 2.7). The background cosmology, as for the Millennium simula-

tion, is Ωm = 0.25, ΩΛ = 0.75, Ωb = 0.045, ns = 1, σ8 = 0.9, H0 = 100 h km s−1 Mpc−1,

h = 0.73. The enrichment of gas by nucleosynthesis in stars is described in Wiersma et al.

(2009b). Photo-heating, radiative and adiabatic cooling, shocks induced by galactic winds and
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due to accretion, result in gas occurring over a wide range of densities and temperatures, illus-

trated in Fig. 2.8. Five points A-E in this T − ρ space correspond to physical states where we

want to investigate to what extent the simulation properly resolves radiative shocks (see also Ta-

ble 2.1). For a general discussion of these diagrams see Wiersma et al. (2010). The simulation

code described here was also used in the OWLS project (Schaye et al., 2010a).

Point A is a typical IGM point outside virialised halos, at low density and temperature. Here

we see a very well defined mild upward slope of temperature with ρ of the post reionization

gas. This gas is cooling due to adiabatic expansion of the universe and is being photo-heated by

the UV-background . For a recombination coefficient ∝ T−0.7 this will at late times result in a

temperature-density relation of T ∼ ρ1/1.7 (Hui and Gnedin, 1997; Theuns et al., 1998).

Point B corresponds to gas heated in an accretion shock, falling into a galactic halo, or shocked

by a galactic wind. Mechanical energy has been converted into thermal energy, and the density

will jump by a factor up to ∼ 4. When this gas cools, it will form the warm gas of point C which

may condense to fuel star formation in a central galaxy (White and Rees, 1978b).

On the far right, nH > 10−1 cm−3, is a sharp vertical feature in the distribution of SPH

particles. This boundary delineates cold halo gas from gas which undergoes star formation in the

model used in GIMIC. The denser gas represents a multi-phase interstellar medium, for which

the imposed pressure-density relation in GIMIC is p ∝ n
4/3
H , known as an effective equation

of state for the ISM. Such a state is intended to mimic the physical pressure response in dense

gas undergoing star formation (point D), compressing this gas results in significant star formation

with associated feedback (see Schaye and Dalla Vecchia (2008) for motivation and details). The

SPH density then represents a volume average density of star-forming gas, whereas the physical

ISM lies in approximate pressure equilibrium, but with a hot and cold phase and corresponding

variation in densities. In particular the simulation does not allow this gas to cool radiatively.

Finally, point E represents the domain of type II SNe that ignite in the hot (106K) sparse phase of

the ISM, generated by the activity of previous generations of SNe. We note that there is little gas

marked in this phase as the cooling time is short.

Now let us consider this simulation in terms of its ability to resolve the radiative shocks that

occur in these 5 regions. Equation (2.28) suggests that a radiative shock of velocity v will be

resolved if it satisfies

v >

(
|u̇Λ|
0.08

)1/3(mSPH

ρ

)1/9

, (2.30)

i.e. there is a minimum shock velocity which can be resolved. Shocks below this velocity will

tend to artificially radiate away their energy because there will be cooling through the (artificially

extended) shock region. Shocks above this velocity will heat up the gas on such a short timescale
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nH T Λ h vmin

(cm−3) (K) (erg cm3/s) (kpc) (km/s)

A. IGM 10−7 2000 10−24 150 5

B. Hot halo 10−4 2× 106 10−22 15 100

C. Cold halo 10−2 104 5× 10−24 3 200

D. ISM (AGN) 100 104 5× 10−24 0.7 400

E. ISM (SNe) 10−2 106 10−22 3 400

Table 2.1: Astrophysical shock environments identified in Fig. 2.8.

in the simulation that the cooling in the shock region will make little difference to the final result.

In Fig. 2.8 we plot contours of given v, the minimum shock velocity for which there is no sig-

nificant overcooling in shocks. At each temperature and density a cooling rate is evaluated (using

the cooling rate from Wiersma et al., 2009a, shown in Fig. 2.7, evaluated at solar metallicity,

and in the absence of an ionising background), which is combined with a particle mass of

mSPH = 106M�, to derive a minimum shock velocity which can be resolved. Note that Eq.

(2.30) is very weakly dependent on particle mass, and thus changing mass resolution is a very

ineffective way of shifting the contours. These contours represent the minimum velocity shock

which can be resolved at each T, ρ. Any shocks at lower velocities will appear artificially colder

due to resolution effects.

A key point, however, is that even if we fail to resolve the radiative shock, the cooling of

the gas in many cases may be inevitable anyway. Indeed, there can be situations where other

processes are occurring on much longer timescales than the cooling, and for which having an

incorrect thermal history of the gas is not a problem as far as the dynamics of the system is

concerned6. Establishing a general criterion for these is not trivial, here we will simply compare

to the locally estimated dynamical time tdyn ≡ (Gρ)−1/2 as indicative of the timescales for other

processes. We assume that the simulation will cool adequately if tdyn � tcool even in the case

that radiative shocks are resolved poorly (we define tcool ≡ |u̇Λ| /u). The heavy dashed black

contour in Fig. 2.8 represents the line where tdyn = tcool. All points to the left of this represent

tdyn < tcool so certainly we would wish to completely resolve any shocks here. We have also

included in dashed grey a line where 0.1tdyn = tcool to demonstrate a somewhat stronger limit.

The necessity of resolving the thermal history to the right of this line, is questionable, because

6Note that even if dynamics is not affected, there may be other consequences of numerically underestimating the

amount of hot gas, for example when calculating the spectrum of cooling radiation.
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the gas cooling time is so small in any case. Of course these simulations assume ionisation

equilibrium and optically thin gas, so the cooling rates may have been overestimated. In addition

if one were to attempt to track the chemistry of the shocked gas, for example the formation and

destruction of molecular hydrogen, then having a correct thermal history could still be important

(Abel et al., 1997).

Now let us evaluate the resolution criterion of Eq. (2.30) for the five diverse environments

of Table 2.1. First we take point A, for radiative shocks in the IGM; here we can see that the

low density and cooling rate combine to allow us to resolve all shocks above 5 km s−1, almost

certainly much exceeding our requirements.

For point B we have taken a value for gas heated by a virial shock to 2 × 106 K. The

higher density and cooling rate here push up the minimum shock velocity we can resolve to

around 100 km s−1, comparable to the virial shock velocities v200 themselves for halos of mass

∼ 1012M�:

v200 = (10GH(z)M200)1/3 , (2.31)

(Mo et al., 1998), where G is the gravitational constant, H(z) the Hubble parameter and M200

is the virial mass of the halo. For z & 1 we can approximate the Hubble parameter as H(z) ≈

H0Ω
1/2
m (1 + z)3/2 to see

v200 ≈ 201 km s−1

(
h

0.73

)1/3 ( Ωm

0.25

)1/6

×

(
1 +

z

3

)1/2
(

M200

1012M�

)1/3

, (2.32)

T200 =
1

3

µmp

kB
v2

200 (2.33)

≈ 1.0× 106 K

(
h

0.73

)2/3 ( Ωm

0.25

)1/3

×

(
1 +

z

3

)( M200

1012M�

)2/3

, (2.34)

where Ωm is the matter density in units of the critical density and h = H0/100 km s−1 Mpc−1.

For lower mass halos the gas actually cools even faster and the shocks are more difficult to resolve,

however the cooling may be so short as to save the situation. We explore this situation further in

Section 2.4.2.

For point C we consider the warm gas within galactic disks. The minimum shock velocity

which can be resolved close to the star formation threshold is higher than for point B, because

the cooling rate is higher. However the cooling time is so much smaller than the dynamical time

in the disk, so that we suspect that gas cooling will be inevitable in any case. This suggests that,
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although numerical overcooling is potentially severe here, it is unlikely to have any important

effects on the evolution of the disc.

At a higher temperature than C we have point E, a fiducial point for a (type II) supernova

blast wave shocking to hot (∼ 106K), rarefied (nH ∼ 10−2 cm−3) ISM (irradiated and inflated

by the massive progenitor star). We have a high minimum resolved shock velocity due to the fast

cooling of this gas, making its simulation problematic. We expect the gas to form a cold, dense

shell (Cox, 1972), and the lack of resolution to manifest itself primarily in an alteration of the

onset of this phase. We discuss the implications for SN feedback further in Section 2.4.3.

Finally, for point D we have considered the case of an AGN outflow shocking into a dense

ISM of nH ∼ 1 cm−3. The minimum resolved velocity is so high here that we can have little

confidence in the simulated shock dynamics (excluding the most basic properties such as conser-

vation of momentum). The gas is cooling fast compared to dynamical time scales, yet we have

similar concerns to point E about the artificial suppression of feedback.

2.4.2 Virial Shocks

We now consider the effects of the resolution requirement Eq. (2.28) on the discussion of cold

accretion and virial shocks around halos. Here we are following the ideas of spherical collapse

set out in White and Rees (1978b). The basic question here is what is the fate of gas as it accretes

on to a halo, and gets shocked as it converts its mechanical energy into thermal energy. If the

cooling time is short, then this hot phase will be a temporary one, however if the cooling time is

long, then a hydrostatic hot halo of gas will form within the halo, the scaling relations for which

can be found in e.g. Mo et al. (1998).

The properties and stability of such spherical shocks have been studied by e.g. Birnboim

and Dekel (2003), depend on mass and redshift. More massive halos have hotter shocks with

longer cooling times. At a given mass lower redshifts imply lower densities and hence slower

cooling, and hence easier build-up of a hot halo. It must be recalled, however, that in this situation

geometry will also play a role. If the gas accretion can achieve a configuration where it will

penetrate farther into the halo (e.g. in filaments), it will shock at higher densities and generally

have a shorter cooling time (the situation is complicated by the fact that the gas continues to

accelerate, and so the shock will generally be hotter).

Here we first consider applying our resolution criteria to the spherical case. Assuming a

spherical halo of mean density

ρ̄200 = 200

(
3H2

8πG

)
, (2.35)
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Figure 2.9: Contours of maximum SPH particle mass mSPH required to pre-

vent numerical overcooling at a virial shock, for gas ([Z/Z�] = −3) accreting

onto halos of different virial masses M200 at a given redshift z. Coloured lines

corresponding to mSPH = 108, 106, 104, 102M� limits are represented by the

thin maroon, yellow, cyan and blue lines respectively. Black lines compare

cooling time to the dynamical time of the halo: tcool = tdyn (heavy solid line),

tcool = 2tdyn, tcool = 1
2 tdyn (heavy dashed lines). The shaded grey region de-

notes tcool > tdyn. Numerical overcooling due to lack of resolution in regions

where tcool
>∼ tdyn will likely affect the dynamics of the accreting gas, hence

SPH simulations would appear to need resolutions ∼ 106 M�.

Figure 2.10: As for Figure 2.9, this time including a uniform ionising back-

ground, see text for details. In the gold region (lower left of the figure), the

gas is being heated rather than cooled, so resolution of the shock is of lesser

importance.
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and virial mass M200, we take the accreting gas to shock to the virial temperature7 T200 and virial

velocity v200 given in Eqs. (2.31) and (2.33), respectively. For the baryon density at the edge of

the halo we use

ρb =
1

3

Ωb

Ωm
ρ200, (2.36)

where the factor 1/3 is the ratio of edge to mean densities for an isothermal sphere of profile

ρ = ρ0(r/r0)−2. We can then apply our shock resolution criteria in terms of the maximum mass

of SPH particles that do not suffer from numerical overcooling in the shock,

mSPH,max = η3|u̇−3
Λ(T200)| v

9
200 ρb , (2.37)

where our convergence tests suggest that η ≈ 0.08.

Equation (2.37) defines curves in a plot of virial massM200 versus redshift z, shown in Fig. 2.9

for a cooling rate appropriate for a plasma with solar abundance ratios but mean metallicity of

[Z/Z�] = −3 (we have chosen the lower metallicity as more representative of accreting gas

that has yet to be enriched by several generations of star formation). In Fig. 2.10 we show

the case where cooling is partly suppressed by the presence of a uniform ionising background

(see Wiersma et al. (2009a) for details). Each thin coloured line represents the limiting par-

ticle mass required to prevent numerical overcooling in the corresponding spherical accretion

shock. Clearly the resolution requirement is punitatively strict (smallest mSPH) for small halos

(M200 ∼ 108−10M�), especially at high redshifts (z ∼ 9). Intuitively this can be understood

because these masses correspond to virial temperatures near the peak of the cooling function,

and at higher redshifts the mean baryon density (and thus collisional cooling rate) grows. In the

presence of an ionising background cooling is suppressed in lower-mass halos that cool mostly

through hydrogen lines. At lower masses the ionising radiation has a very large effect, and gas

will be photo-heated instead of cooling (Okamoto et al., 2008b).

However, even though lack of resolution will lead to overcooling in some halos, the cooling

time in these halos may be so short that the gas would cool quickly anyway. The grey area in

the figure indicates where the dynamical time in the halo is shorter than the cooling time: in this

region we expect that numerical overcooling may prevent the formation of a hot halo. Conversely,

in the white region, cooling is so fast that even if a hot halo were to form, it would quickly cool.

The demarcation line between these scenarios follows closely the ∼ 106M� limiting SPH mass

(yellow line). Simulations run with that resolution or better will be able to form hot spherical halos

7The infalling gas has actually twice this energy so if it shocks into the rest frame of the halo the temperature will

be increased by a factor of 2, however we will ignore this for now.
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in situations where we would expect such a hot halo to form. At lower resolution, simulations

may artificially suppress the formation of a hot halo due to numerical overcooling in the accretion

shock.

Our considerations apply only at the virial radius. However, nearer the centre of halos we

expect this conclusion to remain valid, as the cooling time diminishes faster than the dynamical

time. The very high mass halos have 2tdyn < tcool (heavy dashed black line) and we expect these

to be in near hydrostatic equilibrium. As a result of these analyses we conclude that 106M� is a

sensible upper limit for the gas particle mass in cosmological simulations intending to capture the

evolution of proto-galactic halos, although lower masses enable more accurate resolution of the

thermal history of gas in lower mass halos.

2.4.3 Thermal feedback

Thermal feedback refers to the mechanism whereby injection of thermal energy into the ISM

causes adiabatic expansion of the gas and subsequent suppression of star formation due to the

diminished density. The simplest model to envisage is perhaps that of a single supernova creating

a hot, spherical, rarefied, blast wave. On larger scales, however, we expect to see analogous

effects from star forming regions and AGN. In this section we intend to consider our results in

terms of thermal feedback in SPH. We will review the basic physics of thermal feedback and

its role in galaxy evolution. We will then discuss its implementation in SPH and derive some

quantitative criteria for accurately resolving it. Finally, we will relate our observations to the

feedback experiments in other work.

We begin by considering the problem of simulating a supernova blast wave. Here we are

primarily concerned with the situation where we may artificially radiate away the thermal energy

of the blast wave due to a lack of resolution. This would result in the premature transition from a

thermally driven to a momentum driven phase.

A concise overview of the evolution of a supernova remnants can be found in Cox (1972).

Essentially the blast wave will follow a Sedov-Taylor self-similar solution (Sedov, 1959) until the

shock temperature Ts falls to a value where the radiative cooling exceeds the cooling via adiabatic

expansion. A full calculation is beyond the scope of the present chapter, however, we can get close

just by dimensional considerations

kBTs =
(
E2

0m
3
pn

4
HΛ6

)1/11 (2.38)

≈ kB · 4× 106K , (2.39)

where E0 = 1051 erg is the SNe energy, nH = 1.0 cm−3, Λ = 10−22 erg cm3/s. The value of
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Cox 1972 is a factor 2 smaller, at 2.0× 106K.

In a simulation we would like to resolve the transition in the supernova shock from be-

ing pressure driven to being momentum driven, which typically occurs for shock temperatures

Ts ∼ 2.0 × 106K; numerical overcooling may cause the shock to transition too early, hence un-

derestimating the feedback effect of the explosion on star formation in the surroundings. Using

the Sedov similarity solution for a 3 dimensional blast wave in a uniform cold medium of adia-

batic index γ = 5/3 and density ρ0 (which we will shortly take to be the density of the ISM),

we can then write the pressure and temperature just inside the shock wave in terms of the shock

velocity vs, as

ρs =
γ + 1

γ − 1
ρ0 (2.40)

ps =
2

γ + 1
ρ0v

2
s (2.41)

kBTs = µ̄
ps
ρs

= 2
γ − 1

(γ + 1)2
µ̄v2

s , (2.42)

where µ̄ is the mean particle mass. Combining this with the resolution criterion of Eq. (2.28) we

find that (excluding fairly pathological cooling functions) the cooling will be hardest to resolve at

the lower temperatures, i.e. at Ts = 2.0× 106 K.

Applying fiducial values for the ISM of µ̄ ≈ 0.6mp at Ts = 2.0 × 106 K yields a shock

velocity, density and cooling rate of

vs = 380 km s−1 (2.43)

ρs ≈ 9× 10−24 g cm−3 (2.44)

u̇|Λ ≈ −180 cm2 s−3 , (2.45)

and the corresponding radius of the blast wave

rs = 1.15

(
E

ρ0

)1/5

t2/5 (2.46)

= 1.155/3

(
E

ρ0

)1/3(2

5

)2/3

v−2/3
s (2.47)

≈ 15 pc , (2.48)

where E ∼ 1051erg is the thermal energy injected by the explosion. The corresponding limiting

SPH particle mass that avoids numerical overcooling, evaluated from Eq. (2.28), is

mSPH = 70M�

(
ρs

9× 10−24g cm−3

)

×
( vs

380 km s−1

)9
(

|u̇Λ|
180 cm2 s−3

)−3

. (2.49)
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The small values of both the radius and the required minimal mass resolution imply that most

cosmological simulations of galaxy formation are far from resolving individual SN explosions,

however detailed simulations of high-z dwarf galaxies do indeed already reach such extreme

resolutions (e.g. Wise and Abel (2008)). For a state of the art mass resolution for a cosmological

simulation of say 105 M�, a star particle really represents very many stars and hence also many

SNe. Simply scaling-up E0 to represent the many SNe that go off does not really help much, as

for example the blast radius only scales ∝ E1/3. In reality different SNe will go off in different

places, and once the density of the ISM is decreased due to one explosion, another explosion

in the lower density gas will have a much larger effect, eventually resulting in a percolating hot

phase.

However these small scales cannot yet be resolved in current cosmological simulations, hence

they fail to follow the transition from pressure to momentum-driven SN shells. One can try to

model the expected effects by simply heating a small number of neighbouring SPH particles. In

this case our resolution study indicates that the reheating temperature must be sufficiently high for

numerical overcooling not to affect the dynamics. We can thus generalise the above calculation to

find the minimum temperature for resolved thermal feedback for a given SPH particle mass. To

perform this calculation we will need to associate a shock velocity with a single particle, which

we will take to be the Sedov shock velocity for a blast wave of the same mass as the SPH particle

vs = 1.155/2

√
π

3γ(γ − 1)
· 4

5
cs (2.50)

= 1.1cs . (2.51)

Combined with Eq. (2.30) we find

ufb
>∼ η−2/3

1.12 · γ(γ − 1)

(
mSPH

ρ

) 2
9

(|u̇Λ|)2/3 (2.52)

= 4

(
mSPH

ρ

) 2
9

(|u̇Λ|)2/3 , (2.53)

the minimum thermal energy required to avoid numerical overcooling.

Dalla Vecchia and Schaye (2008) argue that for thermal feedback to be effective requires that

the sound crossing time across an SPH particle, ts = h/cs, be smaller than the cooling time,

τc = u/|u̇Λ|. Using ρ h3 ∼ mSPH, ts < τc requires that

ufb
>∼
(
mSPH

ρ

)2/9

(|u̇Λ|)2/3 , (2.54)

which is identical apart from a numerical factor to Eq. (2.53). Our criterion is stronger as it takes
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Figure 2.11: Minimum re-heating temperature T required to avoid numerical

overcooling as a function of hydrogen number density nH, assuming an SPH

resolution ofmSPH = 106M� and solar metallicities. Cooling is so rapid in the

shaded regions that the transition from thermally driven to momentum driven

expansion phases of supernova bubbles is so fast that much of the injected

energy will be lost to radiation. The light grey shaded region corresponds

to Eq. (2.54), the dark grey shaded is the more demanding Eq. (2.53). The

white region is where the reheating temperature is sufficient to force thermal

feedback despite resolution concerns. Dashed line is an estimate of the specific

energy of SNe from Kay et al. (2002).

into account that the code will in practise overestimate the cooling of the gas in shocks; the lower

value simply requires there to be a shock.

In Fig. 2.11 we explore the parameter space for modelling thermal feedback in an SPH simu-

lation with 106M� particles. At each density, there is a minimum temperature required to drive an

adiabatic blast wave phase. The light grey region is defined by the sound crossing time argument

of Eq. (2.54) and the dark grey is from Eq. (2.53). In the white region we expect effective thermal

feedback; in the dark grey region it will be suppressed by overcooling in shocks, and finally in

the light grey the code will be unable to produce a shock at all.

It is helpful to introduce some numbers. For gas with hydrogen number density nH = 1

cm−3, a mSPH = 106M� particle would need to be heated to a temperature of Ts ≈ 5 × 106K

to be in the pressure driven phase, according to Eq. (2.54). However our resolution study sug-

gests that we need a higher temperature of ≈ 107K to prevent excessive overcooling through

the shock, implying that at this resolution the simulation cannot properly represent the effects of
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thermal feedback. Note also from Eq. (2.53), that this improves only very slowly with improved

resolution, ∝ m
2/9
SPH. Relating back to models of feedback, this is somewhat problematic as the

specific energy of supernovae 8 is estimated to only be around 2×107K (dashed line in Fig. 2.11)

which can still be too low for the simulation code to properly follow the thermal evolution of the

explosion.

Clearly this has important consequences for prescriptions for supernova-driven thermal feed-

back. In densities above nH = 1 cm−3 the thermal feedback starts to reduce its effectiveness,

even if we ignite all our SNe in a single timestep, yet this is one of the key environments where

feedback is required.

One way to drive feedback at this resolution, whilst still maintaining a globally consistent

initial mass function, is to stochastically inject the energy of SNe due to star formation. Since the

mean thermal energy of a single particle can then be greater than 2× 107K we can remain in the

effective region of Fig. 2.11. To balance the IMF other star forming particles will need to receive

less or no SNe energy. The alternative is to increase the resolution, but again the low exponent of

mSPH in Eq. (2.53) makes this quite prohibitive.

The issue is further complicated by the existence of a multi-phase ISM not resolved by the

simulation. This is the motivation for many of the prescriptions for feedback, such as applying

a fraction of the supernovae energy as kinetic energy (Navarro and White, 1993), disabling the

cooling of thermal bubbles (Gerritsen, 1997) or releasing the energy of many accumulated super-

novae in one step. A more thorough discussion of all these methods can be found in Kay et al.

(2002). Another approach is to model the net feedback effects by a subgrid model (for example

an imposed equation of state without cooling as in Schaye et al., 2010a), or to model the hot and

cold phases separately by representing clouds in the cold phase as collisionless particles (Booth

et al., 2007).

At lower densities it becomes easier to thermally drive a blast wave due to the reduced cooling

rate, reinforcing the importance of simulating a multiphase ISM. For their star formation thresh-

old of nH = 10−1 cm−3, the high-resolution OWLS simulations of Schaye et al. (2010a) can

represent thermally driven SNe at the edges of discs, but not in more central regions. Indeed,

at higher densities the required temperatures rapidly reach extreme values. Booth and Schaye

(2009) note that in their simulations, AGN feedback requires reheating temperatures Ts > 108K,

as at lower temperature the energy is simply radiated away. We believe that this problem is not a

physical one but one of resolution. At lower temperatures the density is higher, the cooling faster,

8The specific energy of supernovae is the energy released by supernovae per unit mass of star-forming gas (Kay

et al., 2002), i.e. if all supernovae were to ignite simultaneously we would reach this mean temperature.



2. Numerical overcooling in shocks 55

and the cooling region behind the shock cannot be resolved, as is clear from Fig. 2.11.

2.4.4 Shocks at the sound speed

As an interesting aside it is worth considering that there will usually be an upper limit to the

resolution required. If we assume that the weakest shock has a velocity on the order of the sound

speed, cs = (γ(γ − 1)u)1/2, then the minimum requirement for the particle mass for a given

problem will be

mSPH = (0.08)3 (γ(γ − 1))9/2 min
x∈V

{
|u̇Λ|−3u9/2ρ

}
. (2.55)

Unfortunately such a limit will usually be very small indeed, at least for cosmological sim-

ulations, because of the low sound speed of cold, dense gas present in galactic discs. However

if one chooses to go down this path, then one can examine the following criteria. If we have a

conventional collisional cooling function then u̇Λ/ρ is independent of density, and we can make

the additional assumptions that u̇Λ → 0 as u→ 0, and for large u

|u̇Λ|
ρ
∼ u1/2 (2.56)

(thermal bremsstrahlung), giving

mSPH ∝ min
x∈V

{
ρ−2
}
, (2.57)

i.e. the smallest particle mass is determined by the highest density in the problem. This analysis

is of course not valid with Compton cooling via the CMB, or the presence of a UV background,

as neither process is collisional.

2.5 Conclusions

In this chapter we have examined the role of radiative cooling in shocks. We have found a general

analytic solution for 1d piecewise linear collisional cooling functions and compared it to numer-

ical simulations of the same shock, performed with an SPH code (GADGET) and an AMR code

(FLASH). These codes smear out the shock over several particles or cells, and such an artificial

‘pre-shock’ results in numerical overcooling which may prevent the formation of a hot post-shock

region. We have estimated a general resolution criterion to avoid such overcooling, and applied

it to the problems of virial shocks and the production of hot gaseous halos. We have found that

to avoid numerical overcooling of accretion shocks onto halos that should develop a hot corona

requires a particle or cell mass resolution of 106M� (Fig. 2.10), which is within reach of current

state-of-the-art simulations.
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Similarly, we have applied our estimates to thermal feedback from AGN or supernovae blast

waves, in the presence of radiative cooling. We have seen that the energy required to drive thermal

feedback at a given mass scale, for current numerical results, is an order of magnitude higher than

one would expect just from physical considerations. For cosmological simulations (106M� gas

particles) of an nH = 1.0 cm−3 interstellar medium we see (Fig. 2.11) that temperatures in excess

of 107 K are required to effectively drive thermal feedback by avoiding spurious suppression of

the feedback by numerical overcooling.

Although all of these issues can be rectified by increasing the resolution, the minimum thermal

energy of injected feedback required to avoid artificial cooling scales weakly with decreasing

particle mass, ∝ m2/9
SPH, see Eq. (2.53). Consequentially, a potentially fertile region of study may

be that of cooling switches, i.e. a criterion for disabling cooling through a shock. Such a switch

would allow a simulation to resolve temperatures much closer to the physical temperatures of

radiative shocks without requiring extreme resolutions. Unfortunately it is not a straightforward

problem to have a criterion that will consistently suppress cooling in the presence of shocks

yet does not affect cooling in regions where there are no shocks. Since we can never hope to

completely remove resolution effects it seems sensible to have a more limited aim, perhaps to

capture the temperatures of shocks up to some maximum cooling rate. As such one might wish to

suppress cooling, when the cooling time is greater than some fraction of the shock heating time.

We intend to explore this avenue in future work.

Further work could include the effects of shock-induced non-collisional ionizational equilib-

rium (CIE) or non-thermalised gas. Since the resolution can make such a significant modification

to the thermal history of a gas, we expect a criterion due to non-CIE may be quite strict.



Chapter 3
How supernovae power

galactic winds

3.1 Introduction

Feedback is an essential ingredient of galaxy formation models. It is invoked to suppress the

formation of large numbers of small galaxies (Rees and Ostriker, 1977; White and Rees, 1978a;

White and Frenk, 1991). While photo heating can suppress star formation in the smallest halos,

it cannot explain the low efficiency of SF in halos more massive than 109 M� (Efstathiou, 1992;

Okamoto et al., 2008a). Feedback is also invoked to explain why such a small fraction of the

baryons are in stars today (Fukugita et al., 1998; Balogh et al., 2001). An efficient feedback

implementation also appears essential for simulations to produce realistic looking disk galaxies

(Scannapieco et al., 2011). Observations of galactic winds at low (Heckman et al., 1990, 2000)

and high z ∼ 3 redshift (Pettini et al., 2001) do show gas with a range of temperature and densities

moving with large velocities of 100s of km s−1 with respect to the galaxy’s stars, although the

interpretation in terms of mass loss is complicated by the multi-phase nature of the wind (see e.g.

Veilleux et al., 2005 for a recent review). Complimentary evidence for outflows comes from the

high metal abundance detected in the IGM (Cowie et al., 1995), even at low densities (Schaye

et al., 2003; Aguirre et al., 2004). Numerical simulations make it plausible that galactic winds are

responsible for this metal enrichment (Cen and Ostriker, 1999; Aguirre et al., 2001; Theuns et al.,

2002; Aguirre et al., 2005; Oppenheimer and Davé, 2006; Tescari et al., 2011), with low-mass

galaxies dominating the enrichment of the bulk of the IGM (Booth et al., 2012).

The sheer amount of energy released by supernovae (SNe) make the injection of energy into

the interstellar medium (ISM) by SN explosions a prime candidate for driving galactic winds

(Dekel and Silk, 1986). However it is challenging to understand in detail how SNe regulate the

transfer of mass and energy between the different phases of the ISM, as envisaged in the model

of McKee and Ostriker (1977), and how and when this leads to the emergence of a galactic wind.

Efstathiou (2000) and Silk (2001) extend the McKee and Ostriker (1977) model to examine how

57
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such interactions lead to self-regulation of star formation. They show that the properties of the

galactic wind can be broadly understood once a temperature and density for the hot phase is

found. This requires a model of evaporation of cold and warm clouds, yet without a more detailed

understanding of the geometry and turbulence, we can go little further than steady spherically

symmetric conduction models, which go back to Cowie and McKee (1977). Even if feedback is

indeed due to SNe, it is not yet clear whether this is a consequence of their injection of hot gas,

of turbulence (Mac Low and Klessen, 2004; Scannapieco and Brüggen, 2010), of cosmic rays

(Jubelgas et al., 2008), of the combined effects of magnetic fields, cosmic rays, and the galaxy’s

differential rotation (Kulpa-Dybeł et al., 2011), or all of the above.

Full hydrodynamic modelling of the interplay between the various components of the ISM

in a Milky Way-like galaxy in a proper cosmological context is not yet currently possible due to

the large range of scales involved, with density ranging from 4× 10−31 g cm−3 outside of halos

to ∼ 10−20 g cm−3 in cold clouds, temperatures from a few Kelvin inside star forming regions

to ∼ 108K inside SN remnants, and time scales from a few thousand year for the propagation

of a SN blast wave inside the ISM to ∼ 1010 years for the age of the Galaxy. Excitingly, such

full hydro-dynamical modelling begins to be possible for higher redshift dwarfs (e.g Wise and

Abel, 2008), but for the moment models of larger galaxies at z ∼ 0 are limited to simulating a

patch of galactic disk. In addition, we would also like to identify and understand the physics that

is important in driving material from the galactic disk, and so it is desirable to have a series of

numerical experiments. This is the approach we will follow in this chapter.

We begin by discussing constraints on galactic winds derived from current theoretical models

of galaxy formation, and place our work in the context of comparable approaches. In section

3.3 we introduce the set-up of our own simulations. Briefly, we use a very simple model of the

ISM which neglects the cold phase, and which is stirred by hot gas injected by SN explosions.

Next we demonstrate that our sub-pc simulations have sufficient resolution to resolve individual

explosions, and illustrate the behaviour of both the ISM and of the wind for a reference model

with properties chosen to be similar to that of the solar neighbourhood. In Section 3.5 we vary the

properties of the simulated ISM (total and gas surface densities, star formation rate, cooling rate),

and investigate if and when a wind is launched, and how its properties depend on that of the ISM.

We obtain scaling relations of the wind to the ISM and apply them in Section 4.2 to predict wind

properties for a full galactic disk, and investigate how the wind properties depend on the galaxy

properties. We summarise in Section 4.3.
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3.2 Constraints on galactic winds

3.2.1 Model requirements and observations

We will assume that the baryon fraction in Milky-Way-sized halos, and halos of lower mass, falls

significantly below the cosmological value, fb = Ωb/ΩM due to the action of a galactic wind. Let

the gaseous mass outflow rate from this wind be Ṁwind, and the star formation rate Ṁ?. A simple

way to parameterise the efficiency of the SN-driven wind in removing baryons from the halo, is

its mass loading, i.e. the ratio

β̂ ≡ Ṁwind

Ṁ?

, (3.1)

where our β̂ is equivalent to the β of Stringer et al. (2011). We introduce the hat in order to

distinguish the average mass loading for a galaxy, β̂, from a local mass loading β at some point

on the disk. If a galaxy exhausts its gas supply in star formation (and does not recycle wind

material) then we will be left with a gas poor galaxy with baryon fraction reduced by a factor

1/(1 + β̂).

In order to infer the fraction of baryons ejected from galaxies we can use the statistics of

galaxies and dark matter halos. The number density of halos as a function of their mass can be

approximated for masses below the exponential cut-off scale as a power law (Press and Schechter,

1974; Reed et al., 2007),
dn

d logM
∝M−0.9 . (3.2)

Contrast this with the slope of the galaxy stellar mass function at low masses,

dn

d logM?
∝M1+α

? , (3.3)

where observationally α is found to be in the range [−1.5,−1], see e.g. (Blanton et al., 2003,

2005; Baldry et al., 2005, 2012; Li and White, 2009). Naively identifying each dark matter halo

with a galaxy of a given stellar mass (e.g. Guo et al., 2010) yields a galaxy mass to halo mass

relation of M? ∝ M−0.9/(α+1). Identifying the stars as the main baryonic component implies a

mass loading that scales with halo mass relatively steeply as (see also Stringer et al., 2011)

1 + β̂ = fb
M

M?
∝M (1.9+α)/(1+α) ∝M−0.8 , (3.4)

where we substituted a faint end slope of α = −1.5 to derive the last exponent. Notably, this

exponent→∞ as α→ −1 and falls to zero as α→ −1.9, as such it is rather poorly constrained

even by a well measured slope of the galaxy stellar mass function at low masses. One can infer

not only that at low masses the mass loading β̂ � 1 but also that it is strongly increasing towards

lower-mass galaxies.
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Assume star formation results in the explosion of ε100 supernovae per 100 M� of stars formed,

each with energy ESN, and that a fraction ηT gets converted into kinetic energy of an outflow.

Neglecting other sources of energy then implies that

β̂ v2
wind = 2(710 kms−1)2 ηT ε100

ESN

1051 erg
, (3.5)

where vwind is the wind speed. If ε100, the thermalisation factor ηT and ESN are all constants,

then the product β̂v2
wind is also a constant. In this case large values of β̂ imply lower wind speeds,

and vice versa. If the mass-loading β̂ indeed increases with decreasing halo mass, then of course

eventually β̂ may become so large that the wind can no longer escape from the galaxy’s potential

well. Such small halos may be subject to other destructive mechanisms, such as evaporation by

re-ionization or obliteration by the explosions of the first stars. For massive halos, in order for

the wind to escape it requires high wind speeds, implying low mass loading. The semi-analytical

model of galaxy formation presented recently by Bower et al. (2011) imposes similar constraints

on galactic winds to obtain fits to the faint-end of the galaxy mass function as inferred from our

naive expectations: galactic winds need to have values of the mass loading β̂ ∼ 1 for Milky

Way-like galaxies, with an indication that β̂ increases even further towards lower masses. The

best fitting models have β̂ ∼ 10 giving vwind ∼ 300 km s−1.

Numerical simulations of galaxy formation also try to implement galactic winds with sim-

ilar properties. Cosmological simulations such as Oppenheimer and Davé (2008); Dubois and

Teyssier (2008) and Shen et al. (2010) include simple star formation prescriptions in combina-

tion with efficient feedback in an effort to produce a reasonable galaxy population, although they

struggle to produce significant winds to remove enough baryons from Milky Way-sized galaxies.

These simulation implement the increase in mass-loading to smaller galaxies by hand. The OWLS

simulations (Schaye et al., 2010b) examined a variety of feedback prescriptions and models with

efficient feedback in terms of a strong galactic winds fit a variety of properties of the galaxy pop-

ulation, including the Tully-Fisher relation (McCarthy et al., 2012). However, in such models the

properties of the winds are still part of the sub-grid modelling, i.e. the wind’s properties are not

computed but rather are simply imposed. This is required since the mass of gas entrained by a

single supernova is a tiny fraction of the mass resolution element of the simulation (Creasey et al.,

2011).

There are compelling theoretical reasons to expect a high mass loading in galaxy winds, but

are such winds seen in practise? The observational evidence for galactic outflows, at least in

starburst galaxies, is extremely strong (Heckman et al., 1990, 2000; Pettini et al., 2001; Martin,

2005; Martin et al., 2002; Strickland and Heckman, 2009). Unfortunately it is notoriously difficult
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to constrain the wind properties from the data directly, partly because of uncertain metallicity and

ionisation corrections needed to translate between the observed ion outflow and inferred total

wind values, and partly because observing the wind in the spectrum of its galaxy does not provide

spatial information of where the absorbing gas is located (Bouche et al., 2011, but see Wilman

et al., 2005; Swinbank et al., 2009 for a few cases of resolved studies of winds). The outflowing

gas is likely multi-phase in nature, complicating further the interpretation of the data. The picture

for non starburst galaxies is even more complex, with Strickland and Heckman (2009) noting the

lack of evidence for superwinds in such galaxies. As Chen et al. (2010) point out, however, the

evidence for the high velocity outflows come from blueshifted absorbers such as Na D are tracing

cooler material which is a fraction of the wind (or MgII, for example Weiner et al., 2009 in the

Deep2 galaxies). As far as it can be measured, the velocity of the outflow seems to be only weakly

dependent on the SFR (Rupke et al., 2005). Probing the circum-galactic medium around galaxies

with a sight line to a background quasar allowed Bouche et al. (2011) to infer values of β̂ = 2−3

and wind speeds vwind = 150 − 300 km s−1 for a set of L? galaxies at redshift z ∼ 0.1. They

claim these wind speeds are in fact below the escape speed, and hence we may be observing a

galactic fountain rather than a proper outflow.

The picture of SNe as the driver of galactic winds also has consequences in terms of the metal-

licity of the galaxy. As SNe inject both metals and energy we expect and find a corresponding

metallicity deficit for low mass galaxies (Tremonti et al., 2004), interest in which goes back to

Larson (1974). Both simple models (Peeples and Shankar, 2011; Dayal et al., 2012) and simula-

tions (Finlator and Davé, 2008) show that galactic winds are an essential ingredient to obtain the

observed mass-metallicity relation in galaxies.

Summarising, observations provide strong evidence for the presence of galactic winds in star

forming galaxies, but the parameters of such winds are currently not tightly constrained. Models

that make recourse to such winds to quench star formation require relatively high values of the

wind’s mass loading, β̂ ∼ 1 for MW-like galaxies, with β̂ increasing for lower mass galaxies. But

do SNe-driven winds indeed meet these requirements, and if they do, why?

3.2.2 Galactic winds in simulations

In order to directly simulate the generation of galactic winds requires a much higher resolution

than cosmological simulations, as the sites of energy injection must be resolved (discussed further

in section 3.3). As such there are a range of simulations attempting either to simulate galaxies at

high redshift where the total volume is smaller, simulating galaxies at low redshift but with some

sub-grid approximation to the physics (e.g. the multi-phase method of Springel and Hernquist,
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2003) or actually resolving the individual SNe but not for a full galaxy.

Mac Low and Ferrara (1999) attempted to study the blow-out produced by a dwarf galaxy

using azimuthal symmetry and a grid resolution of 25 pc. Individual supernovae were not resolved

in these simulations, instead there is a continuous injection of energy in the mid-plane. Measured

mass-loss fractions were extremely small, only a few percent for galaxies over 106M�.

Mori et al. (2002) looked at high-z dwarf galaxies where SNe could lift material out of the

halo to pollute the IGM with metals. Wise and Abel (2008) managed to drive 95% of the baryons

from low mass halos at high redshift using the extremely energetic explosions from population III

stars.

Fujita et al. (2004) performed a 2d axisymmetric simulation of a dwarf galaxy at redshift 9,

going down to a 2.6 pc cell size in the centre of the simulation. They managed to eject metals in to

the IGM, but unless the star formation was increased considerably were unable to eject significant

amounts of the ISM. Strickland and Stevens (2000) similarly performed 2d axisymmetric simula-

tion of a starburst to compare with the nearby starburst galaxy, M82, allowing them to reach 15 pc

resolution. The focus was primarily on the X-ray properties of these winds, yet those winds are

quite comparable to the winds we show. We note that their wind is mass-loaded by hand, using

the prescription of Suchkov et al. (1996). A full 3d version of this type of galaxy was tried by

Cooper et al. (2008), but only with reference to the X-ray properties.

Powell et al. (2011) performed an AMR simulation for a redshift 9 dwarf galaxy, where the

highest density regions in the simulation reach similar resolutions to our own, with 1 pc resolu-

tion, and again find the efficiency of ejection of gas from the galaxy is less than the mass accretion

rate.

It is possible to study massive objects at lower redshift if one is prepared to use some sub-grid

scheme for the multi-phase ISM to decrease the resolution requirement. Simulations of winds in

more massive galaxies include Dubois and Teyssier (2008); Hopkins et al. (2012a), though both

struggle to capture mass loadings above unity with pure SN feedback, however Hopkins et al.

(2012a) sees a significant improvement by including the winds from high mass stars.

Concentrating on a column of ISM of a galaxy allows one to reach very high resolution, and

such simulations were performed by Joung and Mac Low (2006), who concentrate mainly on the

turbulent structure of the ISM where they found the largest kinetic modes occurred on scales of

∼ 200 pc. This work was extended in Joung et al. (2009) to parameterise sub-grid models in

terms of turbulent pressure. These authors allow the gas to cool to the cold phase, then include

a diffusive heating term to prevent the high density gas becoming thermally unstable. More

recently, Hill et al. (2012) investigated the effects of magnetic fields.
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While preparing this chapter for publication, Gent et al. (2012) have studied a supernova

regulated three-phase ISM, where the focus is on the resultant properties of the ISM w.r.t. different

cooling functions, but also show outflows which are comparable in velocity and mass loss to ours.

3.2.3 Self consistent simulations

Ideally one would wish to probe the efficiency with which star formation can drive winds with

simulations that self consistently included all the relevant physics, i.e. a full galaxy containing a

star forming ISM, those stars subsequently redistributing their energy as type II SNe explosions,

including outflows and cosmological infall. Unfortunately the range of scales involved in this

problem makes such an approach currently computationally infeasible. To progress we must ei-

ther truncate our resolution at some scale before we have fully resolved the physics, or to truncate

our physics such that the available resolution becomes sufficient. The former route is one where

we assume that we understand the physical processes to a certain degree and make our best effort

at the calculation, forcing us to go deeply in to convergence studies. The latter is that of the nu-

merical experiment where it is assumed that a certain amount of numerical calculation is possible

and we make our best effort to include the processes, requiring us to make full comparison with

the real Universe to test these assumptions (many simulations, are, of course, a mixture of these

approaches). Our focus will be on the latter case, that of the numerical experiment. We will also

restrict ourselves to looking at the launch region of the galactic wind, where gas is expelled from

the galaxy but not necessarily from the halo. This is consistent with what is needed to improve

subgrid models in semi-analytic models and hydro simulations.

The motivation for our choice of scale relates to the need to resolve individual SN blast waves

as they sweep the ISM (as for example described by Cox, 1972). Briefly, such explosions involve

three distinct stages (e.g. Truelove and McKee, 1999), beginning with the very early stage during

which SNe ejecta expand almost freely into the ISM. As the ejecta sweep-up ISM preceded by a

shock, eventually a reverse shock will run back into the ejecta, heating them to very high temper-

atures, signalling the start of the Sedov-Taylor stage (Sedov, 1959; Taylor, 1950). In both stages

radiative cooling is negligible and consequently they can be described by similarity solutions, but

the transition between them cannot. Finally at late times, the hot interior of shocked ejecta cools

radiatively, and the swept-up shell of ISM and ejecta continue to ‘snow-plough’ further into the

ISM, conserving momentum. Thornton et al. (1998) examine these last two states using a set of

1 dimensional simulations of the evolution of explosions in a uniform ISM, examining in detail

the transition from the ST-phase to the snow-plough phase. They claim that radiative cooling is

so efficient that typically only 10 per cent of the initial blast energy is transferred to the ISM.
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We would in principle like to resolve the earliest phase of the explosions when ejecta dom-

inate, but in this chapter we restrict ourselves to initiate our SNe in the Sedov-Taylor phase.

The transition between ejecta-dominated and ST-phase occurs approximately when the shock has

swept-up an amount of of ISM mass that is comparable to that originally ejected. In low density

regions the size of the bubble where the transition happens may then be relatively large, and it

would be worthwhile investigating whether this matters; we intend to do so in future work. Given

this limitation, and for the typical ISM densities near the centre of the disk in our simulations, it

then suffices to resolve scales of order of a few parsecs to fully capture the cooling of the swept-up

shell of ISM (e.g. Cox, 1972), and such a simulation will be able to resolve both the cooling and

some part of the adiabatic phase of the remnant.

As such the dependence of our question upon sub-parsec phenomena can be seen only in two

key areas, raising the following questions

1. Star formation occurs on these scales, and thus controls the distribution (in time and space)

of supernovae. Does this affect the properties of the galactic wind, for example because

supernovae explode in high density environments and/or near to other supernovae?

2. The medium that the SNe drive into contains structures on sub-parsec scales, for example

cores of molecular clouds. Does this departure from a classical fluid affect the large scale

wind?

We will argue that the answers to both the above the questions may indeed be negative, motivating

a set of simulations of a highly simplified ISM. Such a simulation would also improve our physical

understanding of the role of the individual processes.

On the first question we note that the progenitor of type II core collapse SNe are massive

stars (Smartt, 2009) with lifetimes ∼ 1 − 30 Myrs (Portinari et al., 1998), therefore the majority

of SN energy associated with an instantaneous burst of stars with for example a Chabrier (2003)

initial mass function will be released after ∼ 30 Myrs. It is thought the birth cloud of such stars

is likely destroyed before by the combined effects of stellar winds, proto-stellar jets and radiation

(e.g. Matzner, 2002), and there is observational evidence for this (e.g. Lopez et al., 2011). Some

clouds may form by turbulent compression when overrun by a spiral arm, and may disperse by

the same flows that created them in the first place on a short time-scale (Dobbs, 2008, see also

Tasker and Tan, 2009).

In any case, when the SNe explodes it will in general not do so inside its natal cloud. For

this reason we assume that the SNe explode in typical environments in the disk plane of galaxies.

Note however that the SNe may still be clustered rather than Poisson, a complication that we
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neglect. Typical giant molecular clouds have a velocity dispersion of ∼ 4 km s−1 (Scoville and

Sanders, 1987; McCray and Kafatos, 1987), which over 10 Myr results in a dispersion of around

40 pc, which is a significant fraction of our box size and the typical distance between molecular

clouds.

The second question is delicate, and worthy of significant discussion. We first note that we

follow the nomenclature of Wolfire et al. (1995), where the T ∼ 100K phase of the ISM is called

the cold neutral medium (hereafter CNM), the T ∼ 104K phase as the warm neutral medium

(hereafter WNM) and the T & 106K phase as the hot ionised medium (HIM). The CNM exists in

the form of dense clouds, occupying a very small fraction of the total volume but with a significant

fraction of the total mass. These clouds are believed to be in pressure equilibrium (Spitzer, 1956),

with the WNM and HIM, thus making their energy budget (pressure × volume) also a small

fraction of the ISM thermal energy. Their pressure support is probably composed of a combination

of magnetic, thermal and cosmic ray components. The proportions of energy in thermal, bulk and

turbulent motions of the HIM and WNM are still not entirely known though there is consensus

that much of the turbulence is supersonic (Elmegreen and Scalo, 2004). A supersonic nature

of turbulence in the ISM requires that the energy budget is dominated by inertial terms of the

turbulent motions over the thermal and magnetic terms in the WNM and HIM.

Despite their small fraction of the energy budget, however, the cold phase can perform the

role of a heat sink. Thermal energy from the warm and hot phases can be transported in to the

cold phase via thermal conduction which can be dissipated via the molecular transitions of this

cold gas (particularly CO, H2), metal lines (in particular CI*), and dust. The excited states of the

molecules, however, are rather long lived and whilst they are certainly important for star formation

they may not significantly cool the WNM phase of the ISM due to its sparse nature (de Jong et al.,

1980; Martin et al., 1996). The molecules also play an important role as an absorber of photo-

ionizing radiation, however we will ignore radiative driving here. The simulations described in

this chapter simply neglect the cold phase, by truncating the cooling function below a value of

T0 = 104 K. If we were to include cooling below T0 we would have to include significantly

more physics (magnetic fields, heat conduction, diffuse heating): here we want to investigate and

understand the simpler yet still complex case of a two-phase medium.

We have also intentionally left out the physics of cosmic rays (see, e.g. Pfrommer et al.,

2007) and magnetic fields (e.g. Breitschwerdt and de Avillez, 2007) which may be important

in providing support against collapse, particularly in the CNM. Our goal is to understand the

resultant ISM without these complications, before discussing the implications of their addition.

We would also like to stress that although we have included gravity, we have not included self -
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gravity (i.e our gravity is time-independent and only self-consistent for the initial set-up) which

would be a poor approximation if we had included the dense, cold material of the CNM. Without

the CNM gravity does not influence material on scales below the Jeans length of the WNM,

equivalent to the scale height of the warm disk.

3.3 Simulations

In the following section we will describe the simulations we have performed of supernova driven

outflows from an idealised ISM. Our simulations model the ISM and halo of a disk galaxy in a

tall column, with long (z) axis perpendicular to the galactic disk, and co-rotating with the disk

material. We use outflow conditions at the top and bottom of the column, and periodic boundary

conditions in x and y. We describe the initial conditions of the gas and the physical processes

(gravity, cooling and supernova feedback) we have included, and detail their numerical imple-

mentation. Finally we describe some tests we have performed on the code and the parameters we

chose to explore in our simulation set.

The simulations use a modified version of the FLASH 3 code (Fryxell et al., 2000). FLASH 3 is

a parallel, block structured, uniform time-step, adaptive mesh refinement (AMR) code. Its second

order (in space and time) scheme uses a piecewise-parabolic reconstruction in cells. Due to the

extremely turbulent nature of the ISM in our simulations, we find that FLASH attempts to refine

(i.e. to use the highest resolution allowed) almost everywhere within our simulation volume.

Therefore we disable the AMR capability of FLASH and run it at a constant refinement level

(albeit varied for our resolution studies). To mitigate the overhead of the guard-cell calculations

we increase our block size to 323 cells per block.

For the gas physics we have assumed a monatomic ideal gas equation of state,

p = (γ − 1)ρu , (3.6)

where u is the specific thermal energy and γ = 5/3 is the adiabatic index. This deviates slightly

from the physical equation of state which should include the transition in mean particle mass that

occurs as the atomic hydrogen becomes ionised, but the impact of this simplification is small

compared to the other uncertainties in this kind of simulation.

It is worth contrasting this with some other simulations of the ISM. Dobbs (2008) investigates

the CNM with self-gravity and magnetic fields in disks but assumes no feedback or cooling. In

a series of simulation de Avillez and Breitschwerdt (2004, 2005a,b) uses a set up similar to ours,

with imposed gravity, cooling, SNe turbulence and magnetic fields in columns through disks of
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1×1×10 kpc, although the focus is not on the mass loading. More recently the ERIS simulations

(Powell et al., 2011) simulated the ISM in a single high redshift dwarf galaxy. Cooper et al. (2008)

perform a simulation of the central region of an M82-like starburst galaxy with gravity, cooling

and energy injection due to supernovae (although this energy injection is continuous within a

central volume, rather than stochastic as in our simulations).

3.3.1 Physical processes

The simplified ISM discussed in Section 3.2.3 is shaped by three fundamental processes: gravity,

cooling and energy injection from supernovae, which dominate when we are only considering

the WNM and HIM. We stress that our aim is to simplify the problem as much as possible so

that we can extract the physical principles. In future works we will experiment with making

some assumptions more realistic. Below we discuss the effects and implementation of all these

processes.

Gravity

The gas in our simulations is initially in (vertical) hydrostatic equilibrium. In a disk galaxy the

gravitational acceleration is induced by the gas and stars in the disk, baryons in the bulge and dark

matter (in the halo and possibly the disk, see e.g. Read et al. 2008). Despite these complications,

when one moves to the (non-inertial) frame moving locally with the disk, the dominant effective

potential lies in the vertical direction, with a scale height of a few hundreds of parsecs. Since

the shape of this profile is approximately in accordance with the gaseous one, we model the

total gravity of all components (gas, stars, dark matter) as being in proportion to the gaseous

component, with a multiplier of the inverse of the gas fraction, 1
fg

, to account for the stellar

and dark matter components, i.e. the gravitational potential depends on the gas density through

Poisson’s equation as

fg∇2φ = 4πGρ . (3.7)

We also make a second assumption, namely that the gravitational profile of the disk is fixed

in time, φ = φ[ρ0]. This is assumed because the minimum temperature of our cooling function

(discussed in Section 3.3.1 below) sets the Jeans length on the order of the scale of the disk height,

so we do not expect smaller self-gravitating clouds to appear in our simulations. In contrast, in

the ISM of the Milky Way small self-gravitating clouds can form, because the ISM does cool to

lower temperatures, however the physics of star formation is not the process we wish to address

in this chapter.
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Other terms we have neglected include those introduced by the Coriolis force across our

simulation volume, due to our non-inertial choice of frame,

v̇cor = −2Ω ∧ v , (3.8)

where Ω is the angular velocity of the galaxy. Our simulations, however, will typically be of such

short time scales and volumes that the Rossby number (the ratio of inertial to Coriolis terms) is

large. Nevertheless, more complete simulations would include this, along with the time dependent

gravitational changes introduced by spiral density waves. Note that our simulations also neglect

the velocity shear that is present in a differentially rotating disc.

Radiative cooling

The cooling function Λ(T ) of T ∼ 104 − 107K gas with solar abundances is primarily due to

bound-bound and bound-free transitions of ions, whereas above T = 107K it is largely dominated

by bremsstrahlung (Sutherland and Dopita, 1993). Below T ∼ 8000K there is a sharp decrease

by several orders of magnitude, causing a build up of gas in the WNM. Cooling below 8000K is

due to dust, metal transition lines such as CI*, and at very low temperatures, molecules.

Whilst the imprint of small features in the cooling function should be observable in the ISM,

it is really the cut-off at T ∼ 8000 K that controls the WNM, and as such we approximate the

cooling function with a Heaviside function with a step at T0 = 104 K,

ρu̇ =




−Λn2, T ≥ T0

0, T < T0 ,
(3.9)

where we in addition assume pure hydrogen gas so that the number density n = ρ/mp, and

Λ = 10−22 erg cm3 s−1 (although this value is varied in a few of the simulations). We implement

this very simple functional form so that we can explicitly check the effect of the normalisation of

the cooling function, and to make sure that any characteristic temperature of the gas is not due to

features in Λ.

The cooling function of Eq. (3.9) results in a cooling time for gas with T ≥ T0 of

tcool ≡
mpu

Λn

≈ 660 yr

(
T

T0

)( n

1 cm−3

)−1
×

(
Λ

10−22 erg cm3 s−1

)−1

. (3.10)

Since we have chosen a discontinuous function for our cooling, we implement a scheme in our

code which prevents cooling below T0 (although the hydrodynamic forces can still achieve lower



3. How supernovae power galactic winds 69

temperatures adiabatically). This largely prevents the overshoot errors resulting from an explicit

solver in this kind of problem.

To test the importance of the choice of cooling function, we also implemented the cooling

function appropriate for cosmic gas with solar abundance pattern from Sutherland and Dopita

(1993),

ΛSD(T ) = 5.3× 10−24
(
T

1/2
8 + 0.5fmT

−1/2
8

)
erg cm3 s−1 , (3.11)

where T8 ≡ T/108 K, with fm = 0.03 for low metallicity gas, and Λ = 0 for T < 104 K. All

runs where this cooling function is used are marked ‘SD’ (see table 3.1). The minimum of this

cooling function is at 5× 107fm K, where the cooling rate

ΛSD,min = 1.30× 10−24 erg cm3 s−1 , (3.12)

(ignoring the cut-off below 104 K). We show in section B that the behaviour of the ISM in our

simulations is surprisingly independent on the exact shape of the cooling function Λ(T ), although

it depends on the minimum value at high temperatures� 104 K.

Energy injection by supernovae

The Kennicutt-Schmidt (KS) relation connects observed surface density of star formation in a

disk galaxy, Σ̇?, to its gas surface density Σg,

Σ̇? ≈ 2.5× 10−4Σ1.4
g1 M� yr−1 kpc−2 , (3.13)

(Kennicutt, 1998), where Σg1 ≡ Σg/1 M�pc−2. We will use this to set the SFR in our sim-

ulations, but we also perform some simulations with an alternative formulation using a higher

star formation rate, discussed in Appendix B. Our idealised model of a supernova explosion is

the injection of 1051 ergs (Cox, 1972) of thermal energy in a small volume, implicitly assuming

instantaneous thermalisation of the SN ejecta. The distribution in time of these is taken to be a

Poisson process (the Poisson process has the Markov property and so our SNe are independent)

with a time independent rate computed from the initial parameters of the disk. For the local spatial

distribution of SNe we assume the star formation rate to be proportional to the initial density, i.e.

E[ρ̇? dV dt] = Σ̇?
ρ(t = 0)

Σg
dV dt . (3.14)

A consequence of this choice is that if the scale height of the gas profile evolves significantly the

distribution of SNe will become inconsistent with the instantaneous mass profile. We discuss this

further later.
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Given the star formation rate, the associated core-collapse SN rate is computed assuming the

stellar initial mass function yields ε100 SNe per 100 M� of star formation. For reference, for a

Chabrier (2003) initial mass function with stars with masses ∈ [0.1, 100] M�, of which those

with mass in the range [6, 100] M� undergo core collapse, ε100 = 1.8.

The final element of the SN prescription is the distribution of the injected energy over the

computational grid. The choice of volume over which to spread the thermal energy of the super-

novae is influenced by two considerations. If the volume is too large the remnant will evade the

adiabatic expansion phase and immediately proceed to the radiative phase (Cox, 1972; Creasey

et al., 2011). If the volume is very small the code will require many extra time steps evaluat-

ing the initial stages of a Sedov-Taylor blast wave and will perform unnecessary computation1.

Following Cox (1972), the radius at which the blast wave cools and forms a dense shell is

Rs = 15.6

(
ESN

1051 erg

)3/11( Λ

10−22 erg cm3 s−1

)−2/11

×
( n

1 cm−3

)−5/11
pc , (3.15)

however to account for higher densities and the numerical spreading of shocks it is wise to resolve

a fraction of this (Creasey et al., 2011).

Taking the above into consideration, for our simulations we spread the thermal energy of each

SN over several cells given by the multivariate (3D) normal distribution of standard deviation 2

pc, consistent with being smaller than the cooling radius of Eq. (3.15) for densities n < 77 cm−3

(ρ < 1.3× 10−22 g cm−3).

Time-stepping

In addition to the numerical considerations described above, we also needed to make some ad-

justments to the time step calculation in FLASH. The default time-stepping scheme in FLASH

uses a Strang-split method (Strang, 1968, an operator splitting method where the hydrodynamic

update occurs in two half steps, with the order in which the Riemann-solver operates reversed

from xyz to zyx between the first and the second half step). Source terms such as the injection of

SN energy, are evaluated at the end of each half step, after the Riemann solver has been applied.

This makes the implementation of the supernova energy injection problematic, as the thermal en-

ergy in a cell can increase by many orders magnitude followed by a hydrodynamic step before a

new time step is calculated. The latter hydrodynamic step then almost inevitably violates the CFL
1To get some idea of the computational requirement of this, we recall that the velocity of a 3 dimensional Sedov

blast wave evolves as v ∼ t−3/5. Substituting this into the Courant-Friedrichs-Lewy (CFL) condition we see that the

number of time steps required to reach a given radius is proportional to that radius.
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condition and the Riemann solver fails to converge. We avoid this by making the timestep limiter

for the supernova source terms predictive, i.e. we utilise the foreknowledge of the pre-computed

SNe times to recognise when a supernova will occur before the end of the timestep given by the

CFL condition and return a timestep of either up to just before the supernova, or of the predicted

CFL timestep after the supernova has occurred, whichever is smaller.

Code tests

A set up as complex as this requires some testing to confirm that the physical processes have been

correctly implemented. As such we ran a number of simpler problems as well as the convergence

tests in Appendix B.

In order to test our hydrostatic set up we simulated the disk without supernovae for several

dynamical times. Some sub-percent evolution in the gas occurred, almost certainly due to our

evaluation of the analytic solution for the gravitational potential and density at the centres of

cells producing some discretisation error. The implementation of the cooling function was tested

largely in Creasey et al. (2011). We follow a similar approach where we made the cooling rate for

each cell an output of our code which was compared with the instantaneous rate predicted from

the temperature and density of each cell (again there were small differences due to the comparison

of an instantaneous rate with the average from an implicit scheme).

The implementation of the individual SN in our set-up is largely similar to that of the Sedov-

Taylor blast wave solution implemented in FLASH as a standard test, and compared to the sim-

ilarity solution. We calculate the location and times of SNe explosions ahead of the simulation,

and verify that the code indeed injects them correctly.

We initially also performed these calculations using the GADGET simulation code (Springel,

2005) that has been successfully applied to many cosmological simulations. Unfortunately the

adaptive time-stepping algorithm proved problematic for correctly following the blast waves, and

we noticed similar problems as recently highlighted by Durier and Dalla Vecchia (2012): particles

may be on long time-steps in the cold ISM, and largely fail to properly account for being shocked

by the blast wave from a nearby particle. Durier and Dalla Vecchia (2012) addressed this problem

with a time step propagation algorithm, however we did not have this nor the algorithm of Saitoh

and Makino (2009) available and the alternative of a global timestep would have been far too

computationally expensive due to the large dynamic range in time steps required in the evolution

of the blasts. As such we used the global adaptive time stepping algorithm of FLASH.
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3.3.2 Initial conditions

Our initial setup is a tall box poking vertically through an idealised disk profile. We choose the

long axis in the z-direction in order to capture a multiple of the gravitational scale height of the

disk. The profile is a 1-dimensional gravitationally bound isothermal one with gas surface density

Σg. As discussed in section 3.3.1 we have excluded the effects of shear (due to the Coriolis force

in the disk) and large scale motions which may drive some turbulence down to the small scales.

The gas density is

ρ(z; t = 0) =
Σg

2b
sech2

(z
b

)
, (3.16)

and the corresponding gravitational acceleration follows from Eq. (3.7),

∇Φ = 2πGΣgf
−1
g tanh

(z
b

)
. (3.17)

Setting the gas temperature to T0 (which is also the base of the imposed cooling function) and

assuming the gas to be initially in hydrostatic equilibrium, the scale height is

b =
fgkBT0

mpπGΣg
(3.18)

≈ 61

(
fg

0.1

)(
Σg

10 M� pc−2

)−1

pc , (3.19)

(3.20)

where numerically

ρ(z; t = 0) ≈ 3.4

(
Σg

10 M� pc−2

)2( fg

0.1

)−1

sech2
(z
b

)
mp cm−3 . (3.21)

The (vertical) dynamical time of the disk is

tdyn =

√
bfg

GΣg

≈ 12× 106

(
fg

0.1

)(
Σg

10 M� pc−2

)−1

yr , (3.22)

and the ratio of the dynamical time to the cooling time

ζ ≡
tdyn

tcool

≈ 1.7× 105

(
Λ

10−22 erg cm3 s−1

)(
Σg

10 M� pc−2

)
. (3.23)

The exact gravitational potential is given by

Φ(z) = 2πGbΣgf
−1
g log cosh

(z
b

)
, (3.24)
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Fiducial

Range of values explored value

Σg (M� pc−2) 2.5, 3.23, 4.17, 5.39, 6.96, 11.61

8.99, 11.61, 15, 30, 50, 150, 500

fg 0.01, 0.015, 0.022, 0.033,

0.050, 0.1, 0.2, 0.5, 1.0 0.1

Σ̇? Eq. (3.13), (B.1) Eq. (3.13)

Λ (erg cm3s−1) 1, 2, 4, 8, 16×10−22, SD 10−22

Resolution (pc) 0.78, 1.56, 3.12, 6.25 -

Table 3.1: Parameter variations in our simulation. Each simulation is initialised

with an isothermal profile with a surface density of Σg in cold gas and gas frac-

tion of fg (i.e. a total mass density of Σ = Σg/fg). Star formation proceeds

either in a pure Kennicutt-Schmidt prescription, or the dynamical time varia-

tion in Eq. (B.1). Cooling above 104 K proceeds at a rate Λ and we study the

simulations at several resolutions to test for convergence.

and the pressures and temperatures for hydrostatic equilibrium is

p = πGΣgf
−1
g bρ(z) (3.25)

≈ 3.3× 104

(
Σg

10 M� pc−2

)2

× (3.26)

(
fg

0.1

)−1

sech2
(z
b

)
K cm−3 . (3.27)

Finally, the hydrostatic temperature for all our disks is chosen to be

T0 = 104 K . (3.28)

3.3.3 Numerical parameters and boundary conditions

To produce simulations of a realistic ISM we make the following choices of parameters. In terms

of resolution we must have cell sizes fine enough to capture the cooling of supernova remnants

(Eq. 3.15) yet the simulation volume needs to be large enough to capture several scale heights

of the star forming disk. In terms of gas fractions and gas surface densities we choose values

approximating those in the solar neighbourhood and some variations. In practise we chose fiducial

values for the disk parameters (Σg = 11.61 M� pc−2, fg = 0.1) and examine this reference

model in detail. For reference, the gas surface density of the solar neighbourhood of the Milky
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Way has been estimated at Σg = 13.2 M� pc−2, with a dynamical density of Σ? = 74 M� pc−2

(Flynn et al., 2006).

In order to test the dependence of winds on the disk properties we perform a slice of the

parameter space varying Σg and fg (see Table 3.1). Not all parameter combinations are explored,

as we cut out the simulations with very small scale heights (due to resolution constraints) and large

scale heights (due to the finite box size). The dependence of the results on cooling, resolution,

box size and star formation rate can be seen in Appendix B.

All our simulations were conducted in box sizes of 200 × 200 × 1000 pc with constant

cell sizes. All cells were cubic, and in the vertical direction the number of cells for our default

resolution is 640, with corresponding cell size of 1.6 pc. We vary the numerical resolution using

160,320,640,1280 cells in z, with corresponding cell sizes ranging from 6.25 − 0.78 pc. These

simulations are denoted L2, L3, L4, L5 respectively. We also test the effect of adjusting our box

size with simulations of 2× and 4× the width (see Appendix B).

The gas surface density Σg is varied from 2.5M� pc−2 to 15M� pc−2 in 8 logarithmically

spaced steps followed by three additional steps of 30, 50 and 500 M� pc−2 . Notably some of

these are below the minimum surface density threshold for star formation of Schaye (2004) of

3 − 10 M� pc−2 (although there is evidence that star formation proceeds below this level, e.g.

Bigiel et al., 2008). The gas fraction fg was varied from 0.01-0.05 in 5 logarithmic steps followed

by additional steps of 0.1, 0.2, 0.5 and 1.0. The cooling function Λ was varied from 3.9× 10−25

to 1.6× 10−21 erg cm3 s−2, and we ran additional models with the Sutherland and Dopita (1993)

cooling function as parameterised in Eq. (3.11). Each of our experiments is evolved over 20 Myr

(typically thousands of cooling times) in order to simulate many SNe.

3.4 Results

In this section we discuss the results of the simulations described in the previous section. We begin

with a discussion of a single snapshot, allowing us to investigate the instantaneous properties of

the idealised ISM and outflow. We then move to looking at the evolution of a simulation and the

statistics we can measure before finally investigating the effects of all the parameters discussed in

the previous section.

3.4.1 Fiducial run

The impact of SNe depends strongly on whether they explode in the dense gas or in the more

rarefied HIM. The supernovae in the disk blast bubbles in the ISM and compress the warm gas
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into thin sheets. When supernovae explode in the rarefied regions, either at the edge of the disk

or inside previously evacuated bubbles, the heated gas pushes out of the central region and then

rapidly escapes from the simulation volume in a rarefaction zone above and below the disk. Such

a rarefaction zone is the ISM portion of the galactic wind (i.e. the gas whose thermal energy far

exceeds the potential barrier to escaping the disk). Some warm clouds are dragged along with this

wind. A movie of this simulation is available online along with time dependent versions of some

of the other figures 2

In Figure 3.1 we show an x − z slice of the fiducial run, at a time of 12 Myr. We can see

that the combined action of multiple SNe has disrupted the disk considerably, with the warm gas

squeezed into dense sheets and globules entrained in outflowing gas, and around half the volume

now occupied by a hot tenuous phase. The gas appears to be in well defined phases, an HIM

(greens and yellows) and a WNM (dark blue) with little gas at intermediate temperatures (see also

Fig. 3.2). Notably there is more temperature variation in the hot phase (a few orders of magnitude)

than in the WNM (which is all close to 104 K). The density plot also appears to show two distinct

phases, a high and low density medium, where the high densities show up in the temperature

plots as WNM. In the velocity plot we can see a bulk vertical outflow from the disk, with velocity

correlating with height. The pressure plot shows a dramatically lower dynamic range than either

the temperature or density plots, but has some distinctive shells due to individual SN remnants.

The impression of a volume in quasi pressure equilibrium is reinforced by the profile plot where

the temperature and density fluctuations appear to anti-correlate, resulting in comparatively small

pressure variations.

Above the plane of the disk the outflow is also very inhomogeneous, containing significant

turbulence as well as some warm clouds or globules with cometary shapes. The corresponding

locations in the density and pressure panels reveal that these clouds are also overdense and slightly

under-pressured. In velocity the clouds appear to be receding from the disk at a lower velocity

than the HIM, that is rushing past them at around 100 km s−1. The hot wind appears to be

stripping the edges of these warm clouds, as evidenced by their tails.

After only 12 Myr the original disk has undergone considerable disruption but is still observed

as a connected feature in this slice (and the majority of the mass of the simulation remains in the

central region). The disk has also been disrupted asymmetrically, with more mass pushed into

the lower half space by the stochastic locations of the SNe. The externally imposed gravity will

ultimately return this mass to the base of the potential, yet the combined action of the supernovae

has been enough to displace it.

2See http://astro.dur.ac.uk/˜rmdq85.
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Figure 3.1: Left to right, temperature, density, vertical velocity and pressure

plots through a slice of the simulation, at time 5 Myr. Temperature is coloured

between 104 − 108 K, density between 20−27 − 10−23 g cm−3, vz from −250

to 250 km s−1 and pressure from 10 − 105 K cm−3. On the far right is the

profile of density, temperature and pressure along a vertical line through the

centre of the slice. In dotted blue and red we show the hydrostatic density

and pressure profiles at t = 0. Around z = 0 we can see the disrupted disk

in the temperature and density plots, with the warm gas squeezed into sheets

and globules, and a significant fraction of the volume now consumed by a

hot (∼ 106.5 K) sparse phase. In the velocity plot we can see a bulk vertical

outflow from the disk. The outflow is inhomogeneous, entraining significant

turbulence as well as some warm gas, swept away from the disk.
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Figure 3.2: Density and temperature probability distributions for the fiducial

run (the simulation of Fig. 3.1) at 10 Myr, solid, dashed and dotted lines denote

the L4, L3, L2 resolution runs, respectively, and are almost indistinguishable

for many of the bins. Upper panels show the mass fractions in temperature and

density, lower panels show the corresponding volume fractions. We see a clear

bimodality between the WNM (at low temperature and high density) and the

HIM (at high temperature and low density). Almost all of the mass is in the

WNM phase, but a significant fraction of the volume in the HIM.

Whilst we have run these simulations at different resolutions, it is important to note that the

turbulent and chaotic nature of these simulations results in specific features such as individual

clouds being at different locations or indeed absent between the different runs. Global proper-

ties, however, such as the outflow mass and temperature will be less stochastic, and we devote

Appendix B to the convergence study of these properties. In general these simulations are numer-

ically well converged. In the following figures we also include a few convergence comparisons

where space allows.

The value of the ISM pressures in our simulations are around 103 K cm−3, comparable to the

pressure in simulations such as Joung and Mac Low (2006) and Joung et al. (2009). Estimates

of the pressure of a star forming ISM vary, Bowyer et al. (1995) find a pressure of around 2 ×

104 K cm−3 in the local bubble, although in the centre of the highly star forming region of 30

Doradus, Lopez et al. (2011) estimate a pressure of∼ 7×106 K cm−3 from IR dust measurements.

Figure 3.1 suggests that the hot and warm phases are quite distinct, and we test this by inspect-

ing the volume fractions in Fig. 3.2. The warm phase is very tightly distributed below 104K, as

we might expect since the only mechanism for cooling here is by adiabatic expansion. The lack of
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Figure 3.3: Density-temperature histogram for the fiducial model at L3 reso-

lution. Each pixel is coloured by the fraction of cells at given ρ − T . Dashed

black lines indicate lines of constant pressure, p/kB = 102, 103, 104 K cm−3

as indicated in the panel. We see the simulation volume is in approximate pres-

sure equilibrium, with a bimodality in the gas phases into an HIM and WNM

that we have segregated approximately with the dotted black line, a temper-

ature cut at 20, 000 K. Above 104K and ρ > 10−24g cm−3 the cooling time

of the gas is very short and the gas quickly cools to 104K. Some gas reaches

lower than this temperature due to adiabatic expansion.

intermediate temperatures suggests they have very short cooling times, which is consistent with

a pressure equilibrium view. The hot tail of the distribution suggests the hottest gas either mixes

with cooler gas or escapes from the simulation volume.

Figure 3.3 is the density-temperature phase diagram for the fiducial model at L3 resolution

(3 pc cells), which is broadly described by two regions. In the lower right, lying horizontally at

a nearly constant temperature of order T0 = 104 K (the base of the cooling curve) is the WNM,

which contains most of the mass. The HIM is in the upper left. On examination of time dependent

movie of this simulation we see the structure in the HIM is due to multiple supernovae, each

supernova blast forms a ‘finger’ roughly along an isobar, and as these shocked regions evolve and

expand these lines descend to lower temperatures forming the mixture in the lower right region.

As one looks to lower temperatures the fingers start to merge and become indistinct. We see that

instantaneously we have near pressure equilibrium within approximately one order of magnitude,

and that a significant fraction of the volume is in the HIM.
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The characteristic temperature of the HIM

It is interesting to consider where the characteristic temperature of the hot phase in Fig. 3.2 may

appear from. We recall that the cooling function used in these simulations was intentionally cho-

sen to be independent of temperature for T ≥ T0 = 104 K, and as such cannot by itself introduce

a characteristic temperature scale, yet in Fig. 3.2 the hot gas quite clearly has a well defined peak

temperature∼ 106 K. This is much higher than the escape temperature for the simulation volume

(∼ 105 K, derived from Eq. 3.24), and as our SNe are injected just as thermal energy, there is

no characteristic temperature for this gas. Since all of the hot gas in our simulations has been

produced by the action of SNe it is reasonable to suppose that the temperature of this phase may

be determined by the transition from the adiabatic to the momentum driven phases, as described

by Cox (1972); Chevalier (1974) and Larson (1974).

In this explanation, the supernovae would rapidly expand in the adiabatic phase until the

action of cooling relative to expansion causes the growth of the remnant to decelerate, and the

edge to form a cold dense shell. This shell still expands, but at a considerably reduced rate, driven

primarily by the momentum of the shell. We expect the adiabatic phase to remain approximately

spherical due to the short sound crossing time within the hot volume, however when the blast

enters the momentum driven phase, the cooling shell is unstable and the remnant can become

quite asymmetric. If the edge of the remnant reaches other sparse material the hot interior of

the remnant can leak out (i.e. a ‘chimney’ such as those seen in Ceverino and Klypin, 2009),

otherwise the hot material will gradually be consumed into the dense shell as it radiates away its

pressure support.

The post shock temperature, Ts, of the hot remnant at which the ‘sag’ occurs (when cooling

dominates over adiabatic expansion) was calculated in Cox (1972) as

Ts ≈ 2.0× 106
( n

1 cm−3

)4/11
(

ESN

1051 erg

)2/11

×
(

Λ

10−22erg cm3 s−1

)6/11

K . (3.29)

The obstacle which radiates away the energy of the SN is the warm disk gas of Fig. 3.1. Taking a

mean density of these from Fig. 3.2

n = 3 cm−3 , (3.30)

(ρ = 5 × 10−24 g cm−3) we expect a characteristic temperature of the remnants to be Thot ≈

3× 106 K, very close to our HIM temperature of ∼ 106 K.

Another interesting application of Eq. (3.29) is to estimate the mass heated by a single su-

pernova before it ends the adiabatic phase. By finding the amount of mass required to absorb the
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thermal energy of a supernova we derive

Mhot =
2

3

mpESN

kBTs

= 1350 M�

(
Ts

3× 106K

)−1 ESN

1051erg
, (3.31)

where we have neglected the initial thermal energy of the heated gas, the SN ejecta themselves

(see also Kahn, 1975), and assumed that none of the SN energy has yet been lost radiatively. For

comparison, in the model of Efstathiou (2000), a supernova evaporates a similar mass Mev ∼

540 M� of cold clouds. If all this hot gas were to escape from the simulation without entraining

any other material we would derive a mass loading of

β =
Mhotε100

100 M�

≈ 13ε100

( n

3 cm−3

)−4/11
(

ESN

1051 erg

)9/11

×
(

Λ

10−22erg cm3 s−1

)−6/11

(3.32)

≈ 13ε100

(
Σg

10 M� pc−2

)−8/11( fg

0.1

)4/11

×
(

ESN

1051 erg

)9/11( Λ

10−22erg cm3 s−1

)−6/11

, (3.33)

where in Eq. (3.32) we have used the warm cloud density n = 3 cm−3 from Eq. (3.30), and in

Eq. (3.33) we have used the hydrostatic mid-plane density from Eq. (3.21). The mass loading

is higher at lower surface densities (and also volume densities), at higher gas fractions, and for

gas that cools more slowly, and increases with the SN energy injected. If all the gas escapes at

T = Ts then this is an upper bound for the mass loss, since some energy will be converted to other

forms such as radiation and turbulent motion, and for this simulation we do find the measured β

is significantly below this (see section 3.5).

In this section we have described a snapshot of a simulation of a patch of the ISM with

similar parameters to that of the solar neighbourhood. We have reproduced a warm and hot phase

in approximate pressure equilibrium, with a value similar to that estimated for the local volume.

We have explored the relation between the temperature of the hot phase and related this to the

density of the warm phase via the energy of each SN and the cooling time of the gas.

3.4.2 Time dependence

We now turn our attention to the time dependence within our simulation. We have seen in Fig. 3.1

that our idealised disk is disrupted by the energy injection from supernovae, and we are interested
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Figure 3.4: Volume weighted mean temperature as a function of height and

time, for the fiducial disk parameters yet in a wider box of 800×800×1000pc.

At each height we have taken the average over a horizontal slice. Superim-

posed are red dots indicating the locations and times of the SN events. As

the simulation progresses the activity of many SNe shock heat gas and drive

a vertical wind from the disk at around 300km s−1. Dotted, dot-dashed, solid

and dashed magenta lines denote outflows of 33, 100, 300 and 1000 km s−1

respectively. Subsequent and around each supernovae can be seen a pulse (in

orange) in the temperature. After a short (t < 1 Myr) flurry of supernova ac-

tivity within the disk (z = ±53pc), the shocked regions begin to combine and

rise out of the disk and the simulation volume. Occasionally, individual super-

novae high above the disk (where the gas density is low) make a significant

individual contribution to the wind. The 1000 km s−1 line has been offset to

start at 6 Myr to be compared with the propagation of one of such temperature

pulses.

in the evolution that results from this. The injected energy can be converted into a number of

forms, heating of the warm phase, the thermal energy of the hot phase, the mechanical energy of

turbulence and the wind, the gravitational potential of the gas as it is lifted out of the disk, and

the photons lost through radiative cooling. It is worth recalling that cooling is one of two ways

in which energy can leave the simulation volume, the second being the advection of mass across

the vertical boundaries of the simulation, taking with it the thermal, mechanical and gravitational

potential energy of the gas.

Fig. 3.4 is a ‘space-time’ plot of the onset of the outflow: time is along the horizontal axis,
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and the projected mean temperature, T̄ , as a function of height is colour coded and shown on the

vertical axis, red dots correspond to the times and location of individual SN injection events. The

initially hydrostatic gas at temperature T = T0 seen at the far left of the figure is quickly replaced

by gas at a range of temperatures. The dark blue coloured band, corresponding to T̄ ≈ T0,

episodically widens as a function of time, as the disk puffs up. Gas with a mean temperature

T̄ ∼ 106 K is seen to stream out of the disk at a range of velocities. From Fig. 3.2 we recall

that there is actually very little gas by mass at 106 K: this gas is a mixture of HIM with entrained

WNM, and the mean temperature value is seen due to projection. Around each supernova a plume

of hot gas can be seen (cyan against the colder dark blue gas). At late times these plumes combine

and drive the galactic wind.

Comparing with the velocity lines we can see the evolution of the outflow velocity with time,

with many structures with velocities in the range of 30-300 km s−1. Superposed, however, are

some extremely steep (w.r.t. time, i.e. high velocity) discontinuities where much of the simulation

volume rapidly experiences an increase in temperature. These appear to propagate from individual

SNe, and race away from the disk with velocities in excess of 1000 km s−1, consistent with a

sudden pressurisation of the hot phase of the ISM3. This increased pressure causes stripping from

the warm material as shocks drive in to the warm clouds, adding to the mass of the hot phase.

To analyse our simulations we reduced our data set down to the following parameters, listed

below. These are chosen to give us a broad overview of the evolution of the star forming disk,

rather than information on the individual cells and clouds. For these parameters there is some

freedom of definition, e.g. when one attempts to measure the pressure one could take the mid-

plane pressure, the pressure within the star forming scale height b, the mean pressure within

the simulation volume, or the mean pressure within a volume adjusted by some measure of the

current disk scale height. In all cases we have attempted to choose a definition which strikes the

balance between reducing stochasticity (some candidate measures show considerably more noise

than others) and ease of physical intuition.

1. Mass ejection, Σej(t), is the amount of gas ejected from the disk per unit area. This is calcu-

lated from the mass advected through the boundary at z = ±500pc, divided by the surface

area of the simulated column. This quantity is used in the calculation of the cosmologically

important quantity β = Σ̇ej/Σ̇? where we have identified the mass ejected from the ide-

alised disk with the mass ejected from the galaxy. To achieve the nearest correspondence

we try to maximise the volume we are measuring the loss from, i.e. the entire simulation

3For reference, the temperature that correspond to a given sound speed c is T = 7.3× 107 K (c/1000 km s−1)2.



3. How supernovae power galactic winds 83

volume. The corresponding normalised quantity is the fraction of gas remaining in the disk,

fΣ ≡ 1− Σej/Σg.

2. Cold gas/Hot gas surface density is the remaining cold/hot gas surface densities in the

simulation volume, and in combination with the mass ejected, sum to the initial gas surface

density Σg.

3. Cold volume fraction, fcold, is the volume fraction of cold gas, sometimes quoted in terms

of the porosity

P = − log fcold , (3.34)

(Silk, 2001). We distinguish between cold and hot phases at a cut-off of 2T0 (i.e. twice the

lower limit of our cooling function). Though the choice of 2T0 may seem arbitrary, it is

apparent from Fig. 3.2 that the bi-modality of the warm and hot phases is quite strong, so

the dependence of our results on the choice of temperature cut-off is rather low. Since the

effectiveness of SNe in driving feedback is highly suppressed in dense (and cold) regions,

the volume filling factor largely determines the probability that an individual supernova

will explode in the hot phase. The volume we study is z ∈ [−250, 250] pc, as we are not

interested in the hot gas far from the plane of the disk (where SNe do not occur).

4. Pressure, p, is the mean pressure in the entire simulation volume. Hot material from the

disk is ejected by a mean pressure gradient to the edge of the simulation volume, however

the stochastic nature of supernova events creates a significant variation over small time

scales and large spatial scales4 and thus it is desirable to smooth the pressure estimate over

as large a volume as possible.

5. Outflow velocity, vedge, is the mean mass-weighted outflow velocity at the edge of the

simulation volume,

vedge =
1

2
(〈vz〉500pc − 〈vz〉−500pc) . (3.35)

These choices are made to allow the combination of this term with the mass ejection rate

to make one component of the energy conservation equation, the vertical kinetic energy

imparted in the wind Ėwind,z ≡ 1
2 Σ̇ejv

2
edge. This quantity fluctuates with the considerable

amount of turbulence within the simulation.

4The pressure equilibrium predicted by Spitzer (1956) holds over smaller spatial scales where the supersonic tur-

bulence decays over the sound crossing time.
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6. Half-mass height, λ1/2, is defined as the height where z ∈ [−λ1/2, λ1/2] contains half the

original gas mass of the disk,

λ1/2 = min

{
z′ :

∫ z′

−z′
〈ρ〉z dz >

1

2
Σg

}
. (3.36)

At the start of the simulation this is related to the scale height by our choice of isothermal

density profile, at λ1/2 = 1
2b log 3. Large outflows will ‘puff-up’ the disk to greater scale

heights, at late times this would become inconsistent with our star formation profile.

7. Effective cooling rate, ηeff , is the total radiative cooling rate in the simulation volume di-

vided by the mean SNe energy injection rate,

ηeff =

∫
V Λn2dV∫

areaESNε100(Σ̇?/100M�)dA
. (3.37)

Conservation of energy implies that all of the energy not released as radiation must end up

either in the wind or as gravitational potential energy. Due to the discrete nature of time

sampling with snapshots (i.e. for many of the quantities such as cooling and we have in-

stantaneous measurements of their time derivatives and not measurements of the integrated

quantities themselves) there is some error on our estimate of the integrated quantities. Most

susceptible is the estimate of the cooling rate: the tail of high-density gas seen in the den-

sity probability distribution function of Fig. 3.2, cools very rapidly, and our time sampling

means its contribution to cooling is under-estimated. We will inevitably miss some cool-

ing that would have occurred outside the simulation volume (although much of this gas is

tenuous and will have a long cooling time, little gas remains dense in the outflowing mate-

rial). Nevertheless our high snapshot frequency run gives us energy conservation to ∼ 1%

and confidence that we can accurately measure the outflowing components from the low

frequency runs (energy conservation in the simulation itself is of course much better than

this.)

In Figure 3.5 we inspect these parameters for our fiducial run. For the first 1 Myr, the most

notable feature is the rapid rate of cooling (cyan curve) as all the supernova blast waves propagate

into the disk and radiate away a significant fraction of their energy as they thermalise. The fraction

that is radiated suddenly drops corresponding to a growth in the volume of hot gas (the porosity).

The height of the disk remains approximately constant. As the simulation evolves, the remaining

gas fraction declines (black curve) as gas leaves the simulation volume (blue curve). The mass

lost from the simulation appears to be a nearly linear function of time at this stage, suggesting a

constant outflow rate, which we investigate further in section 3.5.
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Figure 3.5: Generation of an outflow in the run in Fig. 3.4 as characterised by

the evolution of normalised quantities described in (1)-(7) in the text. After a

transient initial stage of ∼ 5 Myr, gas starts to be ejected at a nearly constant

rate of ∼ 0.01 M�Myr−1 pc−2. The dark blue line is the cumulative mass

ejected per unit area, in units of 0.2M� pc−2. The porosity P = − log(fcold)

of hot gas builds very quickly, green line is 0.5 + 0.2P , implying a filling

factor of the HIM of approximately 50%. The red line is the mean pressure,

log10

(
p/103K cm−3

)
, disturbed from its initial value of 0.7 × 103 K cm−3

in the base of the disk by action of the SNe. Black line is the fraction of gas

remaining in the simulation. The magenta line is the evolution of the scale

height, Eq. (3.36), in terms of 0.1λ1/2(t)/λ1/2(0). The cyan line is ηeff , the

instantaneous cooling rate as a fraction of the mean SNe energy injection rate.

During the first ∼ 2 Myr the porosity in the simulation rapidly increases, after

which the material begins to be ejected from the simulation in a relatively linear

fashion. There are periods where the cooling rate increases dramatically by a

factor ∼ 10, which are closely related to SN energy injection events. Energy

injection has not significantly puffed up the disk.
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3.4.3 Outflow as a rarefaction zone

A characteristic feature of both simulated and observed outflows (Steidel et al., 2010) is that the

wind speed increases with height z above the disk, and it has been suggested that radiation driving

is the cause of this (Murray et al., 2005). Since radiation driving is not included in our modelling

yet the outflow does accelerate, we suggest the following physical model. The combined effects

of several supernova explosions cause the ISM pressure to increase substantially above the hy-

drostatic equilibrium value. If gravity is not dominant, this will lead to the higher pressure ISM

expanding into the lower pressure regions above the disk. In the launch region of such an out-

flow, 1D (plane-parallel) symmetry is a reasonable description of the geometry, in which case the

behaviour of the outflow is a rarefaction wave, for which the similarity solution is

v(η) =
2

γ + 1
c0 (1 + η)

ρ(η) = ρ0

(
2

γ + 1
− γ − 1

γ + 1
η

)2/(γ−1)

η ≡ z

c0t
, (3.38)

valid for

η ∈
[
−1,

2

γ − 1

]
. (3.39)

In such a flow, speed increases with height z and density decreases. This is distinct from the flow

due to a single blast wave, since in the Sedov-Taylor phase density increases with distance from

the blast, which is not the case for the disk outflow (Fig. 3.1).

In a rarefaction wave, the acceleration is due to the pressure gradient in the outflow, and results

in thermal energy being converted to kinetic energy, and the asymptotic flow speed is vmax = 3c0

for γ = 5/3. The outflowing gas above the disk is mainly warm ISM gas that is entrained by the

hot SN bubbles that power the rarefaction wave. Figure 3.6 shows the behaviour of the simulation

to be consistent with this model: velocity increases with height z, but decreases with time at a

given height in way predicted by the similarity solution. The stochastic nature of the SN events

complicates a full description of the model, and in reality the flow is built-up from a series of

rarefaction waves. Note also that this cannot be a steady state solution, as the disk will eventually

run out of gas. The spherically symmetric version of this model, involving continuous injection

of energy mimicking a stellar wind, is described by for example Castor et al. (1975a); Weaver

et al. (1977); McCray and Kafatos (1987).

3.4.4 Absorption features of galactic winds

Steidel et al. (2010) proposes that the CII absorption line data is also well fit with velocities
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Figure 3.6: Solid line shows the mean vertical velocity as a function of height

for two times in the Σg = 2.5 M� pc−2, fg = 0.01 simulation showing only
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dotted line is a linear fit (α = 2.6) to the earlier snapshot (t = 5 Myr) which
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profile is evolving in an approximately self-similar fashion with the hot mate-

rial accelerating away from the disk primarily due to its thermal energy being

converted to kinetic energy.
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Figure 3.7: Normalised column density as a function of velocity, for gas with

different different temperature (coloured lines). For low temperature absorbers

(. 106 K) we to see a single peaked profile centred around the rest frame

velocity of the disk. For higher temperatures absorbers, we see absorption at

higher velocities relative to the disk, with velocity increasing with temperature.

Only the & 107 K distribution appears to show any significant asymmetry.
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increasing with distance from the disk (in particular the lower panel of Fig. 24 of Steidel et al.,

2010). The rarefaction explanation provides a physical mechanism for those measured features.

This is without the radiation and dust driven mechanisms invoked by Murray et al. (2005); Martin

(2005); Sharma et al. (2011).

We pointed-out in Fig. 3.1 the multi-phase nature of the outflow, as well as the fact that

outflow speed depends on temperature. This is made more vivid in Fig. 3.7 in which we show

mock ‘absorption lines’ of gas selected in narrow temperature bins. These mock line profiles are

simply the fraction of gas in a given temperature range, that is moving with a given velocity, as a

function of velocity, v. For the temperatures T < 107 K, the lines have their highest optical depths

at v ∼ 0 km s−1, and shapes which vary little with temperature, T , and are almost symmetric

in velocity. The line shapes broaden as the temperature increases, and for the hottest gas at

T > 106 K the line becomes asymmetric and the absorption centre is now ∼ −100 km s−1. It

is tempting to compare these to absorption line studies in outflows such as Martin (2005) in NaI

and Weiner et al. (2009) in MgII, however more work would be required to calculate corrections

for the geometry and ionisation.

Fig. 3.1 also shows colder clouds entrained inside the much hotter flow, with cometary-

like tails where the cloud is being ablated by the hot gas rushing past. Absorption lines might

arise from mass loading this hot flow either through conductive evaporation (see for example

Boehringer and Hartquist, 1987; Gnat et al., 2010) and/or through ablation (e.g. Hartquist et al.,

1986). Fujita et al. (2009) investigated these warm clouds in axisymmetric 2-dimensional simu-

lations, where the clouds appear as Rayleigh-Taylor unstable cool shells and fragments that can

explain the high velocity Na I absorption lines. We note that the metallicity of the gas phases is

likely to be quite distinct, as the supernovae are both the origin of the heating and of the metals,

and we intend to explore this in a subsequent paper.

3.5 The dependence of outflows on disk properties

In the previous section we have discussed in detail the features of a simulation of a supernova-

driven wind using a set of fiducial parameters for the disk and supernova rate, the processes which

drive it and the statistics that can be used to examine it. In this section we explore how the outflow

properties vary and scale with the parameters. We will use such scalings in the next section to

integrate over a full galactic disk.

In Fig. 3.8 we plot a velocity slice through the simulations we have performed varying Σg

and fg. There appears to be a strong trend in wind velocity, with wind speed increasing with
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Figure 3.8: Matrix view of simulations varying gas surface density (Σg) and

gas fraction (fg), each panel showing a time averaged vertical velocity for the

upper half plane of each simulation (i.e. the disk is at the base of each panel.

Gas surface density increases from left to right, gas fraction increases from

bottom to top. There appears to be a strong trend in wind velocity towards the

lower right panels, i.e. a disk with low gas fraction but high gas surface density

tends to generate a faster wind.
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increasing gas surface density, but decreasing gas fraction. There are no simulations in the upper

left as these would have a scale height larger than half the box size, or in the lower right as these

would have a scale height less than 3 pc, comparable to the cell size and the SN injection radius.

3.5.1 Mass outflow

Inspecting the ratio of mass outflow rate to star formation rate gives us an analogous property to

that of Eq. (3.1), i.e. for a specific area on the disk

β =
Σ̇ej

Σ̇?

, (3.40)

which we use in our subsequent analysis. In theory every snapshot from our simulations contains

an estimate of this β, as the mass outflow rate at a specific height, however this is rather stochastic,

and as an alternative we calculate β as a fit to several measurements of the integrated outflow

yi =

∫ ti
0 Σ̇ejdt∫ ti
0 Σ̇?dt

, (3.41)

which are easily obtained from each simulation snapshot. We fit the data samples {(ti, yi)}ni=1

with the ramp function,

f(t) =





0, t < t0

βt, t ≥ t0 ,
(3.42)

where the parameters t0 and β are free variables. The motivation for choosing such a fit is that,

whilst the ejection rate is nearly linear in most cases, there is a time (t0) required for the system

to reach a quasi steady state. This will not be a true steady state, in that the wind will eventually

exhaust the supply of cold gas, however this occurs over a sufficiently long time-scale that the fit

is a reasonable description for our simulations.

The square error of this function can be analytically solved by finding linear regressions for

the subsets sk of {(ti, yi)}ni=1 defined by {(ti, yi)}ni=k and choosing the minimum k such that the

linear regression t-intercept < tk. If we define g(sk) as the t-intercept of the linear regression for

sk, then

t0 = min {tk : g (sk) < tk, sk ≡ {(ti, yi)}ni=k} , (3.43)

and β is the slope of this linear regression.

Plots of the gas fraction remaining in the simulation volumes can be seen in Fig. 3.5 for the

fiducial model, and for the set of simulations of varying Σg and fg in Fig. B.9 in Appendix B

where we also show the fits given by Eq. (3.42).

In Fig. 3.9 we plot the mass loading β as a function of gas surface density Σg. Each point

represents a fit of β(Σg) for the simulations varying Σg and fg. The first point to note is that our
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Figure 3.9: The mass loading β (mass ejection rate vs. rate of star forma-

tion) as a function of gas surface density Σg. Each point represents a fit

of β (section 3.5) to a star formation simulation, varying Σg and fg. Red

line denotes a power law fit with jack-knife errors, coloured symbols (red-

blue) correspond to the simulations with gas fraction fg = 0.01 - 1.0 respec-

tively. Vertical grey dashed line indicates the 3 M� pc−2 threshold for star

formation from Schaye (2004). We see a significant negative dependency of

β ∼
(
Σg/1 M� pc−2

)−1.04±0.07 on the gas surface density, which may be due

to the larger gravitational potential or the higher rate of cooling (incurred by

higher gas densities) or some combination of both. We also note that the scat-

ter seems partially a function of fg, with higher gas fractions showing larger

β’s than the lower (e.g. blue vs. green).
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Figure 3.10: Joint dependence of the mass loading β on gas surface density,

Σg, and gas fraction fg. Differently coloured curves correspond to simulations

with different values of Σg1 ≡ Σg/M� pc−2, the thick red line is our best fit

of the simulation points. We see a dependence of βΣ1.15
g on gas fraction, with

a power law dependency of 0.16 ± 0.15. Higher gas fractions for a given gas

surface density imply a shallower potential well, explaining why the outflow

efficiency increases with fg.

β values all lie below 4, and a large range has β � 1, i.e. our domain of parameter space switches

from effective feedback (more gas ejected than stars formed) to ineffective, where the amount of

gas released is much smaller than that converted into stars.

Based on jack-knife errors, our power law fit shows a significant negative dependency, β ≈

6Σ−1.04±0.07
g , implying that at high gas surface densities the feedback is less efficient. This could

be due to a number of effects. Since a higher gas surface density will correspond to a deeper po-

tential well, the escape velocity of the gas is higher. Secondly, the higher gaseous surface densities

correspond to higher gas volume densities (Eq. (3.21)), resulting in shorter cooling times.

Another notable dependency is that on the gas fraction. Some of the scatter seen in Fig.

3.9 actually depends systematically on the gas fraction, fg, with higher gas fractions showing

consistently larger β’s than the lower values. We explore this in Figure 3.10, where we have

performed a simultaneous fit of β to both the gas surface density and the gas fraction,

β = β0Σ−µg1 f
ν
g , (3.44)
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where we find the values

β0 = 13± 10 (3.45)

µ = 1.15± 0.12 (3.46)

ν = 0.16± 0.14 , (3.47)

By construction the joint fit now no longer shows a systematic dependence on either Σg or fg.

Accounting for this shows a positive dependency of f0.16±0.14
g , i.e. by holding the gas surface

density constant but increasing the gas fraction (which reduces the gravitational strength, thus

increasing the dynamical time and reducing the star formation rate) increases the mass loading.

As with the dependence on gas surface density, we are effectively seeing a sub-linear dependence

on star formation rate, as we decrease the star formation (increase the gas fraction), we see a

less than proportionate drop in the outflow rate. Again, the mechanism causing this should be a

combination of the processes for the Σg dependence, derived above.

In Fig. 3.10 there is considerable scatter, especially at high gas fraction where a number of

simulations have mass ejection rates considerably above the trend. This is most likely due to

heavy disruption of the disk out of the plane where the wind from subsequent supernovae can

eject it from the simulation volume. With such stochasticity the description of all the simulations

with a simple power law becomes inadequate.

Our measured value for the exponents µ = 1.15 and ν = 0.16 that relate mass loading to gas

surface density and gas fraction, β ∝ Σ−µg fνg , can be compared with the values from the model

described in Section 3.4.1, which predicts scalings of µ = 8/11 = 0.72 and ν = 4/11 = 0.37.

That model does not include gravity, and we suggest this is why the measured and predicted values

differ. To verify this we have performed a series of simulations with significantly higher star

formation rate, described in Appendix B. In these runs, the energy injection rate is much higher,

the volume filling factor of the hot phase much larger, and the outflow rates are correspondingly

larger as well. Consequently the effect of gravity of the disk is much reduced. Fitting β ∝ Σ−µg fνg

to these runs yields µ = 0.82 and ν = 0.48, in much better agreement with the predictions of the

simple model.

It would be interesting to extend the model to account for the gravity of the disk, along the

lines followed by Stringer et al. (2011). Assume that the β of the hot gas in Eq. (3.33) is mod-

ified by an escape fraction fesc, which is equal to the fraction of material that has a temperature

above the escape temperature of the simulation volume. Assuming the outflow has a range of tem-

peratures, characterised by a Maxwell-Boltzmann distribution, and that only gas with T > Tesc
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escapes, the fraction is

fesc =

∫

Tesc

f(T )dT (3.48)

≈ 1− 4

3
√
π

(
Tesc

Ts

)3/2

. (3.49)

We have assumed that Tesc � Ts, i.e. the low energy tail of the distribution fails to escape. The

net outflow will thus drop faster at high Σg ∝ Tesc, making the dependence of the mass-loading

on Σg stronger, which is consistent with the higher µ ≈ 1.15 we see in the lower SFR simulations.

3.5.2 Radiative efficiency and energy partition in the ISM

Whilst the mass loading of the galactic wind is one of the most cosmologically significant pa-

rameters to study, we would also like to evaluate the energy budgets and structure of the winds

in our simulations. The energy injected by the SNe is absorbed into the gravitational binding

energy, distributed into thermal and mechanical energy (both in the bulk motion of the wind and

in turbulence throughout the simulation volume) and released as radiation (via cooling).

The energy partition also enables us to evaluate a wind velocity for the galaxy, which is com-

monly used to characterise feedback models for galaxy formation (e.g. Bower et al., 2011). The

fraction of the energy that is incorporated into the wind, in combination with the mass loading,

determines the overall wind speed for a galaxy. This is an important parameter in determining

whether the wind can leave the galaxy and hence provide efficient quenching of star formation.

By examining our simulations we can determine the fractions of energy that has been con-

verted in to the different modes. In our fiducial simulation, we discover that a fraction of 87%

was radiated, 4.5% was advected out of the computational volume as thermal energy, 5% as me-

chanical energy (with over half of this in the form of turbulent energy), 1% went into heating the

simulation volume5, 1% went into turbulence in the simulation volume and a rather low 0.5%

went into puffing-up the disk. The parameters here are averaged in a similar manner to the mass

ejection rate, by taking the mean over snapshots after t0 (Eq. 3.43), i.e. in the quasi-steady regime.

Summation of these quantities allows us to estimate ηT (Eq. 3.5), the fraction of power that

is thermalised in to the outflow

ηT = ηtherm + ηmech , (3.50)

i.e. the sum of the thermal and mechanical (bulk and turbulent) contributions, (the remainder

going almost entirely in to cooling). This allows us to calculate an effective velocity veff for the

5Note that in a true steady state this fraction should be compensated by cooling.



3. How supernovae power galactic winds 95

wind,

veff =

√
2ηT
β

(
ESNε100

100M�

)
, (3.51)

where we have combined the equation for mass loading, β ≡ Ṁwind/Ṁ?, and the thermalisation

of supernova energy into the kinetic energy of the wind (ηT ), to find the specific energy in the wind

(i.e an inversion of Eq. (3.5)). Notably this will be significantly higher than the wind velocities

we see at the edge of our simulation volume because it includes the energy of the thermal and

turbulent components. At larger distances from the galaxy, however, we expect this to be a more

realistic estimate, as the thermal energy accelerates the wind and is converted in to the mechanical

energy of the bulk flow. This is a consequence of our simulations focusing on the launch region

of the galactic wind, and hence the wind has not yet reached its terminal velocity. Note that ram

pressure from infalling gas may be an important obstacle in slowing down, or even preventing the

outflowing gas from escaping (e.g. Theuns et al., 2002).

In Figure 3.11 we explore the dependence of the mass loading β, the fraction of power in the

outflow, ηT , and the effective wind velocity, veff , as a function of the total surface density of the

disk, Σ = Σg/fg. In terms of the mass loading we see a negative dependence on surface density,

for comparison we have also included the power law fit from Eqs. (3.45-3.47).

The fraction of power released in to the wind, ηT , appears to be correlated almost entirely with

gas fraction fg, at high gas fractions much of the energy of star formation is simply radiated away,

which is intuitive since the higher gas fractions will have shorter cooling times. For comparison

we also show values of ηT = 0.1 and 0.4, the former being the equivalent to the widely quoted

10% efficiency in Larson, 1974): we find star formation in disks to lie close to this value, except

at very low gas fractions.

The fall in outflow power in Fig. 3.11 at low surface densities can also be seen as a fall in

the effective wind velocity. Here we have converted our sample values of ηT = 0.1, 0.4 into

effective wind velocities using the power law fit for β in Eqs. (3.45-3.47). Each gas fraction

appears to follow a line of approximately constant ηT , although there is some suggestion of a

change in slope below Σ = 102 M� pc−2.

3.6 Conclusions

In this chapter we have constructed numerically well converged simulations of a simplified two-

phase interstellar medium model, in which an initially isothermal and hydrostatic disk gets dis-

rupted and heated by individual supernovae. By not simulating the cold phase of the ISM we
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Figure 3.11: Effective wind speed (upper panel), outflow efficiency (middle

panel) and mass loading (lower panel) as a function of total surface density

Σ = Σg/fg. Coloured lines with symbols are the simulations from figures

(3.9-3.10), with values of the gas fraction fg as indicated. Dotted lines in

the lower panel are the scalings from equations (3.45-3.47), plotted for fg =

0.01, 0.015, 0.2, 1.0 in the corresponding colours. Lines of constant efficiency,

ηT = 0.1 and 0.4 are shown in the middle panel (black dotted and dashed,

respectively). Curves for the corresponding scaling of the effective wind speed

for fg = 0.1 are shown in the upper panel. The outflow efficiency increases

with surface density, as does the effective wind speed.
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avoided the need to introduce significantly more physical ingredients which require heavy algo-

rithmic approximations and/or fragile recipes. By restricting our simulation volume to only a

small section of a disk, we achieve sub-parsec resolution, and are able to investigate the depen-

dence of the outflow on the parameters of the disk. We have self-consistently included gravity,

star formation that follows the Kennicutt-Schmidt relation, hydrodynamics and a cosmological

cooling function. On scales outside the volume, the host disk galaxy for this toy model is reduced

to the parameters of gas surface density, gas fraction and star formation efficiency normalised by

the Kennicutt-Schmidt relation.

Our simulations demonstrate the ability of supernovae to drive a galactic wind vertically from

a disk. The supernovae create a turbulent ISM with very distinct hot and warm phases, due to the

strong transition of the cooling function at 104 K. These phases exist in approximate pressure

equilibrium, with the warm material squeezed in to dense lumps, and the excess thermal energy of

the hot material causing it to accelerate away from the disk. In section 3.4.3 we describe this as a

rarefaction-like process, with the hot ISM escaping to an IGM which is comparatively sparse and

pressure-free. Such a model naturally leads an outflow with speed increasing with height above

the disk but density decreasing.

The hot outflow entrains colder ISM gas from the disk, that may have relatively high metallic-

ity. The hot gas rushes past these clouds producing characteristic tails. Such interfaces may be the

cites where lower ionisation lines are produced. In section 3.4.4 we explore this further by calcu-

lating the normalised cross section of different temperature phases in our simulations, where we

see the velocity distribution of the cooler gas is significantly beneath that of the escaping material.

As the precise features of our simulations vary greatly due to turbulence and the stochastic

nature of supernovae, we examine several global properties which are less sensitive, such as

the disk pressure, cooling rate as a fraction of the mean energy injection rate, disk scale height

and mass ejection. These reveal a disk that rapidly evolves to higher porosity before reaching

a state with an approximately constant mass ejection rate. This evolution of porosity is broadly

reminiscent of the model by Silk (2001).

We perform a range of simulations to investigate the dependence of the mass loading on

gas surface density, gas fraction, and star formation efficiency, and fit the resulting trends with

power laws. Our mass loadings lie in the range 0-4, suggesting a switch from a low to a high

feedback regime. We find little dependence on the normalisation of the star formation relation but

a significant dependence on the gas fraction and surface density. The latter two can be combined

to explain the bulk of the trends as depending on the total surface density of the disk. At high

surface densities we find low mass loading and a high effective wind speed. At low surface
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densities the reverse is true, and there is an additional contribution due to an increase of the

fraction of energy radiated by cooling gas. In Section 3.4.1 we present a simple model where SNe

blasts stall as they run into clouds swept-up by previous explosions that are so dense that they

cool very efficiently predicts that mass loading depends on gas surface density and gas fraction as

β = Σ̇wind/Σ̇? ∝ Σ
−8/11
g f

4/11
g . These scalings are very close to those we find from simulations

with high star formation rate, β ∝ Σ−0.82
g f0.48

g and weaker (in terms of surface density) than that

for the pure Kennicutt relation, β ∝ Σ−1.15
g f0.16

g . Our prediction for the mass loading in the solar

neighbourhood is that each supernova results in an ejection of around 50 M� of gas, or a β ∼ 0.5,

slightly above 0.3, our average for the MW as a whole.

The relationship between the wind velocity and thermalisation efficiency exhibits a more com-

plex relationship to the disk properties than that of the mass loading. The thermalisation efficiency

appears to show a dependency on both the surface density and the gas fraction, and correspond-

ingly the wind velocity does not show a straightforward power law implied from a constant ef-

ficiency model. For high surface densities and low gas fractions, an approximate 40% of the

injected energy is converted into the outflow’s thermal, turbulent and kinetic energy components.



Chapter 4
Galactic winds

4.1 Introduction

In this chapter we apply our results from the previous chapter to the mass outflow from disk

galaxies of different masses. In the previous chapter we studied a model of the evolution of a

patch of a galactic disk, with various combinations of gas surface density and gas fraction. In

this chapter we extend these models to entire galaxies by applying some of the theoretical and

observational understanding of the statistics of galactic disks.

We begin with a discussion of an exponential surface density profile for galactic disks and

their use in the successful Mo et al. (1998) formalism. We discuss the use of this in combination

with our fits for outflow efficiency as a function of surface density from Chapter 3 to deduce an

overall feedback efficiency. In order to address some of the limitations of this model, we also

construct a model constrained by observations, centred around the Tully-Fisher relation (Tully

and Fisher, 1977). We discuss the discrepancies between these two models before comparing

them to phenomenological/semi-analytic models such as GALFORM, both in terms of the stellar

mass function, and the constraints deduced from the MW.

4.2 Impact of outflows on galaxy evolution

4.2.1 Dependence on circular velocity from theoretical arguments

In this section we take our measured dependencies of the mass loading parameter (which are

derived for a patch of the ISM) and apply them to an entire disk galaxy by integrating over the

surface of the disk. This will allow us to compare with feedback schemes considered in Cole

et al. (2000); Bower et al. (2006) etc., which introduce a relation between circular velocity, mass

loading, and effective wind speed.

Our first step is to assume a model for a disk galaxy inside a dark matter halo where we follow

Mo et al. (1998). The circular velocity of a spherical isothermal dark halo of mass M200 is given

99
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by

V 3
200 = 10GM200H(z) , (4.1)

(Mo et al., 1998) where H(z) is the Hubble parameter as a function of redshift, z. Since the bary-

onic component can release energy via cooling, it can collapse further to become a rotationally

supported disk. Observed bulge-less disks have a near exponential profile in luminous mass of

the form

Σ(r) = Σ0 exp (−r/Rd) , (4.2)

with normalisation Σ0 and scale length Rd. The mass of the disk is thus given by

Md =

∫ ∞

0
2πΣ(r)rdr = 2πΣ0R

2
d . (4.3)

The scale length Rd is controlled by the specific angular momentum of the material forming

the disk (e.g. Fall and Efstathiou, 1980). An exponential disk with constant rotation velocity Vd

has angular momentum

Jd = 4πΣ0VdR
3
d , (4.4)

and if we parameterise in terms of the disk mass as a fraction of the halo mass, md ≡Md/M200,

the circular velocity of the disk as a fraction of the halo’s, vd ≡ Vd/V200, and the angular momen-

tum as a fraction of the halo jd ≡ Jd/J200 then we can infer the surface density normalisation to

be

Σ0 =
2

π

M3
dV

2
d

J2
d

=
10H(z)

πG
λ−2

(
jd
md

)−2

mdv
2
dV200 , (4.5)

where the combination jd/md is the specific angular momentum fraction of the disk and λ is the

spin parameter of the isothermal halo in Eq. (4.1). Notably if we set vd = 1 we recover the Mo

et al. (1998) surface density equation, yet for real disks vd > 1 as the contribution of baryons to

the rotation velocities is not insignificant.

We can now compute a mean mass loading β̂ for such a galaxy, by evaluating

β̂ ≡ Ṁwind

Ṁ?

=

∫
2πβΣ̇?rdr∫
2πΣ̇?rdr

, (4.6)

where we will assume the surface density in star formation, Σ̇?, follows the Kennicutt-Schmidt

relation (Schmidt, 1959; Kennicutt, 1989),

Σ̇? = AΣn
g . (4.7)



4. Galactic winds 101

0 2 4 6 8 10

r/Rd

0.0

0.5

1.0

1.5

2.0

d
f
w
/
d

(r
/
R

d
)

Figure 4.1: Fraction of the wind launched at each radii in the disk (Eq. 4.9),

for a Kennicutt-Schmidt relation Σ̇? ∝ Σn
g , with n = 1.4, and assuming

mass loading scales with gas surface density as β ∝ Σ−µg , with µ = 1.15

(Eq. 3.46). Dotted line indicates the characteristic wind radius Rw/Rd for the

galaxy, where the the local mass loading equals the net mass loading for the

galaxy as a whole, β̂ = Ṁwind/Ṁ?. The dashed and dot-dashed indicate the

fractions of wind launched for µ = 1.1 and µ = 1.2.

Taking the dependence of mass loading on surface density found from our fits to the simula-

tions, Eq. (3.44), then Eq. (4.6) can be integrated analytically. We re-write Eq. (3.44) in terms of

the total surface density, Σ, and the gas fraction, fg, and obtain

β(Σ, fg) = β0

(
Σ

1 M� pc−2

)−µ
fν−µg , (4.8)

giving a dependence on the gas fraction, ∝ f−0.99
g , using µ = 1.15 and ν = 0.16 from Chapter 3.

The fraction of the wind launched as a function of radius is given by,

dfw

d(r/Rd)
=

2πRdβ(r)Σ̇?(r)

Ṁwind

= (n− µ)2

(
r

Rd

)
exp [−(n− µ)r/Rd] , (4.9)

which gives the differential rate of production of the star-formation driven wind, normalised by

the total wind. This function is plotted in Fig. 4.1. At large radii the star formation is most

effective at driving a wind, but the net contribution to the galaxy outflow is limited by the low

rate of star formation there. Conversely at small radii the wind is limited by the small area of the

disk, and so it is at intermediate radii where the local mass loading equals that of the galaxy as a

whole.
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We can characterise this further by defining a wind radius Rw by

β̂ = β (Σ(Rw), fg) , (4.10)

that is, Rw is that radius in the galaxy where the local mass loading, β = Σ̇ej/Σ̇?, equals the total

mass loading of the entire galaxy, β̂ = Ṁwind/Ṁ?. The wind radius for the galaxy is then given

by,

Rw =
2

µ
ln

(
n

n− µ

)
Rd (4.11)

≈ 3.0Rd , (4.12)

where we have substituted in n = 1.4 for the exponent in the KS relation, and used the value for µ

from Eq. (3.46). Notably this is quite a strong function of µ, as indicated by the additional lines in

the figure for µ = 1.1 and µ = 1.2. For the Milky Way, a disk scale length of Rd = 2.5 kpc gives

a wind radius of Rw = 7.5 kpc, inside the solar radius but outside the galactic bulge. We have

neglected the fact that there will not be any star formation far out in the disk if the gas surface

density drops too low, as well as the presence of a bulge, where there may be little gas and hence

also little star formation. This will lead us to overestimate the wind in the tails of Fig. 4.1.

To parameterise feedback in terms of the circular velocity, V200, we apply Eq. (4.5) and use

our fiducial values of β0, µ, ν and fg, to find

β̂ = β0

(
n

n− µ

)2( Σ0

1 M� pc−2

)−µ
fν−µg (4.13)

≈ 10

(
β0

13

)(
fg

0.2

)ν−µ( jd
mdvd

)2µ

×
[(

λ

0.05

)−2( V200

155 km s−1

)( md

0.03

) H(z)

H0

]−µ
, (4.14)

where we also assumed H0 = 71 km s−1 Mpc−1 (Freedman et al., 2001).

To convert to disk properties we can eliminate the spin parameter with

Rd =
λV200√
200H(z)

(
jd

mdvd

)
. (4.15)

Setting jd/md and vd as unity, however, yields a MW with a rather low circular velocity (155 km

s−1) and scale length considerably higher than estimated for the MW disk.

The formation of the baryonic disk can increase the rotation velocities from V200 both directly

and indirectly. The baryons make their own contribution to the gravitational potential, and can

also induce changes in the profile of the dark matter, for example due to adiabatic contraction

(e.g. Mo et al., 2010). Even without baryons, there will be some adjustment to vd due to the
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non-isothermal nature of halos (Navarro et al., 1997), i.e. a dependence on the concentration

parameter. Here we will take vd = 1.29 to give a circular speed of Vd = vdV200 = 200 km s−1,

similar to the value of the MW (Dehnen and Binney, 1998; Flynn et al., 2006, but see also Reid

et al., 2009 that has the speed closer to 250 km s−1).

Having set the circular speed, the disk scale length is implied by the specific angular momen-

tum fraction in Eq. (4.15). For the 2.5 kpc disk of Flynn et al. (2006) we set jd/md = 0.42,

i.e. the disk is preferentially formed of the low angular momentum baryons. A possible reason

for the lower specific angular momentum is the delayed collapse of baryons in the disk due to

photo-heating (since disks grow in an inside-out manner, with the low angular momentum mate-

rial accreted first), Navarro and Steinmetz (1997).

Finally we should mention that the spin parameter of the MW may differ from 0.05, and

indeed recent simulations that remove transient objects from halos have suggested halos have a

smaller λ (e.g. Bett et al., 2007), however we have made no account for this as it is outside the

scope of this model.

This tweaking of parameters (vd = 1.29, jd/md = 0.42) is a feature of the Mo et al. (1998)

model. With these new parameters, the MW disk has a more realistic higher surface density, and

Eq. (4.14) becomes

β̂ ≈ 0.31

(
β0

13

)(
fg

0.2

)ν−µ
×

[(
Vd

200 km s−1

)3( Rd

2.5 kpc

)−2 ( md

0.03

) H0

H(z)

]−µ
. (4.16)

The normalisation and scaling with Vd we find are somewhat below our expectations for

supernova feedback. For a Milky-Way like halo, the star formation would remove less than one

solar mass of gas for every solar mass of stars formed (β̂ ∼ 0.31). Nevertheless, halos with

smaller circular velocities with the same disk radius and disk mass fraction show increasingly

effective feedback, β̂ ∝ V −3.4
d , a similar scaling to energy conserving winds (e.g. Stringer et al.,

2011). Note that the power-law dependence on Vd is somewhat stronger than the value of -1 found

by Hopkins et al. (2012a). Those authors also found an exponent of −0.5 for the dependence

of mass loading on surface density, which is weaker than our exponent in Eq. (4.16) of β̂ ∝

Σ−1.15. Whilst the agreement between these simulations is not particularly good, this is perhaps

not surprising given that they are performed with some different physics, at different resolutions

and using different hydrodynamical schemes.

Despite the appeal of the above framework in supplying us with predictions for the mass

loading in terms of redshift and the disk properties, there is a caveat here in our adjustment of
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jd/md and vd to match the observed MW. Although we can derive this from observations for the

MW, and the mechanism for this appears to be understood, it would be erroneous to suggest we

have a consistent model for this, and current numerical simulations such as those of Scannapieco

et al. (2011) have yet to converge on the properties of a disk for a single halo. Most concerning is

that these quantities almost certainly have some implicit dependence on halo mass and thus there

should be a corresponding adjustment to the scaling relation in Eq. (4.16).

4.2.2 Dependence from observed data

Given the approximate ingredients required to construct the formalism of the previous section, it is

interesting to ask whether we can parameterise our fit to the mass-loading, Eq. (4.13), with purely

observational estimates, i.e. to compute the disk surface density from observed disk properties,

side-stepping the models of Mo et al. (1998).

One particularly attractive method is to invert Eq. (4.3) to write the surface density in terms

of the disk radius Rd and mass Md, where the latter can be estimated from the circular velocity

of the disk with the Tully-Fisher relation (Tully and Fisher, 1977). A recent calibration of the

baryonic Tully-Fisher relations gives Md = 8 × 1010 M�(Vmax/200 km s−1)4 (Trachternach

et al., 2009), application of which gives

β̂TF = 0.31

(
β0

13

)(
fg

0.2

)ν−µ
×

[(
Vd

200 km s−1

)4( Rd

2.5 kpc

)−2
]−µ

, (4.17)

which is very close to the relation in Eq. (4.16), including normalisation and the Rd scaling. The

difference is in the exponent of Vd, and the dependence of Eq. (4.16) on md, which implicitly

depends upon Vd as well.

In principle it is possible to calculate the mass fraction in the disk from the stellar mass to halo

mass function using an abundance matching approach, which would relate md to V200. A single

power law, md ∝ M ∝ V 3
200 is a good fit, although from Eq. (3.4) we see there is a dependence

on the faint end slope of the stellar mass function (and at higher masses a broken power law may

be more appropriate, e.g. Yang et al., 2003; Moster et al., 2010; Guo et al., 2010). Substituting

this relation for md in Eq. (4.17) then yields β̂ ∝ V −6.9
200 R2.3

d versus β̂TF ∝ V −4.6
d R2.3

d from

Eq. (4.17) (taking µ = 1.15 for both). Finally we can try to eliminate the dependence on Rd,

assuming Rd ∝ M0.15
d , as inferred by Shen et al. (2003). This yields a scaling of β̂ ∝ V −4.8

d

versus β̂TF ∝ V −2.5
d . The difference between these scalings is due to the discrepancies between

the modelled and observed slope for the Tully-Fisher relation and the uncertainty in modelling
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the disk mass fraction.

Although both our scalings are strongly dependent on Vd, our β values were all in the range

0.01 − 4, so the change in feedback acts more like a switch. At low disk circular velocities

Vd
<∼ 140 km s−1 the feedback is high (1 < β < 4) and at the higher disk velocities the feedback

shuts off, all over a relatively small range in Vd.

To summarise, we have developed two approaches to analyse the mass loading for a galaxy

based upon our estimates for the mass loading in our ISM patches. In Section 4.2.1 we take an

analytic approximation to the properties of disk in their host halos which allows us to trace the

feedback with redshift. This does, however, require us to make assumptions about the scaling of

the gravitational contribution of the baryonic disks and the preferential accretion of low angular

momentum baryons, neither of which are fully understood. Section 4.2.2 has bypassed these

model concerns by parameterising the galaxies using the observed disk mass-velocity relation to

directly apply the mass loadings. One price for this is the loss of the dependence on redshift and

the cosmological parameters.

Although these two approaches lead to different scalings, they do give a consistent normali-

sation for the feedback in the MW at redshift zero. In principle, one way to test this formalism is

to apply it in phenomenological models such as GALFORM, where such parameters as jd, vd and

md are followed. We discuss this comparison further in the next section.

4.2.3 Comparison to cosmological models

We are now in a position to compare the outflow rate we measured in our high resolution simu-

lations with values assumed in semi-analytic models such as GALFORM (Cole et al., 2000). The

feedback prescription for the original GALFORM was

β =

(
Vd

Vhot

)−αhot

, (4.18)

with values in the reference model of Vhot = 200 km s−1 and αhot = 2.0. These models give

a slope to the faint end of the galaxy luminosity function, α ≈ −1.5. More recent models such

as Bower et al. (2006) have used αhot = 3.2 for a good match to the bJ and K-band galaxy

luminosity functions. These can be compared with our exponents from the previous paragraph,

αhot = 4.8 and αhot,TF = 2.5, which bracket the value used by Bower et al. (2006). For the

normalisation, Cole et al. (2000) parameters yield β200 = 1.0 (β for a disk of Vd = 200 km s−1),

whilst the Bower et al. (2006) parameters give β200 ≈ 17 (although this drops to 12 using updated

cosmological parameters, see Bower et al., 2011) as compared with our value of β̂200 = 0.31. The

net mass loading for MW like galaxies obtained from our simulations is less than that assumed by
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(Cole et al., 2000) by about a factor 2, and considerably less than assumed by Bower et al. (2006).

It is also interesting to consider whether the values of β should rise in starburst galaxies, where

the star formation rate may be significantly above the normalisation of the Kennicutt-Schmidt

relation. Although our higher star formation rate simulations (discussed in Appendix B) did show

higher values of β, this is only by a factor of 2, with β still falling at high gas surface densities.

This suggests that the mechanism for galaxies to stay at high mass loadings is to remain in a state

with relatively low surface densities (e.g. Read et al., 2006).

An alternative formulation of feedback in semi-analytics, suggested by Bower et al. (2011),

is to attempt to match only the observable portion of the stellar mass function rather than trying

to match a slope that goes to arbitrarily faint galaxies. For example, a model with a constant wind

speed (from the disk) ultimately produces a faint end slope that is identical to that of the halo mass

function. In an intermediate mass range, however, the effects of the gravitational potential causes

material to be recycled back into the galaxy, producing a characteristic flat portion to the galaxy

stellar mass function. By tuning the value of the wind speed, a nearly flat stellar mass function can

be achieved over a restricted range. Although this mechanism cannot be extended to arbitrarily

faint galaxies (which may be suppressed by other mechanisms, for example by re-ionization), it

does provide a good fit to the observations with a constant β ≈ 8 over this portion of the mass

function.

In contrast to some of the predictions of semi-analytic models are the smaller estimates for the

normalisation for mass loading found by hydrodynamic simulations. Oppenheimer et al. (2010)

use a β = 2 and a vwind = 680 km s−1 to recreate the z = 0 mass function. These simulations are

at low resolution with the wind particles partially decoupled from the surrounding gas, making

them more comparable to semi-analytic models. Fully hydrodynamical simulations where the

wind is coupled to the surrounding ISM are much harder to interpret. Resolution of these issues is

beyond the scope of this thesis, but better understanding of the differences between semi-analytic

models and hydro simulations is clearly required.

In terms of the observed MW, Wakker et al. (2008) estimates the mass accretion rate to be

0.4 M� yr−1 from infalling high velocity clouds. If this is combined in a steady state model

of a MW with star formation rate of 1 M� yr−1 (e.g. Chomiuk and Povich, 2011) suggests a

β200 ≈ 0.6, so there is some tension between the observed star formation of the MW and the

semi-analytic models that would reduce its baryon fraction, and our simulations lie nearer the

observed estimates.

One option is that the semi-analytic models consistently over-estimate the β200 required. In

particular, there are significant degeneracies between β200 and the exponent. Moreover, many
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models assume that the wind scaling has a fixed energy efficiency (ηT ) and do not correctly

account for the recapture of gas ejected from low mass galaxies (see Bower et al., 2011 for further

discussion). It is entirely plausible that a careful search of parameter space may reveal strongly

mass dependent solutions much closer to those found here.

On the hydrodynamical side, there are a number of physical processes that we neglected that

may nevertheless be important. In terms of the gas phases we have included, the inhomogeneous

metallicity will make an adjustment to the cooling, and larger scale effects such as a full 3-

dimensional galactic potential along with shear and features such as bars and spiral arms will

also play a role in shaping the ISM. However, it is not apparent why either of these effects will

change the overall mass leaving the disk. In terms of the stellar populations we could explore

the star formation distribution in terms of the correlation with molecular clouds and also the

clustering of stars, which may allow the explosions to strip more material, but this is unlikely

because SNe are delayed sufficiently to diffuse out of their parent clouds. The large scale radiation

field may provide an additional mechanism to accelerate the wind (Murray et al., 2005; Hopkins

et al., 2012a), however in our simulations the rarefaction from the disk already provides sufficient

velocities to escape the halo.

Potentially the largest discrepancy we have identified is the inconsistency of the distribution

of SNe with the gas evolution, i.e. matching the scale height of star formation with the new scale

height of the disk. It may even be possible to make the simulations completely self consistent by

matching the star formation rate to the turbulent structure of the ISM, in a manner such as that

envisaged by Krumholz and McKee (2005).

Future simulations could also include the cold phase of the ISM by including radiative cooling

below 104 K. On its own this would tend to reduce β, since a cold phase removes material from

the warm phase it would not directly increase the mass loading, however the physics of this brings

in other processes such as self gravity, magnetic fields, and cosmic rays (which may be dominant

at these scales). Magnetic fields in particular seem a candidate for entraining more material into

the wind, although simulations such as Hill et al. (2012) do not find it to play a significant role.

Overall, whilst we will include the above physical processes in future work, we suspect that

these processes will not radically alter the mass-loading or significantly change the scalings we

have found.
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4.3 Conclusions

In this chapter we have employed the scaling relation obtained from the simulations in Chapter 3

to calculate the net mass loading, β̂ = Ṁwind/Ṁ?, of an exponential disk galaxy with constant

gas fraction. Using the Mo et al. (1998) scaling relation between disk and halo, we obtain a

scaling with circular velocity of β̂ ∝ V −4.8
d , stronger than either energy or momentum-driven

winds. Using the observed Tully-Fisher relation we find a weaker dependence, β̂ ∝ V −2.5
d . This

compares well with recent semi-analytic models which assume αhot ∈ [2.0, 3.2].

The normalisation of our net mass loading at redshift z = 0 for a Milky-Way like galaxy

is significantly lower than assumed in recent phenomenological models, although these models

appear to have some degeneracy between the exponent and the normalisation, which we will

explore in future work. Notably the mass loading only increases weakly with star formation rate

but decreases strongly with surface density, so for starburst galaxies the feedback may be less

efficient. Interestingly, our estimated normalisation is comparable with inferred values of outflow

for the MW based upon the observed accretion and star formation. If indeed there is a higher

mass loading, it will require supernovae to heat a larger mass of material to a lower temperature,

or for the hot outflow to entrain a larger fraction of the warm ISM gas.

The scaling we find sets the investigation of galaxy winds on a new footing, providing a

physically motivated sub-grid description of winds that can be implemented in cosmological sim-

ulations and semi-analytic models.



Chapter 5
The Metallicity of

Galactic Winds

5.1 Introduction

Supernovae are a key ingredient in modern galaxy formation models. They are believed to eject

large fractions of the baryons from small galaxies (Rees and Ostriker, 1977; White and Rees,

1978a), control the turbulence in the interstellar medium (ISM) (McKee and Ostriker, 1977;

Elmegreen and Scalo, 2004) and be almost exclusively responsible for the nucleosynthesis of

the heavy elements observed in the sky. The challenge of hydrodynamical simulations today is to

confirm or deny whether the physics we have ascribed to these SNe correctly imply the multitude

of observed galaxy properties they are believed to be responsible for.

One of the components in galaxy formation that is gradually becoming observable is that of

the distribution of metals, i.e. those elements with atomic number greater than 2. Outside of our

galaxy, metals can be observed in stellar absorption lines (Worthey, 1994), nebular lines of other

galaxies (Tremonti et al., 2004), in galactic winds (Heckman et al., 1990, 2000; Pettini et al.,

2001) and in the intergalactic medium (IGM) (Cowie et al., 1995; Schaye et al., 2003). Whilst

we are far from having a complete inventory of the cosmic metals (e.g. Fukugita et al., 1998)

due to the selection bias of the tracers and some unobserved sinks such as coronal gas, molecular

clouds and low mass stars, we are starting to build constraints on the hydrodynamic processes

that transfer metals between the different phases (Finlator and Davé, 2008; Peeples and Shankar,

2011; Davé et al., 2012).

Metals are also interesting in their ability to enhance the cooling of gas with their additional

energy transitions, particularly in the range from 105 − 107 K. This can adjust the equilibrium

between the gas phases. The accumulation of galactic metals allows a form of ‘archeology’,

where we can infer the history of star formation activity from the metal content of a galaxy. Type

II SNe produce r-process elements, polluting the ISM of a galaxy, with some additional help

(especially for iron) from type Ia SNe and asymptotic giant branch stars (see e.g. Burbidge et al.,

109
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1957). By combining hydrodynamic models of the accretion and outflow of gas from galaxies it

should be possible to track the evolution of metals in some detail, e.g. in Pilkington et al. (2012)

where cosmological simulations had individual galaxies re-simulated (zoom simulations) to track

the metal distribution in dwarfs.

Many of the uncertainties regarding star formation and the ISM cannot be resolved in cosmo-

logical simulations, however, as the balance between the phases of the ISM and the star formation

rate are not simulated directly. It is therefore desirable to have simulations of the mixing in this

multi-phase ISM and the rate of ejection of metals. In a recent paper (Creasey et al., submitted,

hereafter CTB12) we focused on one prominent relation, that of the galaxy mass function, show-

ing how hydrodynamical simulations of SNe entraining the ISM into a wind can be used to infer

the total baryon loss and slope of the low mass end of the stellar mass function. In this chapter we

extend these simulations to follow the highly enriched SN ejecta, allowing us to track the metal

enrichment of the different phases and the subsequent loss of metals into the galactic wind.

5.2 Methodology

In this section we describe the set of simulations that we use to analyse the metal ejection from

galactic disks. As these are an extension of the simulations in CTB12 (Chapter 3) we begin with

a brief overview of that simulation set up in Section 5.2.1 before describing the addition of SN

ejecta in Section 5.2.2 and their metal composition in 5.2.3.

5.2.1 Supernovae modelling

In this work we largely follow the methodology of CTB12 unless otherwise stated. Briefly,

CTB12 constructed long boxes (200 × 200 × 1000 pc) through a column of an idealised warm

galactic disk that is initially in hydrostatic equilibrium at T = T0 ≡ 104 K. The boundary

conditions are periodic in the short horizontal directions (x, y) and outflowing in the vertical (z),

allowing material to escape from the idealised disk.

The processes included in these simulations were gravity, cooling (for T > T0) and the

injection of thermal energy from SNe (the rate of which was controlled by the Kennicutt-Schmidt

relation). The resolution was high enough to resolve the effect of individual SNe on the ISM

resulting in the launch of a wind and the development of a two phase medium of hot and warm

material. The gravitational potential is static and the gravitational mass is assumed to exceed the

gas mass by a fraction 1/fg.
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5.2.2 Supernova ejecta

The deviation from the model of CTB12 is the inclusion of SNe ejecta. In the model of CTB12

we include only the thermal energy of SNe, injected in a Gaussian profile of

∆p(x) = (γ − 1)ESN (2πrs)
−3/2 exp

(
−1

2

r2

r2
s

)
, (5.1)

which has been normalised by ESN = 1051 erg, the energy released by a single SN, where r is

the distance from the centre of the SN and rs = 2pc is the scale radius of the thermal injection,

optimised to give us good resolution (i.e. not smearing the supernova over a large volume) but

also to allow for the limitations of the hydrodynamics solver (by not placing the energy in only 1

cell). In this work we extend this to include an additional fluid, that of the ejecta, i.e. ρ = ρp+ρe,

where ρp is the pristine gas and ρe is the gas injected by SNe. Initially ρe is set to zero everywhere

and is increased by each SN by

∆ρe(x) = MSN (2πrs)
−3/2 exp

(
−1

2

r2

r2
s

)
, (5.2)

whereMSN = 10 M� is the total mass added (a progenitor stellar mass of≈ 12 M�, see Woosley

and Weaver, 1995), chosen to be representative of a Chabrier IMF where core collapse occurs for

stars in the range [6, 100] M�.

Notably this sets a specific energy for the remnant which was absent from the simulations of

CTB12. In those simulations the SNe could explode in arbitrarily sparse environments, and there

would be a (very small) tail of gas at T > 109 K. In these simulations the SNe energy inject gas

at a temperature of

Te ≡
µ∆p

kB∆ρe
(5.3)

= (γ − 1)
µESN

kBMSN

≈ 9.1× 108 K . (5.4)

5.2.3 Cooling and the metal composition of ejecta

The specific choice of 10 M� for the mass of the SN ejecta may at first appear crucial to the

subsequent metallicity evolution of the ISM, as this sets the quantity of metals that are introduced.

The hydrodynamics of our simulations, however, are only weakly dependent on this mass (the

evolution of the remnant is primarily driven by the energy of the SN), via the temperature in Eq.

(5.3), so to reduce the number of simulations we keep our ejecta mass fixed and simply assume

that the metallicity of this varies with the yield, i.e.
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Zej ≡
MZ,SN

MSN
(5.5)

= y

(
100ε100M�

MSN

)
,

where to be consistent with CTB12 we use ε100 = 1 SN per 100 M� of stars formed, and the

yield y refers to the mass of oxygen released into the ISM per 1 M� of star formation. This

analysis could be repeated for other elements. However, for other elements (particularly iron) the

departure from instantaneous recycling due to the importance of long lived stars on the returned

fraction will make the approximations progressively poorer (e.g. Schmidt, 1963 and Tinsley,

1980).

The actual value of the metal yield y ≈ 0.02, which we take as our fiducial value, but is

known only to a factor of ∼ 2 (Woosley and Weaver, 1995; Finlator and Davé, 2008, hereafter

FD08). Where possible we quote in fractions of y to reduce this degeneracy. In order to retain the

scale-free nature of the calculation this means that we must also choose a cooling function that is

independent of metallicity. To this end we use the cooling function of CTB12. Had we included

these metallicity terms the rate of cooling would be enhanced, particularly around 106 K (see

e.g. Wiersma et al., 2009a). We also note that we do not run these simulations for longer than 20

Myr, and so the unpolluted disk gas at the beginning of our simulations would already contain a

significant quantity of metals, and thus a cooling correction should also be applied to this gas.

The specific value of the solar metallicity Z� is only of interest for reference purposes in our

calculations. When it is used we take the value of Z� = 0.0165 (Asplund et al., 2005). Given

the values in the previous paragraphs this is around 8% of the ejecta metallicity (i.e. the Sun has

formed from diluted material). We are also making the assumption of well mixed ejecta, in reality

different progenitor stars will have different abundance patterns.

5.2.4 Stellar winds

We run a number of simulations that include the winds from massive stars. We consider these to

occur at the same sites as the SNe, and act uniformly over a time of 10 Myr. They can thus be

considered either to issue from the progenitor stars of the SNe or of the OB associations in which

the SNe occur.

The prescription for the stellar winds is the introduction of thermal and kinetic energy, in a

similar way to the instantaneous energy injection for the SNe. The evolution of the fluid variables
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due to these (for each SN) are

ρ̇|OB = ṀOB

(
2πr2

s

)−3/2
exp

(
−1

2

r2

r2
s

)
(5.6)

ṗ|OB = (γ − 1)ĖOB

(
2πr2

s

)−3/2
exp

(
−1

2

r2

r2
s

)
(5.7)

∂

∂t
(ρv)

∣∣∣∣
OB

=
r

rs

ṖOB

8πr3
s

exp

(
−1

2

r2

r2
s

)
, (5.8)

where we have normalised such that the rate of mass injection is ṀOB, the rate of thermal energy

injection to Ėth,OB, and the rate of (absolute) momentum injection is ṖOB. Our fiducial values

for these rates are

ṀOB = 0.1 M�Myr−1 (5.9)

ĖOB = 1050 erg Myr−1 (5.10)

ṖOB = 920 km s−1 M�Myr−1 , (5.11)

where the momentum injection corresponds to a kinetic energy injection rate of approximately

Ṗ 2
OB/2ṀOB ≈ 8.5 × 1049 erg Myr−1 (close to that of Castor et al., 1975b), though this will to

some extent depend on the local environment. Over the 10 Myr lifetime of the star we will have

released an additionalESN in thermal energy and almost the same again in mechanical energy. We

have intentionally not chosen conservative values for the energy injection rates in order to make

the effects of these winds more apparent in our simulations. The high implied wind velocity

(ṖOB/ṀOB) is partly due to this but mostly to account for the momentum injection due to the

radiation driving of the winds (see also Murray et al., 2005), i.e. the massive stars release a large

fraction of energy as radiation which couples to more than just the mass in the wind (e.g. Hopkins

et al., 2011).

5.3 Results

In this section we describe the evolution of metallicity in our simulations. We present the dis-

tribution of metallicity within the ISM in terms of the different phases and discuss the effects of

our parameter choices. We then move on to looking at the outflowing metals that escape from the

galactic disk and the dependency of this on the disk properties. Finally, we discuss the origin of

the correlation between thermalisation and metal mass loading from the disk.
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Figure 5.1: Slice through the simulation volume at 15 Myr. From left to right,

density of gas, temperature of gas and metallicity of gas. We see the disrupted

horizontal feature of the disk with cavities of hot, metal rich gas due to indi-

vidual SNe. The outflow (above and below the disk) consists of metal enriched

gas at a range of temperatures undergoing turbulent mixing.

5.3.1 The metallicity of the ISM

We begin with an illustrative slice of a simulation volume at 15 Myr for a Σg = 11.6 M� pc−2 and

gas fraction fg = 0.1 in a box of width 800pc shown in Fig. 5.1. At z = 0 we see the disrupted

disk, where the initially pristine gas has been polluted (in metallicity) by several generations of

SNe.

In a few regions individual recent SN remnants are discernable, where they stand out as no-

ticeably hot and sparse high metallicity bubbles. Above and below the disk is the hot wind of

Chapter 3, which, although quite turbulent, appears to have a higher mean metallicity than the

disk. Indeed, there appears to be a correlation between temperature and metallicity, and an anti-

correlation between density and metallicity as we discuss further in Section 5.3.3.

In Fig. 5.2 we take a closer look at the ISM by studying the phase space in metallicity vs.

density and temperature at a snapshot of the fiducial simulation at 10 Myr. We see that the

hot, sparse phase has a significantly higher metallicity than the warm dense phase. Interestingly,

however, in terms of total mass in metals, the warm phase still dominates due to its much greater

mass. Our reference value of 8% for solar metallicity as a fraction of the ejecta metallicity lies
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Figure 5.2: Density vs. metallicity and temperature vs. metallicity phase space

diagrams. Left panels show the density vs. metallicity, right panels show

the temperature vs. metallicity. Upper panels are shaded by volume in each

phase (from red, low, to green, high), whilst the lower panels are shaded by the

fraction of metals in each phase. The vertical feature at 104 K is the base of the

cooling function. Red dashed line indicates solar metallicity, where we have

assumed a yield y = 0.02 (see Eq. 5.5 for details). Most of the metals lie in

the warm, dense phase, although the hot phase has a higher average metallicity.

The semblance of a reflection symmetry between the left and right panels is

due to the (approximate) pressure equilibrium of the ISM, i.e. density is the

inverse of temperature.
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Figure 5.3: As for Fig. 5.2 but only for the material being ejected from the disk.

Upper panels are shaded by volume fraction, lower panels by metal fraction.

The fraction in the warm (104K) dense (∼ 10−23 g cm−3) phase is markedly

reduced.

at the lower range of metallicities for the hot phase and higher than the metallicities of the warm

phase. The metallicity of the warm phase is not static, however, as it is being steadily enriched

by successive generations of SN, and after several Gyr we would expect the cooler material to be

sufficiently enriched to form higher metallicity stars. Notably there is a considerable amount of

scatter in the metallicities of the hot phase. The gas below 104 K is due to adiabatic expansion,

in the turbulent ISM the compression and expansion combined with cooling in the compressed

phase allows the gas to scatter below 104 K.

In contrast, the metallicity of the unbound hot phase is in approximate equilibrium, as the

injected metals can escape from the disk. In Fig. 5.3 we restrict our attention to the outflowing

material from the disk (in the same manner as Chapter 3). We see that this is dominated by the

hot, low density, high metallicity phase, indeed there is no gas with density above 10−24 g cm−3

or relative metallicity below 10−2.5 Zej. The nature of our enrichment mechanism entails that the

outflowing gas from galactic disks will be of significantly higher metallicity than the average gas

phase metallicities of the ISM. Unfortunately, as this gas is rather hot and of low column density

it is hard to observe directly, and it may be easier to derive constraints from the X-ray coronae of
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Figure 5.4: Comparison of ISM temperature-metallicity phases for disks with

different star formation rates. Lower panel has a high star formation rate of

Σ̇? = 1.4 × 10−1 M� kpc−2 yr−1 whilst the upper panel has a lower SFR of

Σ̇? = 3.8× 10−3 M� kpc−2 yr−1.

halos (e.g. Crain et al., 2010). There is also the complication that this gas will quickly mix with

material in the circum-galactic medium to form a lower metallicity blend.

In Chapter 3 we saw how higher gas surface density disks (with higher star formation rates)

would in general have a higher temperature hot phase (and consequently lower mass loadings).

We expect this to carry through to these simulations that include the ejecta, and also that there

will be a corresponding trend in metallicity, where the outflows in simulations with higher surface

densities entrain less gas and are both hotter and more metal rich. In Fig. 5.4 we probe this by

comparing the ISM at a single time for two different surface densities. We can indeed see that

the peak of the distribution of the hot phase for the higher surface density simulation lies at a

temperature and metallicity nearly an order of magnitude higher than that for the low surface

density ISM.

We now turn our attention to the time evolution of the ISM. In Chapter 3 we saw how the



5. The Metallicity of Galactic Winds 118

0 5 10 15

t (Myrs)

0.0

0.2

0.4

0.6

0.8

1.0

N
o
rm

a
li

se
d

q
u

a
n
ti

ty
(s

ee
ca

p
ti

o
n

)

Figure 5.5: The time evolution of the metal ejection simulation shown in Fig.

5.1. Cyan line is the cooling rate of the simulation volume as a fraction of the

mean SN heating rate, black line is the fraction of gas remaining in the simula-

tion volume, green line is the porosity normalised as 0.2P+0.5. Dark blue line

is the surface density of gas ejected from the disk in units of 0.05 M� pc−2,

red line is the ejected surface density of metals divided by yield, in units of

0.03 M� pc−2.

stochastic mass ejection from the disks could be averaged over a large number of events to esti-

mate a mean outflow rate for a given idealised disk. We attempted to measure this by combining

the net mass loss from several snapshots in time and performing a linear fit with some delay time,

such that the slope of the mass loss would indicate the outflow rate. In Section 5.3.2 we will

attempt the corresponding analysis, but in terms of the metal ejection rate, and for this reason we

investigate the time evolution for a single simulation.

In Fig. 5.5 we show the evolution of disk mass, scale height, porosity, cooling rate, mass

loss and metal loss as a function of time, for the same simulation as Fig. 5.1 (the larger disk

area considered makes the statistics less stochastic). We see that after a period of ≈ 4 Myr the

porosity of the ISM has converged and the mass and metal losses are proceeding approximately

linearly. Over the simulation time the total mass of gas and the scale height of the disk have not

adjusted significantly.

In Fig. 5.6 we study the effects of including stellar winds from OB associations. The overall

effect is an increase in the outflow of ≈ 7%, approximately in proportion to their mass as a

fraction of the SN ejecta, but far less than their energy input, as the amount of energy we have

injected of the 10 Myr duration of the stellar winds is of the same order as ESN. This will in part
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Figure 5.6: Gas ejection due to stellar winds. Blue solid line indicates the

ejected surface density from a simulation with star formation rate Σ̇? = 6.7×

10−2 M� kpc−2 yr−1, with SN ejecta but no thermal or kinetic feedback from

OB associations, and dotted blue indicates SN ejecta mass released. Green

line indicates the outflow from the same simulation, but with the addition of

stellar winds (see text for description). The total mass released by these winds

is indicated in the dotted green line. The gas ejected from SNe and in winds

has coupled to a much larger mass in gas, entraining it in a wind from the disk.

The effect of stellar winds is small.

be due to our lack of resolution for this process, but our energy injection rate is rather high and

the site of the injection (exactly at the position of the SN rather than with a large dispersion) will

count against this, so we infer from this that SN are still the dominant process for gas ejection.

It is interesting to compare this to other simulations where radiation and dust driving mech-

anisms (Murray et al., 2005; Martin, 2005; Sharma et al., 2011) have been included, such as

the scheme of Hopkins et al. (2011) applied in Hopkins et al. (2012b). The latter concludes

that although radiation and winds are important for unbinding GMCs, SN are still the dominant

mechanism for driving galactic winds, which is consistent with the results in Fig. 5.6. Our sim-

ulations are less reliant on the stellar winds to destroy the dense star forming regions since our

SN distribution is pre-computed according to the Kennicutt-Schmidt relation and not tied to the

gas distribution in which they explode. If anything we see even less effect of stellar winds on the

outflow, which may be due to their use of multiple photon scatterings to drive a stronger wind.

Fig. 5.6 also provides an alternative aspect from which to imply the mass loading of the winds.

Since the gas ejection rate from SNe is related to the star formation rate via the ejecta mass and
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the proportion of SNe in the IMF, i.e. Σ̇SN/Σ̇? = (MSN/100 M�)ε−1
100 ≈ 0.1 for this model, then

the mass loading can be deduced as the product of this and the ratio of ejected surface density to

SN ejecta. This can be read from Fig. 5.6 as Σ̇w/Σ̇SN ≈ 10, implying β ≡ Σ̇w/Σ̇? ≈ 1 for this

simulation.

5.3.2 Outflow dependencies

We now turn our attention to the rate at which metals are ejected from the disk. In order to make

comparisons with cosmological properties, we define the quantity βZ as the ratio of the mass of

metals ejected to the mass of stars formed,

βZ ≡
Ṁw,Z

Ṁ?

, (5.12)

as measured from the slopes of the delayed linear fits for the time evolution (i.e. Fig. 5.5) for

each simulation.

In Fig. 5.7 we explore how the outflow depends on total surface density Σ = Σg/fg. We show

the mass ejected per unit star formation (β, see also Chapter 3), the fraction of metals ejected, and

the ratio of these two, i.e. a measure of the metallicity of the wind. The mass loading shows

the same trend as Chapter 3, with higher surface densities and higher gas fractions resulting in

lower mass ejection rates (the dependence on gas fraction inverts when parameterised on Σg and

fg rather than Σ and fg). To a large extent the disk surface density can be used as a proxy for

galaxy mass, and so we expect high mass galaxies to have more ‘mass loaded’ winds.

The same trend is significant (although less strong) for the metal ejection fraction, i.e. at

high disk surface densities and gas fractions the disks are less efficient at ejecting their metals.

It should be noted that we are only examining the disk here, and so these metals may not escape

the halo (and indeed may be recycled back in to the disk), an effect which again will be more

prominent for more massive galaxies with deeper potentials.

The ratio of these two estimates the fraction of metals ejected per unit mass ejected gives

a measure of the average metallicity of the wind. The scatter is reduced in this data, i.e. the

SN distributions that are more effective at ejecting metals are also more effective at driving the

winds. As discussed in Chapter 3 the latter effect seems a result of a greater fraction of SN

occurring near to the edge of the disk and is probably the cause of the former too, entailing the

correlation. Since the negative trend with surface density is less strong for the metal fraction, the

metallicity becomes an increasing function of surface density, i.e. although high density disks are

less effective at ejecting metals, they are even less effective at driving a wind and as a result the

metallicity of the wind is higher.
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Figure 5.7: The dependence of the mass loading (β ≡ Ṁw/Ṁ?) and the metal

mass loading (βZ ≡ Ṁw,Z/Ṁ? plotted as a fraction of the yield, y) as a func-

tion of total surface density Σ = Σg/fg (stars and gas). Coloured symbols

indicate the different gas fractions (fg), red, green and blue dashed lines show

the best power law fit to the surface density evaluated for the gas fractions

fg = 0.015, 0.05 and 0.2 (colours matched to symbol colours). There is a

large amount of scatter in the upper panels, both due to the stochasticity of the

star formation but also the residual dependence on fg. This is reduced some-

what in the lowest panel, suggesting that the stochastic locations which induce

higher mass ejections also induce higher metal ejections.
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The best fit regression for the metal ejection fraction is

βZ/y = [0.10± 0.01]

(
Σg

10 M� pc−2

)−0.67±0.14( fg

0.1

)−0.18±0.10

, (5.13)

where we give jackknife errors. We see that the metal mass loading has a negative dependence

on gas surface density and a weak dependence on gas fraction. A leading coefficient of < 0.5

indicates that the most of the metals distributed by the SNe are retained by the ISM. We find a

best fit dependence of the mass loading (β, the mass ejection per unit star formation) from the

simulations in Chapter 3 of

β ≡ Ṁw

Ṁ?

≈ [0.6± 0.5]

(
Σg

10 M� pc−2

)−1.15±0.12( fg

0.1

)0.16±0.14

, (5.14)

(the fit for the mass loading from these simulations is consistent with that from Chapter 3, but we

use the latter as it has smaller error estimates due to the lower scatter). The mass loading has a

stronger negative dependence on surface density and the dependence on gas fraction is also quite

weak. This implies that when we take the ratio of these to find the metallicity, βZ/β, this will be

an increasing function, i.e. at higher surface densities the winds become more metal rich.

It is interesting to contrast with the limits imposed by our simulation. If all the ejecta were

to escape, but entrain none of the ISM gas, we would have an ejecta metallicity of the yield

βZ/y = 1 and a mass loading of β = (MSN/100 M�)ε−1
100 = 0.1, and the ISM would remain

un-enriched as all the metals are propelled out of the simulation volume. We see, however, that in

our simulations a large amount of gas is entrained into the wind, β � 0.1, and most of the ejecta

is recaptured by the disk, βZ/y � 1. Nevertheless, the metallicity of the wind still lies between

that of the ISM and the ejecta, i.e. ZISM < Zw < Zej (see Figures 5.2 and 5.3), indeed it would

be extremely difficult to alter the order of these metallicities, a point we discuss in the following

section.

5.3.3 Hydrodynamic considerations

In an idealised gas, the diffusivity of heat and mass are almost equal to the kinematic viscosity

ν due to their molecular origins, and as such, turbulent mixing processes diffuse these quantities

at similar rates. This observation is of particular relevance for SN feedback as the SNe are the

source of both the metals and the thermal energy for feedback.

There are of course other ways to transfer thermal energy in the ISM (in particular radiation,

which we will discuss later), allowing thermal energy to ‘escape’ from the metals, but the idea of

thermal energy tracking metals and vice versa is still a useful concept.
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Figure 5.8: Left panel, the thermalisation efficiency as a function of total sur-

face density Σ. Right panel, the fraction of metals entrained in the wind, βZ/y.

Gas fractions are coloured as for Fig. 5.7.

One of the first implications of such a model is that the ISM phases may exhibit a correlation

between temperature and metallicity. As SNe inject both metals and thermal energy into the ISM,

these cascade down into the hot, warm and cold phases, with the metallicity following the specific

energy (i.e. the temperature). The cooler phases mop up less of the SNe energy and metals. A

model where this correlation were completely eliminated would require that all the SNe explode

initially, creating a homogeneous hot phase, and warm and cold phases appear only by a cooling

instability and thus retain the same metallicity as the ejecta. No accretion could be allowed either,

as this would also preferentially introduce low metallicity cooler gas.

This picture could be slightly adjusted by the stronger cooling rates in metal enriched gas (i.e.

driving high metallicity gas to lower temperatures faster), but this will be diluted by the diffusion

of metals and is unlikely to exceed the effects of accretion and SN feedback.

This preferential distribution of metals in the hot phase also appears to be found in observa-

tions, with Ferrara et al. (2005) finding that only 5%-9% of metals lie in the cool (104 K) phase

of the ISM, whereas the rest go into an unbound hot phase. We explore this correspondence in

Figures 5.8 & 5.9.

In CTB12 we constructed a model, based upon the snowplough models of Cox (1972) and

Chevalier (1974), of a shock expanding until the thermal energy losses due to cooling became

comparable to the thermal energy dilution due to shock heating. In this very simple model, a

mass Mhot of gas was heated by each SN, which escaped to form the galactic wind. Since the

blast wave contains all the energy and mass of the SN, we would expect a complete escape of this

bubble to also carry 100% of the metals. However, if we weaken this slightly by the inclusion

of radiation, then we only expect a fraction ηT of the SN energy to be thermalised into the wind,
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Figure 5.9: The thermalisation efficiency ηT and fraction of metals entrained

βZ/y. Gas fractions are coloured as for Fig. 5.7. Dotted black line indicates

where the points would lie if ηT = βZ/y, i.e. the same fraction of metals and

thermal energy escape. Dotted red line indicates the relation ηT = 0.4βZ/y,

i.e. if the fraction of energy escaping in the outflow is 40% of the fraction of

metals ejected.

and this would also correspond to a fraction βZ of the metals escaping. As such ηT = βZ/y is

ostensibly an upper limit, as the thermal energy and metals are completely mixed in the ejecta of

our SN.

We have indicated both of these scenarios in Fig. 5.9, where we see an illustrative model

with the escaping metals carrying 40% of their fraction of the SN energy (i.e. ηT = 0.4βZ/y),

representing quite a good fit to the data. In a steady-state disk model, one would expect the

metals that remain in the disk to radiate all their thermal energy, so this result suggests that, in

addition, the ejecta that escapes radiates away 60% of its energy as it mixes with the ISM gas.

log10 ηT = 0 and log10 βZ/y can both be considered upper limits, i.e. the far right and above

the top of the figure. It is interesting to compare the thermalisation efficiency to the commonly

quoted 10% of Larson (1974). Our simulations suggest that this fraction depends upon the metal

ejection and is not universal.
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5.4 Application: The Mass Metallicity relation

In this section our aim is to use the simulation results to understand the evolution of the mean gas

phase metallicity 〈Zg〉 of a galaxy, and the mass-metallicity relation of galaxies (Zg(M?)). We

construct a simple model of metallicity distributions from the gas and stellar evolution of galaxies

along with the metal ejection rates. We demonstrate that these assumptions are consistent with

the metallicity distribution of faint stars (G-Dwarfs) and that it is straightforward to match the

observed mass-metallicity relation of galaxies with reasonable values for the metal ejection rates.

We discuss the origin of the turnover in the mass metallicity relation in our model and compare to

other analytic models. Finally, we compare the metallicity ejection rates with those found in the

hydrodynamical simulations of Section 5.3.

5.4.1 Inferring ISM metallicities

The gas reservoir of a galaxy evolves with the following sources and sinks

Ṁg = Ṁa − (1− fr)Ṁ? − Ṁw , (5.15)

where Ṁa is the cold gas accretion rate, Ṁ? is the star formation rate Ṁw is the wind loss rate

and fr is the fraction of gas released back in to the ISM via short lived stars and stellar winds (we

assume instantaneous recycling1). The total metal mass of this gas reservoir, MZ, evolves as

ṀZ ≡ d

dt
[ZgMg] (5.16)

= (y + frZg)Ṁ? + ZaṀa − ZwṀw − ZgṀ? , (5.17)

where y is the yield and Za, Zw and Zg are the metallicities of the accreting, wind and ISM

gas respectively. The terms on the right then refer to metals released by short lived stars, metals

accreted from inflowing gas, metals lost in the wind and metals locked away by star formation.

Our first approximation is that Za = 0, as the metallicity of the inflowing gas is very low. We

note that this may be violated for high mass galaxies that are recycling metals through their halos

and we return to this in Section 5.4.4. We also write the outflowing metals in terms of the star

formation rate, ZwṀw ≡ βZ(t,M?)Ṁ?, transforming Eq. (5.17) to

ŻgMg + ZgṀg = [y − βZ(M?, t)− Zg(1− fr)] Ṁ? . (5.18)

1Note that in our convention M? refers to the total amount of stellar mass created, not just the fraction (1− fr)M?

that is in long-lived stars.
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If we then make the assumption that there is no extra dependence on time (or equivalently red-

shift), other than that implied in the stellar mass, i.e.

Mg(M?, t) = Mg(M?) (5.19)

Zg(M?, t) = Zg(M?) (5.20)

βZ(M?, t) = βZ(M?) (5.21)

then we can write Eq. (5.18) parameterised in terms of M? rather than time as

d

dM?
[ZgMg] = −(1− fr)Zg + y − βZ(M?) . (5.22)

In order to proceed further we need some estimate of Mg(M?), i.e. the gas mass at each

stellar mass (note we have already neglected redshift dependence, so we are assuming galaxies

just move along the redshift zero relations, parameterised only by their stellar mass). In general

this precludes growth in stellar (and gas) mass due to mergers, which would disrupt this relation.

We assume a power law of the form

Mg = Ag

(
M?

1010 M�

)αg

1010 M� , (5.23)

(we discuss the observational Mg − M? relation later in this section), where Ag and αg are

dimensionless constants. This allows us to solve Eq. (5.22) in integral form as

Zg(M?) =
1

Mg(M?)

∫ M?

0
dm (y − βZ(m))

exp

[
−
(

1− fr
1− αg

)(
M?

Mg(M?)
− m

Mg(m)

)]
. (5.24)

Special cases

Equation (5.24) has two special cases that are of particular interest when approximating the mass-

metallicity relation, that of M? � Mg and M? � Mg, corresponding to high and low stellar

mass galaxies. In the former, low gas reservoir limit, we find

Zg(M?) = lim
Mg/M?→0

1

Mg(M?)

∫ M?

0
dm (y − βZ(m))

exp

[
−
(

1− fr
1− αg

)(
M?

Mg(M?)
− m

Mg(m)

)]

= lim
Ag→0

(
M?

1010 M�

)1−αg
∫ 1

0
dx (y − βZ(M? −M?x))

exp

[
− 1

Ag

(
1− fr
1− αg

)((
M?

1010 M�

)1−αg

−
(
M? −M?x

1010 M�

)1−αg
)]

=
y − βZ(M?)

1− fr
, (5.25)
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i.e. instantaneous response of the metallicity to the star formation. The gas reservoir is so small

that it no longer has any ‘memory’ of the star formation history, and the metallicity is set purely

by the yields and the current metal ejection rate. Eq. (5.25) is also the limit when star formation is

slow, i.e. Eq. (5.18) is allowed to evolve to a point where Żg = Ṁg = 0 (which will be violated

for small galaxies since the total stellar mass is increasing fast).

In the latter case, when we are in the low stellar mass, gas dominated case M? � Mg, we

have

Zg(M?) ≈
M?

Mg
(y − βZ(M?)) , (5.26)

to first order in y− βZ(M?). Here we see the mass-metallicity relation will be strongly driven by

the evolution of gas and stellar mass. The metallicity is not set by an equilibrium, but rather by

the yield of the total mass in stars that have been formed up to that time.

It is notable that these relations do not depend directly upon the gas accretion rate Ṁa or the

mass loading of the wind, β = Ṁw/Ṁ?. The metallicities derived from Eq. (5.24) depend only

upon the difference of these quantities (the evolution of the gas mass) which is implied by the

M?-Mg relation in Eq. (5.23).

One final case that is of interest is when we assume ISM gas and metal masses have reached

an equilibrium, i.e. Eq. (5.17) with the LHS set to zero, and that the metallicity of the outflow

Zw = Zg, the mean ISM metallicity. This corresponds to a well mixed outflow, with equilibrium

metallicity of

Zg =
y

1 + β − fr
, (5.27)

as assumed in FD08 and Davé et al. (2011), with fr = 0.

Stellar mass to Gas mass

In order to apply this formalism to follow the evolution of metallicity, we require knowledge

of the stellar mass to ISM gas mass relation. Stellar masses are usually inferred from the K-

band luminosity (e.g. Bell and de Jong, 2001); however, inferring the gas mass is more subtle.

McGaugh (2005) and West et al. (2009) give stellar mass to HI (21cm) gas masses, but for high

mass galaxies there may also be a large H2 component. Leroy et al. (2008) estimate the HI+H2

mass using CO measurements (discussed in Chapter 1). For our purposes some of the HI may

not be important for the ISM, as the HI disk is considerably more extended than the stellar disk

(Walter et al., 2008). These data sets are also primarily focused on star forming galaxies, which

bias their normalisations to higher gas masses (Catinella et al., 2010).
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A more indirect method of measuring the total gas mass is via the star formation rate (inferred

from the H-α luminosity), e.g. as used by Tremonti et al., 2004. Some radial profile for the gas

surface density is assumed and then a normalisation deduced by inverting the Kennicutt-Schmidt

relation on the star formation rate.

The use of the above methods to construct a stellar mass to gas mass relation is discussed in

some detail in Peeples and Shankar (2011), where the gas mass seems to be well fit by a power

law in stellar mass. Gas mass increases with stellar mass, but in a less than proportionate way, so

the gas fraction is a decreasing function of stellar mass. Ignoring the considerable scatter, a good

fit to the relation appears to be

Mg = 1010

(
M?

1010 M�

)1/2

M� , (5.28)

from the HI and H2 data. The gas masses found from inverting the Kennicutt-Schmidt relation

would prefer a higher exponent, nearer to 0.8, probably partially due to the differing stellar and

HI sizes with luminosity.

5.4.2 Comparison with closed box models

One of the simplest ways to test the metal enrichment scenario described above is to estimate the

number of old faint stars of a given metallicity. For sufficiently faint stars, their lifetimes will

exceed the age of the universe and thus they become a tracer of the evolution of star formation.

The relative absence of low metallicity faint stars (van den Bergh, 1962 and Schmidt, 1963)

compared to a closed box model has become colloquially known as the G-Dwarf problem.

The simplest closed box model of star formation assumes that there are just 2 types of stars

with low and high masses. The high mass stars explode immediately and return the (enriched)

gas to the ISM, whilst the low mass stars lock away their progenitor ISM metallicity indefinitely

(the ISM is also assumed to be completely homogeneous in metallicity). Assuming an ISM gas

reservoir of mass Mg(t) that is converted into stars, the metallicity of this gas reservoir will be

Zg = −y lnµ , (5.29)

where µ = Mg/(M? + Mg) is the gas to total mass fraction which gradually becomes more

polluted (metal rich) as the remaining gas reservoir depletes, i.e. the gas metallicity is a mono-

tonically decreasing function of µ.

Not only this, however, but the distribution function of stars of different metallicities will be

a monotonically decreasing function of metallicity (Schmidt, 1963; Pagel and Patchett, 1975; Ed-

munds, 1990) and the cumulative distribution (defined as the somewhat awkward inverse cumu-
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lative distribution function of metallicity fraction as a function of stellar fraction, due to Schmidt,

1963) will be a convex function with a large tail of low metallicity faint stars, i.e.

S(< Z)

S(< Z1)
=

1− µZ/Z1

1

1− µ1
, (5.30)

where S(< Z) denotes the number of stars of metallicity < Z, and Z1, µ1 are the maximum

(minimum) metallicity (gas fraction) in the closed box model, related by Eq. (5.29). The obser-

vations (e.g. Bond, 1970), however, do not find these low metallicity stars and suggest that the

distribution will be largely concave2.

In order to produce a peak in the distribution function it is necessary that the accelerating

rise of metallicity of the ISM be stalled at some stage. This is usually understood to require

inflow (e.g. Edmunds, 1990), as a model with outflow, although removing metals, cannot reduce

the mean metallicity of a homogeneous ISM, which would need some low metallicity inflow to

dilute. As we have seen, however, the outflows in our simulations are of higher metallicity than

the average of the ISM. They preferentially remove high metallicity gas and so deplete the average

metallicity of the ISM.

With this in mind we applied the corresponding approximations to calculate the metallic-

ity of stars using the formalism of the previous section. In Fig. 5.10 we show the metallicity

distributions of faint stars as predicted by the closed box model, where the fraction of gas to to-

tal mass (µ1) is 0.2, and observational points found by Schmidt (1963) and Bond (1970). We

also show the result of integrating Eq. (5.22) to find the metallicity distribution of stars for a

M? = 3×1010 M� galaxy with gas evolution given by Eq. (5.28). More recent data exists which

we will discuss shortly, here we are simply contrasting the models.

The small population of stars at low metallicities is clearly missing from the data, which

was initially solved by Schmidt (1963) by introducing a time dependent initial mass function to

produce more massive stars at early times in the galaxy’s evolution. The model from Eq. (5.22)

does a very good job of keeping the number of low metallicity stars small, but seems to have a

normalisation problem against the Schmidt data. This, however, is the result of taking the fraction

of the maximum metallicity. Eq. (5.22) has a sharp cut-off at a maximum metallicity of Zg(M?)

which carries through to the cumulative distribution. A more realistic model would have the faint

stars forming with some scatter about the mean metallicity of the ISM, producing a tail at higher

metallicity which would lower the normalisation in Fig. 5.10 to closer agreement with the data,

and we have illustrated the effect of this by showing the same model with ±0.06 dex of scatter.

2If the distribution function looks even close to Gaussian then the inverse cumulative distribution will always be

concave at low fractions and convex at high ones, so they are unlikely to be described as entirely concave or convex.
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Figure 5.10: Cumulative normalised metallicity distribution of faint stars, the

horizontal axis indicating the proportion of stars below the metallicity indi-

cated on the vertical axis. Green line is the closed box model with µ1 = 0.2,

blue line is the simple metallicity evolution described in the text, blue dashed

line is the same model but assuming the faint stars form with a scatter in metal-

licity of 0.06 dex. Solid black circles are the data from Schmidt (1963) and the

empty circle is the data point from Bond (1970).

−1.0 −0.8 −0.6 −0.4 −0.2 0.0 0.2 0.4

log10 Zg/Z�

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

d
P
/
d

lo
g

1
0
Z

g
/Z
�

Figure 5.11: Probability density function of faint stars. Grey histogram is the

data from Jørgensen (2000). Solid blue line is the metallicity evolution model

described in the text, dotted blue line is the same model but with ±0.18 dex in

scatter, green line is the equivalent closed box model.
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To avoid the problems of normalisation due to a tail in high metallicity stars, a more robust

method is to calculate the PDF of stellar metallicities. In Fig. 5.11 we also compare to the data of

Jørgensen (2000) for stars in the range 0.7 < M/M� < 1.0. More extensive Hipparcos data was

analysed in Nordström et al. (2004), with very similar distribution. After the addition of 0.18 dex

scatter in metallicity the model shows a good agreement in profile to the data, but with an offset

in metallicity where the data is approximately 0.2 dex higher. One way to achieve this would be

to slightly increase the yield or the retained metal fractions by this factor. For reference we also

show the closed box model for the same galaxy, which reaches higher metallicity (since it does

not lose metals) and has the unobserved low metallicity population.

5.4.3 Predicting the Mass-Metallicity relation

In this section we apply the results from our simulations in addition to the analysis of section

5.4.1 in order to deduce the mass metallicity relation of galaxies. This allows direct comparison

between simulated metallicities and those from observations.

In this section we will use the Kewley and Ellison (2008) fits to the M?-Zg data of Tremonti

et al. (2004) and Denicoló et al. (2002),

12 + log10 (O/H)T04 = −0.759210 + 1.30177x

+0.003261x2 − 0.00364112x3 , (5.31)

12 + log10 (O/H)D02 = −8.91951 + 4.18231x

−0.323383x2 + 0.00818179x3 , (5.32)

(see also Peeples and Shankar, 2011) where x ≡ log10 M?/M� and T04 and D02 refer to

Tremonti et al. (2004) and Denicoló et al. (2002) respectively. The large variation in the val-

ues of the coefficients is a result of this definition of x (i.e. x = 10 for a 1010 M� galaxy) and the

number of significant figures is probably somewhat optimistic. In general there is a scatter in the

metallicity data of a factor ∼ 2.5 in the mass range 109 − 1011 M� (Kewley and Ellison, 2008),

where the T04 relation has a relatively steep slope compared to other fits. D02 has a mid-range

slope but is slightly low in normalisation, by a factor ∼ 1.5, in comparison to the distribution of

fits displayed in (Kewley and Ellison, 2008).

These are converted to metal mass fractions using

log10 Zg = log10 O/H + 0.9560 , (5.33)

implied by a 75% H, 25% He mix by mass.
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We now turn our attention to the M?-Zg relation predicted by our analytic model. By com-

bining the metallicity integral in Eq. (5.24) with the gas mass to stellar mass relation from Eq.

(5.28), the only remaining component is the dependency of the metals lost in the wind, βZ, upon

the stellar mass. This quantity was calculated for small patches of a disk in Section 5.3.2, and we

will explore this correspondence in Section 5.4.4. We begin, however, by exploring some simple

models for the dependence on stellar mass that illustrate how we can compare to the observed

M?-Zg relations.

We choose three power law relations for the retained metal fraction. Recall that βZ is de-

fined as the mass of metals ejected from the disk (not necessarily the halo) per unit mass of star

formation, so 1− βZ/y is the fraction of metals retained,

1−
βZ,1

y
= 0.6 , (5.34)

1−
βZ,2

y
= 0.47M−0.1

?9 , (5.35)

1−
βZ,3

y
= 0.45M−0.2

?9 , (5.36)

where M?9 ≡ M?/109 M� and we also clamp the values to be in the range [0, 1]. The first two

have been chosen to be close fits to the Tremonti et al. (2004) and Denicoló et al. (2002) relations

using the adjustments in Peeples and Shankar (2011), whilst the third has been chosen to be

indicative of the effect of changing the exponent of M? and to compare later with the simulation

data in Section 5.4.4.

In Fig. 5.12 we show the effects of these retained fractions against the observed mass metal-

licity relations. We can immediately see that we have achieved good normalisations without

invoking extreme retained fractions. The normalisation is degenerate between changing the yield,

y, and normalisation of the retained fraction, but a value of ≈ 50% for the fraction of metals

ejected is quite reasonable (and consistent with, say, the IGM calculations of Ferrara et al., 2000

or the QSO absorption studies in Meiring et al., 2012).

In addition to the normalisation, the transition from large to small (or even zero) slope also

seems to fit well. As the exponent of M? in the retained fraction falls, e.g. to the most in extreme

value in Eq. (5.36), the slope of the M?-Zg falls correspondingly at high masses. This can be

understood in terms of the special cases described in Section 5.4.1, which we discuss now.

At low stellar masses, we will be in a gas dominated phase, M? � Mg, and hence from Eq.
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Figure 5.12: Derived mass-metallicity relations for the different models of

metal outflows. Heavy black solid and dashed lines are the Tremonti et al.

(2004) and Denicoló et al. (2002) M?-Zg relations respectively. Blue, green

and red lines are the simple models found using retained metal fractions from

Equations (5.34)-(5.36) respectively.

(5.24)

Zg ≈ M?

Mg
(y − βZ(M?))

≈
(

M?

1010 M�

)1/2

(y − βZ(M?)) , (5.37)

whilst at the high stellar masses the gas reservoir is small,Mg �M?, and we have the limit given

by Eq. (5.25),

Zg ≈
y − βZ(M?)

1− fr
. (5.38)

In the former case, unless the metal outflow is large, the slope will be driven almost entirely by

the gas mass to stellar mass relation, in our case with a slope of 0.5. At high stellar masses

the metallicity simply follows the retained fraction slope which is more gentle. We note that

this gentle slope requires that the retained fraction must be a weak function of stellar mass, with

exponents of −0.1 and 0 for the relations shown. This explains the turnover in the slope of both

the observed and model mass-metallicity relations in figure 5.12, which gradually transitions as

the stellar mass exceeds the gas mass. In Tremonti et al. (2004) this turnover is argued to be

due to metal loss via galactic winds, which is less quantitative although not inconsistent with our

explanation.

The argument of FD08 is that the transition is driven by the changes in mass loading from

high (β � 1) to low (β � 1), and that the metallicity is approximately given by Eq. (5.27)
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in both cases. Their assumptions are distinct from ours, but the model has similar aspects and

hence is worth contrasting. In the FD08 model it is assumed that the galaxies are in instantaneous

equilibrium, with inflow balancing star formation and outflow, which allows the deduction of the

dilution of metals and hence the gas phase metallicity (in equilibrium). In our model we assume a

relation between the gas mass and the stellar mass and hence at all stellar masses we can calculate

the dilution. Since our galaxies are growing in gas mass whilst the FD08 gas reservoir is constant,

the metallicities will be distinct, although for the high mass galaxies the growth rates will be small

and the predictions close. Even for low mass galaxies, however, if the outflow rate (Ṁw) is an

approximately constant fraction of the inflow rate (Ṁa), then for power-law inflow rates (in M?)

the ratio of the gas mass to the stellar mass compared to the mass loading will only differ by a

factor, making the models very similar in form and normalisation.

In terms of retained fraction of metals, the FD08 model assumes a well-mixed ISM, i.e. the

wind metallicity is the same as the ISM metallicity, in contrast to our model where the wind can

preferentially carry away metals. This allows our models slightly more freedom to adjust the

slope of of the M?-Zg relation at high stellar masses, where the mass loading β � 1, i.e. Eq.

(5.27) implies the metallicities will converge to the effective yield, whereas the introduction of

βZ(M?) in Eq. (5.25) releases us from this constraint.

5.4.4 Comparison with simulations

We are now in a position to discuss perhaps the most interesting aspect of all, the use of hydrody-

namical simulations which in principle allow us to predict the retained metal fraction and compare

it to observations. We should bear in mind, however, that the observed mass-metallicity relation

suggests a rather weak dependency of retained metal fraction as a function of stellar mass with an

exponent of perhaps −0.1, i.e. 1− βZ/y ∼M−0.1
? .

The simulations performed in Section 5.3 were parameterised in terms of gas surface density

Σg and gas fraction fg, so to put these on the mass metallicity relation we must transform these

into stellar masses. We performed a similar analysis in Chapter 4 to estimate dependencies on

circular velocity from those on surface density, and our method will be analogous here. We begin

by assuming the disks to be exponential, giving a total mass of

Md = 2πΣg0R
2
df
−1
g , (5.39)

where Rd is the disk scale length. Shen et al. (2003) estimates the sizes of disks to scale weakly

as Rd ∝ M0.15
? , and so we normalise to a MW with a stellar mass of 5 × 1010 M� and scale

radius 2.5 kpc, to find the gas surface density.
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Figure 5.13: Estimates for the retained metal fraction, 1 − βZ/y as a function

of stellar mass, M?9 ≡ M?/109 M�. Blue, green and red lines are the simple

models from Figure 5.12 and Equations (5.34)-(5.36) respectively. Coloured

symbols are the estimates from the hydrodynamical simulations converted to a

stellar mass dependency using Eq. (5.39), with colours and symbols from Fig.

5.7 (low gas fraction in red, to high gas fraction in blue).

We show these dependencies in Fig. 5.13. We see that there is a large amount of scatter in the

estimates of retained metal fractions from the simulations, which is due to the stochastic nature

of the energy injection by SNe (in time and in position in the disk), and hence it is difficult to

constrain the dependence on stellar mass. At high stellar masses this is particularly noticeable,

with only the low gas fraction points exhibiting convergence to a single retained fraction. The

re-parameterisation into Md displays a strong residual correlation of the retained metal fraction

with the gas fraction fg, with more gas rich disks retaining a larger fraction of metals.

Although it is unwarranted to place a great deal of attention to the exact normalisation (due

to both the outliers and uncertainties in the yield and the Zg-M? relation etc.), it does appear

reasonable, both between the curves and the data and compared to IGM estimates (e.g. Ferrara

et al., 2000; Meiring et al., 2012). The data is also suggestive of a weak negative dependency on

stellar mass that was implied by the observed mass-metallicity relation. Indeed, the closest simple

model is the stronger dependency with stellar mass exponent of −0.2, given in Eq. (5.36) which

actually implies a slight downturn in metallicity at M? ≈ 1011 M� (see also Fig. 5.12).

If the dependency on stellar mass is indeed this strong, one process which may reduce its

effect is that of gravity. For massive halos the metals may escape the disk but not the halo, leading

to significant recycling of the metals. This could be parameterised either as a lower ‘effective’



5. The Metallicity of Galactic Winds 136

ejection fraction, or by re-introducing the metallicity Za of accreting gas in Eq. (5.17) which was

assumed to be zero in the analysis of Section 5.4.1.

One other intriguing possibility from this type of simulation is to study models of the radial

distribution of metals in galaxy disks and compare to observational constraints e.g. from Kewley

et al. (2010). This is complicated by the radial transport of metals (e.g. Werk et al., 2011) and we

leave this for future work.

5.5 Conclusions

In this chapter we have performed a series of hydrodynamical simulations that extend the work of

Chapters 3 and 4 to trace the metal enrichment of the interstellar medium. We simulate patches

of SN driven turbulence in a gravitationally bound disk, including cooling and metal enrichment

via the SN ejecta.

In Section 5.3 we investigated the metallicity of the ISM and the mixing produced by suc-

cessive generations of SNe, where we found a metallicity bi-modality between an ejecta-rich,

metal-rich hot phase, and a slowly polluted warm phase. We discuss the fundamental hydrody-

namical reasons for this in Section 5.3.3.

In Section 5.3.2 we parameterised the metal loss in the outflows as a function of gas surface

density and gas fraction. We found a weak dependence of metal mass loss on surface density,

such that the metallicity of the outflow (the ratio of the metal mass loss to the total mass loss)

has a negative dependence on surface density. This implies that higher surface density disks with

higher star formation will have more enriched outflows.

In Section 5.4 we constructed a simple model of the metallicity evolution, showing how the

dependence of galaxy gas mass and metal ejection as a function of stellar mass can be used to infer

the gas phase metallicities. We compare this to closed box models of the metallicity distribution

of faint stars and demonstrate that this model captures enough detail to prevent large populations

of low metallicity stars, without resorting to extreme yields and/or values of the metal retention

factors.

Finally, we have provided some example models of the ejected metal fraction that produce

mass-metallicity relations close to observed fits to the mass-metallicity relation, which are con-

sistent in both normalisation and turnover. We have shown that this is largely a consequence of the

transition to low gas fractions for high mass galaxies. Using the formalism developed in Chap-

ter 4 we transform the metal ejection fractions dependent on surface density into a dependence

on stellar mass, allowing comparison with our example models. Although the stochasticity due
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to SNe limits the constraining power of this data set, we find a relatively good correspondence

between metal ejection fractions from the simulations and those implied from the observed data,

without invoking any additional physical mechanisms.

Several avenues exist for future work, such as the modelling of the recycling of metals in

halos to improve the constraints at high stellar masses. It would also be very interesting to apply

this dataset to study the radial evolution of metallicity in disk galaxies.
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Chapter 6
Conclusions

6.1 Discussion

This thesis has focused on the use of hydrodynamical simulations to study the evolution of gas in

galaxies and halos in ΛCDM cosmologies. In Chapter 2 we investigated one of the most stringent

resolution constraints in cosmological simulations, that of the fast cooling of high density baryons.

We have applied our estimates to thermal feedback from AGN or supernovae blast waves, in the

presence of radiative cooling. We have seen that the energy required to drive thermal feedback at

a given mass scale, for current numerical results, is an order of magnitude higher than one would

expect just from physical considerations. For cosmological simulations (106M� gas particles)

of an nH = 1.0 cm−3 interstellar medium we calculate that temperatures in excess of 107 K are

required to effectively drive thermal feedback by avoiding spurious suppression of the feedback

by numerical overcooling.

We have found a general analytical solution for 1d piecewise linear collisional cooling func-

tions and compared it to numerical simulations of the same shock, performed with an SPH code

(GADGET) and an AMR code (FLASH). These codes smear out the shock over several particles

or cells, and such an artificial ‘pre-shock’ results in numerical overcooling which may prevent

the formation of a hot post-shock region. We have estimated a general resolution criterion to

avoid such overcooling, and applied it to the problems of virial shocks and the production of hot

gaseous halos. We have found that to avoid numerical overcooling of accretion shocks onto halos

that should develop a hot corona requires a particle or cell mass resolution of 106M�, which is

within reach of current state-of-the-art simulations.

In Chapters 3 and 4 we have constructed numerically well converged simulations of a simpli-

fied two-phase interstellar medium model, in which an initially isothermal and hydrostatic disk

gets disrupted and heated by individual supernovae. By not simulating the cold phase of the ISM

we avoided the need to introduce significantly more physical ingredients which require heavy al-

gorithmic approximations and/or fragile recipes. By restricting our simulation volume to only a

small section of a disk, we achieved sub-parsec resolution, and were able to investigate the depen-
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dence of the outflow on the parameters of the disk. We have self-consistently included gravity,

star formation that follows the Kennicutt-Schmidt relation, hydrodynamics and a cosmological

cooling function. On scales outside the volume, the host disk galaxy for this toy model is reduced

to the parameters of gas surface density, gas fraction and star formation efficiency normalised by

the Kennicutt-Schmidt relation.

Our simulations demonstrate the ability of supernovae to drive a galactic wind vertically from

a disk. The supernovae create a turbulent ISM with very distinct hot and warm phases, due to the

strong transition of the cooling function at 104 K. These phases exist in approximate pressure

equilibrium, with the warm material squeezed into dense lumps, and the excess thermal energy of

the hot material causing it to accelerate away from the disk. We describe this as a rarefaction-like

process, with the hot ISM escaping to an IGM which is comparatively sparse and pressure-free.

Such a model naturally leads to an outflow with speed increasing with height above the disk but

density decreasing.

The hot outflow entrains colder ISM gas from the disk that may have relatively high metal-

licity. The hot gas rushes past these clouds producing characteristic tails. Such interfaces may

be the sites where lower ionisation lines are produced. We explore this further by calculating the

normalised cross section of different temperature phases in our simulations, where we see that the

velocity distribution of the cooler gas is significantly beneath that of the escaping material.

As the precise features of our simulations vary greatly due to turbulence and the stochastic

nature of supernovae, we examine several global properties which are less sensitive, such as

the disk pressure, cooling rate as a fraction of the mean energy injection rate, disk scale height

and mass ejection. These reveal a disk that rapidly evolves to higher porosity before reaching

a state with an approximately constant mass ejection rate. This evolution of porosity is broadly

reminiscent of the model by Silk (2001).

We perform a range of simulations to investigate the dependence of the mass loading on

gas surface density, gas fraction, and star formation efficiency, and fit the resulting trends with

power laws. Our mass loadings lie in the range 0.01 − 4, suggesting a switch from a low to

a high feedback regime. We find little dependence on the normalisation of the star formation

relation, but a significant dependence on the gas fraction and surface density. The latter two can

be combined to explain the bulk of the trends as depending on the total surface density of the

disk. At high surface densities we find low mass loading and a high effective wind speed. At

low surface densities the reverse is true, and there is an additional contribution due to an increase

of the fraction of energy radiated by cooling gas. We present a simple model where SNe blasts

stall as they run into clouds swept up by previous explosions that are so dense that they cool very
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efficiently, which predicts that mass loading depends on gas surface density and gas fraction as

β = Σ̇wind/Σ̇? ∝ Σ
−8/11
g f

4/11
g . These scalings are very close to those we find from simulations

with high star formation rate, β ∝ Σ−0.82
g f0.48

g and weaker (in terms of surface density) than that

for the pure Kennicutt relation, β ∝ Σ−1.15
g f0.16

g . Our prediction for the mass loading in the solar

neighbourhood is that each supernova results in an ejection of around 50 M� of gas, or a β ∼ 0.5,

slightly above 0.3, our average for the MW as a whole.

The relationship between the wind velocity and thermalisation efficiency (the fraction of the

SN energy that is released into the wind) exhibits a more complex relationship to the disk prop-

erties than that of the mass loading. The thermalisation efficiency appears to show a dependency

on both the surface density and the gas fraction, and correspondingly the wind velocity does not

show a straightforward power law implied from a constant efficiency model. For high surface

densities and low gas fractions, an approximate 40% of the injected energy is converted into the

outflow’s thermal, turbulent and kinetic energy components.

We employ the scaling relation obtained from the simulations to calculate the net mass load-

ing, β̂ = Ṁwind/Ṁ?, of an exponential disk galaxy with constant gas fraction. Using the Mo

et al. (1998) scaling relation between disk and halo, we obtain a scaling with circular velocity

of β̂ ∝ V −4.8
d , stronger than either energy or momentum-driven winds. Using the observed

Tully-Fisher relation we find a weaker dependence, β̂ ∝ V −2.5
d . This compares well with recent

semi-analytic models which assume αhot ∈ [2.0, 3.2].

The normalisation of our net mass loading at redshift z = 0 for a Milky Way-like galaxy

is significantly lower than assumed in recent phenomenological models, although these models

appear to have some degeneracy between the exponent and the normalisation, which we will

exploit in future work. Notably the mass loading only increases weakly with star formation rate,

but decreases strongly with surface density, so for starburst galaxies the feedback may be less

efficient. Interestingly, our estimated normalisation is comparable with inferred values of outflow

for the MW based upon the observed accretion and star formation. If indeed there is a higher

mass loading, it will require supernovae to heat a larger mass of material to a lower temperature,

or for the hot outflow to entrain a larger fraction of the warm ISM gas. The scaling we find

sets the investigation of galaxy winds on a new footing, providing a physically motivated sub-

grid description of winds that can be implemented in cosmological simulations and semi-analytic

models.

In Chapter 5 we have performed a series of hydrodynamical simulations that extend the work

of Chapters 3 and 4 to trace the metal enrichment on the interstellar medium. We simulate patches

of SN driven turbulence in a gravitationally bound disk, including cooling and metal enrichment
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via the SN ejecta. We investigated the metallicity of the ISM and the mixing produced by suc-

cessive generations of SNe, where we found a metallicity bi-modality between an ejecta-rich,

metal-rich hot phase, and a slowly polluted warm phase. We discuss the fundamental hydrody-

namical reasons for this in Section 5.3.3.

We parameterised the metal loss in the outflows as a function of gas surface density and

gas fraction. We found a weak dependence of metal mass loss on surface density, such that the

metallicity of the outflow (the ratio of the metal mass loss to the total mass loss) has a negative

dependence on surface density. This implies that higher surface density disks with higher star

formation will have more enriched outflows.

We constructed a simple model of the metallicity evolution, showing how the dependence

of galaxy gas mass and metal ejection as a function of stellar mass can be used to infer the gas

phase metallicities. We compare this to closed box models of the metallicity distribution of faint

stars and demonstrate that this model captures enough detail to prevent large populations of low

metallicity stars, without resorting to extreme yields and/or values of the metal retention factors.

Finally, we have provided some example models of the ejected metal fraction that produce

mass-metallicity relations close to observed fits to the mass-metallicity relation, which are con-

sistent in both normalisation and turnover. We have shown that this is largely a consequence of the

transition to low gas fractions for high mass galaxies. Using the formalism developed in Chap-

ter 4 we transform the metal ejection fractions dependent on surface density into a dependence

on stellar mass, allowing comparison with our example models. Although the stochasticity due

to SNe at present limits the constraining power of this data set, we find a good correspondence

between metal ejection fractions from the simulations and those implied from the observed data,

without invoking any additional physical mechanisms.

6.2 Future Work

This thesis opens up several avenues for future research in terms of both pure numerical mod-

elling and in terms of exploring the role of astrophysical mechanisms of the ISM in cosmological

simulations.

In Chapter 2 we saw that whilst all of the issues surrounding the determination of the evolution

of cooling shocks could be rectified by increasing the resolution, the minimum thermal energy of

injected feedback required to avoid artificial cooling scales weakly with decreasing particle mass,

∝ m
2/9
SPH. Consequently, a potentially fertile region of study may be that of cooling switches,

i.e. a criterion for disabling cooling through a shock. Such a switch would allow a simulation
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to resolve temperatures much closer to the physical temperatures of radiative shocks without

requiring extreme resolutions. Unfortunately it is not a straightforward problem to have a criterion

that will consistently suppress cooling in the presence of shocks yet does not affect cooling in

regions where there are no shocks. Since we can never hope to completely remove resolution

effects it seems sensible to have a more limited aim, perhaps to capture the temperatures of shocks

up to some maximum cooling rate. As such one might wish to suppress cooling, when the cooling

time is greater than some fraction of the shock heating time.

Further work could include the effects of shock-induced non-collisional ionizational equilib-

rium (CIE) or non-thermalised gas. Since the resolution can make such a significant modification

to the thermal history of a gas, we expect a criterion due to non-CIE may be quite strict.

In Chapter 3 we constructed a model of SN driven outflows from idealised disks using a small

subset of the physics of the ISM. We are almost at the stage where these physics could be applied

to entire galaxies, and certainly it is possible to perform these simulations on dwarf galaxies at

higher redshift.

The orthogonal direction is to include additional physics such as magnetic fields, molecular

cooling, self gravity and radiative transfer. Some of these, such as molecular cooling and radiative

transfer, are likely to be extremely computationally expensive, as not only will they introduce a

high density phase, but this phase has a much stricter resolution requirement. Magnetic fields

work in the opposite direction, supporting material against collapse, and we intend to demonstrate

simulations with these in future work.

In Chapter 4 we discussed the implications of these simulations for semi-analytic models,

in terms of the mass loading of winds controlling the efficiency of galaxy formation. Clearly

there is more work to be done in understanding the evolution of the stellar mass function, both

in hydrodynamical cosmological simulations and in semi-analytic models. Using our fits as a

prescription could be performed in either type of simulation, although it would perhaps be more

straightforward in semi-analytic models where the ejection model is more explicit, and the work

of Bower et al. (2011) and Lagos et al. (2012) already seem to have experiments advancing in this

direction.

In Chapter 5 we saw how these models could be used to trace the metals in the ISM and

predict observables, such as the mass metallicity relation and the distribution of metallicities

of faint stars. Whilst these are the lowest hanging fruit in terms of observables, these models

could also be used to predict other metallicity gradients, such as the vertical and radial metallicity

gradients in the Milky Way. It would also be possible to trace the outflows from different SNe, in

particular distinguishing type Ia and II, which may tell us a great deal about the O/Fe distribution
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and evolution.



Appendix A
Radiative shocks with

piecewise linear cooling

functions

A.1 Similarity solution for a 1d radiatively cooling shock

We start with an ideal gas with adiabatic index γ

p = (γ − 1)ρu , (A.1)

and a collisional radiative cooling function

du|Λ = −ρf(u)dt . (A.2)

These combine to give an evolution of

du = (γ − 1)
u

ρ
dρ− ρf(u)dt . (A.3)

Stationary solutions of a post shock cooling region satisfy integrals of the mass and momen-

tum equations, i.e.

ρ(v − us) = ρ0(v0 − us) (A.4)

p+ ρ(v − us)2 = p0 + ρ0(v0 − us)2 , (A.5)

where us is the shock velocity and ρ0, p0, v0 denote the density, pressure and velocity at some

arbitrary downstream point. Thus the density, velocity and thermal energy can be written in terms

of a similarity variable λ

ρ/ρ0 = λ (A.6)
v − us
v0 − us

= λ−1 (A.7)

u/u0 = (a+ 1)λ−1 − aλ−2 , (A.8)
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with

a =
ρ0(v0 − us)2

p0
. (A.9)

Now we assume we have a piecewise linear cooling function, i.e. we can solve each segment

separately with the linear cooling function

f(u) = A(u− uc) , (A.10)

where A is some constant and uc denotes the ‘cold’ thermal energy where cooling vanishes. This

gives an o.d.e for x of the form

dx

dλ
=
v0 − us
Aρ0

(
γ(a+ 1)λ−4 − (γ + 1)aλ−5

(a+ 1)λ−1 − aλ−2 − uc/u0

)
, (A.11)

which can be solved generally, however in the case of uc = u0 we have the particularly simple

case,

x− x0 =
vc − us
Aρc

[
γ − a
a− 1

log(λ−1 − 1)+

1− aγ
(a− 1)a2

log(1− aλ−1)

−a+ 1

a
λ−1 − γ + 1

2
λ−2

]

λ ∈
[

a

a+ 1

γ + 1

γ
, 1

]
,

the left hand limit for λ coming from entropy considerations. An example cooling shock of this

form can be seen in Fig. 2.1.

A.2 Colliding gas

Assume two homogeneous flows collide from the left and right, with properties ρ0, p0,±v0. With

no cooling a hot, static region is created in the centre, with properties pc, and ρc. The mass,

momentum and energy equations are

(v0 − us)ρ0 = −ρcus (A.12)

(v0 − us)2ρ0 + p0 = ρcu
2
s + pc (A.13)

p0

ρ0
+

1

2
(γ − 1)v2

0 =
pc
ρc
, (A.14)

where us is the velocity of the left moving shock in the rest frame. Eliminating pc, ρc gives

u2
s +

1

2
(γ − 3)usv0 =

p0

ρ0
+

1

2
(γ − 1)v2

0 , (A.15)
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so

us = −1

4
(γ − 3)v0 −

1

4

√
v2

0(γ + 1)2 + 16
p0

ρ0
. (A.16)

Assume now that there is cooling and that the gas in the centre cools to the temperature of the

pre-shock gas (where cooling is assumed to vanish). In this case the mass, momentum and energy

equations are

(v0 − us)ρ0 = −ρcus (A.17)

(v0 − us)2ρ0 + p0 = ρcu
2
s + pc (A.18)

p0/ρ0 = pc/ρc , (A.19)

where these equations are only dependent on the cooling function via the thermal state at which

cooling vanishes, p0/ρ0. Eliminating pc, ρc gives

u2
sρ0 − usv0ρ0 − p0 = 0 . (A.20)

The solution for the shock velocity us = v0/2 −
√

(v0/2)2 + p0/ρ0. pc, ρc can be found by

substitution.

The conditions immediately to the right of the shock (vs, ρs, ps) can be found from the usual

Rankine-Hugoniot relations,

(v0 − us)ρ0 = (vs − us)ρs (A.21)

(v0 − us)2ρ0 + p0 = (vs − us)2ρs + ps (A.22)
1

2
(v0 − us)2 +

γ

γ − 1

p0

ρ0
=

1

2
(vs − us)2 +

γ

γ − 1

ps
ρs
. (A.23)
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Appendix B
Convergence and

Parameter fits

In this appendix we investigate the convergence properties of our simulations, along with the

dependence upon some of the numerical and physical parameters such as the box size, simulation

end time, the star formation rate, the cooling function and the energy of each supernovae. We also

include evolution graphs showing the fits to the mass loading which are central to this work.

We begin by describing a set of simulations where we run an alternative star formation rate,

which is compared to the main set of simulations in Section 3.5. In this parameterisation, the

surface density of star formation is

Σ̇? = 0.1Σg/tdyn , (B.1)

(more commonly used in cosmological simulations), which is appropriate for a marginally Toomre

stable disk (Toomre, 1964), i.e. the vertical dynamical time is close to the orbital time scale. Such

prescriptions are discussed thoroughly in Schaye and Dalla Vecchia (2008), where they show

that with self-regulating feedback this will recover an approximate Kennicutt-Schmidt relation of

Σ
3/2
g .

If we apply Eq.(B.1) to the warm disk of our initial conditions, however, we generally have a

much higher star formation rate due to the short dynamical time, which is equivalent to saying the

HI disk is not Toomre stable. If we substitute in the tdyn from Eq. (3.22) we have a star formation

rate of

Σ̇? = 2.6× 10−3

(
fg

0.1

)−1( Σg

10 M� pc−2

) 1
2

×

Σ1.5
g1 M� kpc−2 yr−1 , (B.2)

which we can see from the leading coefficient is an order of magnitude higher than Eq. (3.13)

(although there is some residual dependence on fg and Σg), and simulates the conditions more

relevant to a starburst galaxy.

In Fig. B.1 we investigate the effect of altering the star formation law from Eq.(3.13) to

Eq.(B.1), where the latter in general has much higher star formation rates due to the short vertical
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Figure B.1: Mass loading β as a function of Σg for the star formation laws in

Eq. (3.13) (blue crosses) and Eq. (B.1) (green triangles). Solid lines indicate

the best fit for fg = 0.1 (see text for exact parameterisation). Dashed and

dotted blue lines show the fit when varying the end time of the data used for

the fit by ±3 Myr.

dynamical time of the disk. At low gas surface densities more simulations were possible due to

the higher star formation rates. The best fit to the former was given in the main text, whilst the

best fit to the latter is

β ∼ (20± 8)Σ−0.82±0.07
g1 f0.48±0.08

g . (B.3)

The effect of increasing the star formation rate flattens the dependency on Σg and increases the

dependency on fg, very close to the values predicted in Eq. (3.33), which is to be expected as

gravity is much less important in these simulations (see also the discussion in Section 3.5). The

relative insensitivity of β to the order of magnitude change in Σ̇? can be explained by the fact that

the outflows are normalised by the star formation rate, so although those simulations have much

higher outflows, the outflow per supernova deviates by a much smaller amount. The higher star

formation rate runs can also be seen to have less scatter, as they are less susceptable to the Poisson

noise of individual SN events.

Fig. B.1 also illustrates the effect of the simulation end time on our estimate for the gas

surface density dependency, by varying by ±3 Myr the final snapshot which is used to construct

the fits for β (for the normal star formation rates). This shows little effect, a result of the outflow

rates being (on average) very close to linear in these simulations. We perform a corresponding

fit for the fiducial parameters in Fig. B.2 where we simulate 100 Myr to check that the outflows

we see are not a transient phenomena and continue after the 20 Myr of our simulations. The box
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Figure B.2: As for figures B.3 (lower panel) and 3.4 (upper panel) but for a

run of 100 Myr. In the lower panel the surface density ejected (dark blue line)

has been scaled to 0.3 M� pc−2.
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Figure B.3: Numerical convergence of a high star formation rate run at reso-

lution of L2, L3, L4 (cell size of 6.3, 3.1 and 1.6 pc and shown in red, green

and blue respectively). Upper left panel shows the fraction of gas that has left

the simulation volume, middle left indicates the mean pressure in the simula-

tion volume. Lower left panel shows the rate of cooling as a fraction of the

mean supernovae energy injection rate, upper right shows the mean wind ve-

locity, middle right shows the scale height of the disk and lower right shows

the evolution of the porosity in the simulation. The red and green curves follow

each-other closely, indicating good convergence.

width in this simulation was 200 pc, so we expect to see more stochasticity, and indeed we see

fluctuations lasting many Myrs, such that the outflow estimated from a single 20 Myr window

could show a deviation of a factor of a few. This is probably the main reason for the scatter in

Fig. 3.9.

We also test how well our simulations are converged with respect to the resolution by taking

one of the high star formation rate runs and re-simulating it at the three resolutions L2, L3 and

L4 (corresponding to a cell size of 6.3, 3.1 and 1.6 pc, respectively). In Fig. B.3 we show six

different parameters, the fraction of surface density ejected, the mean pressure in the simulation

volume, rate of cooling (as a fraction of the supernova energy injection), the porosity and scale

heights of the disk and the wind velocity for three different resolutions. All of these properties

appear to be well converged with respect to resolution, with the possible exception of the porosity

and the disk scale height at the lowest resolution. With respect to the scale height it is notable that

there is some error even at the initial snapshot due to the coarseness of the grid in this case.

We explore the importance of cooling, both in broad terms about the dependence on the
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Figure B.4: Dependence of the mass loading parameter β on the cooling rate.

Blue crosses show the estimated β for different values of Λ for Heaviside-

shaped cooling function (Λ = 10−22 erg cm3 s−1 is the fiducial value). For

comparison, the maroon triangle indicates the value of β calculated with the

Sutherland and Dopita (1993) cooling function, at the minimum value of this

function (Eq. (3.12)).

magnitude of the cooling, and also upon our specific choice of cooling function. In Fig. B.4 we

look at the dependency of β for the previous simulation on the magnitude of the cooling function

and for comparison we have included the Sutherland and Dopita (1993) cooling function for low

metallicity plasma, Eq. (3.11). The linear regression does indeed show a relationship albeit a

weak one, with an exponent of −0.28. For the Sutherland and Dopita (1993) cooling function

we have taken the magnitude of cooling to be that at the minimum, Eq. (3.12). The fitted β

calculated using this figure is a factor of ∼ 25% lower than that using our Heaviside cooling

function using the same normalisation. This is not quite as strong as the dependence suggested

by Eq. (3.32), of −6/11 ≈ −0.54.

In Fig. B.5 we make a further comparison between the Sutherland and Dopita (1993) cooling

function and our flat cooling function. We chose the run with the nearest normalisation (Λ =

1.5 × 10−24 erg cm3 s−1) to that of the minimum of the Sutherland and Dopita (1993) cooling

function (Eq. 3.12). We see a very similar phase distribution of the ISM, suggesting that the

detailed structure of the cooling function above 104 K does not play a large role in determining

the features of the ISM.

In Fig. B.6 we have taken another high star formation rate simulation and adjusted the energy

associated with a single supernova. Here, we keep the average rate of energy injected per unit
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Figure B.5: Upper panel, mass fraction of the gas in different temperature

phases, solid, dashed lines refer to the Λ = 1.5 × 10−24 erg cm3 s−1 Heavi-

side cooling function, and the Sutherland and Dopita (1993) cooling functions

respectively. Lower panel shows the corresponding volume fractions. The

fraction in each phase appears very similar, with the SD93 cooling function

showing a slightly narrower temperature distribution of the hot phase by vol-

ume.
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Figure B.6: Evolution of the simulations as a function of supernovae granu-

larity. Green line shows a run with 1051 ergs per SN. Red line is the same

simulation, but with 50× the frequency of SNe, each releasing 1/50th of the

energy (2×1049 ergs). Blue line has SNe at 1/50th of the frequency, with 50×

the energy (5× 1052 ergs).
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Figure B.7: As for Fig.B.3 but testing the effect of changing the vertical box

size. Blue line is the outflow estimated for a simulation with the fiducial box

height (500 pc), green line for 1 kpc.

time fixed, but inject the energy in more (less) frequent explosions with less (more) energy. The

variation between these simulations is surprisingly large: the behaviour of the ISM is indeed quite

sensitive to how smooth or stochastic the injected energy is.

In Figs. B.7-B.8 we investigate the dependence of the simulations on the size of the simulation

volume. In Fig. B.7 we adjust the vertical size of the simulation volume, i.e. whether increasing
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Figure B.8: As Fig. B.3, but for 3 different box sizes. Blue line indicates the

run at the L3 resolution, green line with 2× the box width and red line with

4× the box width.

the volume to simulate more of the outflow adjusts the dynamics, for example by allowing some

material to fall back to the disk. All parameters are still computed for the original volume (±500

pc), only the simulation volume has been expanded. All the parameters appear to be almost

independent of this change. In Fig. B.8 we adjust the horizontal size of simulation volume, where

we have multiplied the box width by a factors of 2 and 4 respectively. The parameters here also

show extremely good convergence, with the larger volumes generally showing less variation in

values due to the reduced Poisson noise. The larger volumes also appear to show a marginal

reduction in the evolution of the disk scale height.

Finally, in Fig. B.9 we have constructed equivalent graphs to that of Fig. 3.5, but now showing

all simulations varying Σg and fg in Table 3.1. Each panel shows the time evolution of a single

simulation, showing the surface density, porosity, instantaneous cooling rate, disk height, mass

ejected and pressure, along with a ramp function fit, Eq. (3.42)), to the mass ejection rates. We

can see a strong evolution of the feedback from top left to lower right, i.e. at high surface densities

and low gas fractions the simulations develop much stronger mass ejection rates and pressures,

and the disk is more heavily disrupted. Note that the mass ejection rate has not been normalised

by the surface density, so much of the increase is due to the increased star formation in the higher

surface density disks. In a couple of the high surface density panels the simulation has failed

early although there are enough data points to perform a fit to the mass ejection. Although there

is considerable stochasticity in the 2 parameter fits, they seem quite robust.

In conclusion, these studies demonstrate that our simulations are effective at modelling a SN
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Figure B.9: Lines as for Fig. 3.5, but for all simulations varying Σg and fg

in Table 3.1. Additional black dashed lines have been added to show a fit to

ejection (solid blue lines) given by Eq. (3.42). Σg1 ≡ Σ/1M� pc−1 runs from

1.5 to 11.6 from left to right panels. fg runs from 0.01 to 0.05 from lower

to upper panels. Blue line, the amount of gas that has been ejected from the

simulation, has now been scaled to units of 5 M� pc−2 for clarity.
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driven ISM and resilient to changes in numerical parameters. The exact nature of the cooling

function exhibits little effect on the disk evolution, in fact the limiting factor is largely the physi-

cal granularity of the discrete SNe and their locations in the disk. To this end reducing the scatter

in our disk property dependencies could be acheived by taking a larger ensemble of runs or al-

ternatively by simulating larger disk areas, either of which increases the total number of SNe

introduced.



Bibliography

T. Abel. rpSPH: a novel smoothed particle hydrodynamics algorithm. MNRAS, 413:271–285,

May 2011. doi: 10.1111/j.1365-2966.2010.18133.x.

T. Abel, P. Anninos, Y. Zhang, and M. L. Norman. Modeling primordial gas in numerical cos-

mology. New Astronomy, 2:181–207, August 1997. doi: 10.1016/S1384-1076(97)00010-9.

O. Agertz, B. Moore, J. Stadel, D. Potter, F. Miniati, J. Read, L. Mayer, A. Gawryszczak,
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O. Rakic. The Structure and Kinematics of the Circumgalactic Medium from Far-ultraviolet

Spectra of z ˜= 2-3 Galaxies. ApJ, 717:289–322, July 2010. doi: 10.1088/0004-637X/717/1/

289.

G. Strang. On the Construction and Comparison of Difference Schemes. SIAM Journal on Nu-

merical Analysis, 5:506–517, September 1968. doi: 10.1137/0705041.

D. K. Strickland and T. M. Heckman. Supernova Feedback Efficiency and Mass Loading in

the Starburst and Galactic Superwind Exemplar M82. ApJ, 697:2030–2056, June 2009. doi:

10.1088/0004-637X/697/2/2030.

D. K. Strickland and I. R. Stevens. Starburst-driven galactic winds - I. Energetics and intrinsic

X-ray emission. MNRAS, 314:511–545, May 2000. doi: 10.1046/j.1365-8711.2000.03391.x.

M. J. Stringer, R. G. Bower, S. Cole, C. S. Frenk, and T. Theuns. Principles of supernova-driven

winds. ArXiv e-prints, November 2011.

A. A. Suchkov, V. G. Berman, T. M. Heckman, and D. S. Balsara. Mass Loading and Collimation

of Galactic Superwinds. ApJ, 463:528–534, June 1996. doi: 10.1086/177267.

R. S. Sutherland and M. A. Dopita. Cooling functions for low-density astrophysical plasmas.

ApJS, 88:253–327, September 1993. doi: 10.1086/191823.

A. M. Swinbank, T. M. Webb, J. Richard, R. G. Bower, R. S. Ellis, G. Illingworth, T. Jones,

M. Kriek, I. Smail, D. P. Stark, and P. van Dokkum. A spatially resolved map of the kinematics,

star formation and stellar mass assembly in a star-forming galaxy at z = 4.9. MNRAS, 400:

1121–1131, December 2009. doi: 10.1111/j.1365-2966.2009.15617.x.

E. J. Tasker and J. C. Tan. Star Formation in Disk Galaxies. I. Formation and Evolution of Giant

Molecular Clouds via Gravitational Instability and Cloud Collisions. ApJ, 700:358–375, July

2009. doi: 10.1088/0004-637X/700/1/358.

G. Taylor. The Formation of a Blast Wave by a Very Intense Explosion. I. Theoretical Discussion.

Royal Society of London Proceedings Series A, 201:159–174, March 1950. doi: 10.1098/rspa.

1950.0049.

E. Tescari, M. Viel, V. D’Odorico, S. Cristiani, F. Calura, S. Borgani, and L. Tornatore. Cosmic

evolution of the C IV in high-resolution hydrodynamic simulations. MNRAS, 411:826–848,

February 2011. doi: 10.1111/j.1365-2966.2010.17761.x.



BIBLIOGRAPHY 177

R. Teyssier. Cosmological hydrodynamics with adaptive mesh refinement. A new high resolution

code called RAMSES. A&A, 385:337–364, April 2002. doi: 10.1051/0004-6361:20011817.

T. Theuns, A. Leonard, G. Efstathiou, F. R. Pearce, and P. A. Thomas. Pˆ3M-SPH simulations of

the Lyalpha forest. MNRAS, 301:478–502, December 1998. doi: 10.1046/j.1365-8711.1998.

02040.x.

T. Theuns, M. Viel, S. Kay, J. Schaye, R. F. Carswell, and P. Tzanavaris. Galactic Winds in the

Intergalactic Medium. ApJ, 578:L5–L8, October 2002. doi: 10.1086/344521.

K. Thornton, M. Gaudlitz, H.-T. Janka, and M. Steinmetz. Energy Input and Mass Redistribution

by Supernovae in the Interstellar Medium. ApJ, 500:95, June 1998. doi: 10.1086/305704.

B. M. Tinsley. Evolution of the Stars and Gas in Galaxies. Fund. Cosmic Phys., 5:287–388, 1980.

A. Toomre. On the gravitational stability of a disk of stars. ApJ, 139:1217–1238, May 1964. doi:

10.1086/147861.

E. F. Toro, M. Spruce, and W. Speares. Restoration of the contact surface in the HLL-Riemann

solver. Shock Waves, 4:25–34, July 1994. doi: 10.1007/BF01414629.

C. Trachternach, W. J. G. de Blok, S. S. McGaugh, J. M. van der Hulst, and R.-J. Dettmar. The

baryonic Tully-Fisher relation and its implication for dark matter halos. A&A, 505:577–587,

October 2009. doi: 10.1051/0004-6361/200811136.

C. A. Tremonti, T. M. Heckman, G. Kauffmann, J. Brinchmann, S. Charlot, S. D. M. White,

M. Seibert, E. W. Peng, D. J. Schlegel, A. Uomoto, M. Fukugita, and J. Brinkmann. The

Origin of the Mass-Metallicity Relation: Insights from 53,000 Star-forming Galaxies in the

Sloan Digital Sky Survey. ApJ, 613:898–913, October 2004. doi: 10.1086/423264.

J. K. Truelove and C. F. McKee. Evolution of Nonradiative Supernova Remnants. ApJS, 120:

299–326, February 1999. doi: 10.1086/313176.

R. B. Tully and J. R. Fisher. A new method of determining distances to galaxies. A&A, 54:

661–673, February 1977.

S. van den Bergh. The frequency of stars with different metal abundances. AJ, 67:486–490,

October 1962. doi: 10.1086/108757.

B. van Leer. Towards the ultimate conservative difference scheme. V - A second-order sequel to

Godunov’s method. Journal of Computational Physics, 32:101–136, July 1979. doi: 10.1016/

0021-9991(79)90145-1.



BIBLIOGRAPHY 178

S. Veilleux, G. Cecil, and J. Bland-Hawthorn. Galactic Winds. ARA&A, 43:769–826, September

2005. doi: 10.1146/annurev.astro.43.072103.150610.

J. von Neumann and R. D. Richtmyer. A Method for the Numerical Calculation of Hydrodynamic

Shocks. Journal of Applied Physics, 21:232–237, March 1950. doi: 10.1063/1.1699639.

B. P. Wakker, D. G. York, R. Wilhelm, J. C. Barentine, P. Richter, T. C. Beers, Ž. Ivezić, and J. C.
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