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ABSTRACT 

This thesis investigates the use of combined field and satellite data for crop 
identification and area estimation in County Durham, Northeast England. 

The satellite data were obtained by the Thematic Mapper (TM) sensor 
onboard Landsat-5 on 31 May 1985. The TM data were geometrically corrected to 

the British National Grid and the county boundaries were digitized in order to apply 

the methodology used in this study on a county basis. The field data were obtained 

by applying a stratified random sampling strategy. The area was subdivided into five 

main strata and forty four 1km2 sample units were randomly chosen and fully sur

veyed by the author using a pre-prepared questionnaire. The field area measurements 

were taken and the final hectarage estimates were obtained for each crop. 
The research demonstrated the ability of Landsat-TM data to discrimi

nate between agricultural crops in the study area. Results obtained emphasised that 
satellite data can be used for identification of agricultural crops over large geographic 
areas with small field sizes and different environmental and physical features. 

A land-cover classification system appropriate to the study area was de

signed. Using the Landsat-TM data, the study produced a classification map of 

thirteen land-cover types with more than 80% accuracy. The classification accuracy 

was assessed quantitatively by using the known land-use information obtained from 

the sample units visited during the field survey. 

The study analysed the factors which influenced the degree of separability 
between different agricultural crops since some crops were more clearly identified than 
others. 

Using a double sampling method based on the combination of both Landsat

TM and field data in regression analysis, a hectarage estimate was produced for each 

crop type in County Durham. The results obtained showed that the regression es

timator was always more efficient than the field estimator. Crop area estimated by 
regression reduced the imprecision in all strata and was more efficient in some strata 

than others. This indicated that a gain in precision was achieved by using Landsat

TM in conjunction with the field data. 
The results illustrated that stratification based on an environmental cri

terion was an efficient approach as far as the the application of agricultural remote 

sensing in County Durham is concerned. The stratified approach allowed each stra
tum to be analysed separately, thereby lessening the reliance on cloud free imagery 

for the whole county on any given date. 

Furthermore, the results obtained by this study suggest that it is possi

bile to link remote sensing data with existing county based information systems on 

agricultural and land-use. 
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1.1. SATELLITE REMOTE SENSING FOR AGRICULTURAL 

APPLICATIONS 

Due to the increasing pressure on the land resources and the increasing 

demand for food to meet current and future needs, decision makers require rapid and 

accurate methods for monitoring natural resources. Remote sensing is one of the 

effective monitoring techniques which can be applied in order that existing natural 

resources be managed more efficiently to meet the high growth level of the world's 

population. 

Remote sensing is an effective tool for gathering data about existing natural 

resources and it has been applied widely to the problem of monitoring and forecasting 

agricultural resources. A large amount of statistical information is collected at local, 

regional, national and international levels about agricultural crops and land use. This 

study describes important developments in collecting part of this data from satellite 

imagery and presents a case study at a regional level, that of County Durham in the 

UK. The principal reasons for the adoption of remote sensing techniques for deriving 

agricultural statistics are :-

i. The lack of up to date and accurate agricultural information for many parts of 

the world. This can be a major obstacle to the economic development of a particular 

country or region (Park et al1980). 

u. Worldwide food production estimates need to be provided regularly and 

accurately (MacDonald and Hall 1978), smce agriculture is the main source of the 

world's food supply. 

iii. Agriculture, unlike any other primary production sector, is dependent upon 
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accurate climatic information. 

iv. The need for accurate, comprehensive and up to date information on crop as 

well as land productivity. 

v. The ability of a country (or a region) to produce accurate up to date forecasts 

of the harvest of major crops coupled with the ability to analyse its position with 

respect to the current world markets. This may enable its agricultural planners to 

make economically rewarding export-import decisions (Park et al1980). 

To operate efficiently, effectively and profitably, agricultural decision mak

ers need accurate and timely information about production, supplies, prices, exports, 

weather and other inputs (Mergerson 1982). The analysis of images of the earth 

has proved to be one of the most cost effective tools for gathering data about agri

cultural production. Satellite remote sensing techniques may be preferred to aerial 

photography where large geographic areas must be surveyed. 

The interpretation of remotely sensed imagery of crops and soils is difficult 

due to of the dynamic nature and inherent complexity of biological materials and 

soils. However, remote sensing technology offers numerous advantages over traditional 

methods of conducting agricultural and other resource surveys (Myers 1983). One 

of the main advantages over traditional methods is the ability to provide regular 

information during the growth cycle of crops and their sequence in time and space 

(Gillot 1980). 

The remote sensing of vegetation and crops is complex because the reflected 

radiation from a crop canopy can be affected by several different factors. These can 
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be summarised as follows: 

i. The amount of radiation reflected is dependent upon the relative geometric 

positions of the incident radiation, the view angle of the sensor and the orientation 

of the crop as well the soil background. 

ii. Both the growth stage and the water content of the crops affect the level of 

reflected radiation in particular wavelength regions. 

iii. Cultural practices such as the application of fertilizer can vary from one crop 

to another and this causes differences in the reflectance properties of such crops. 

iv. The intensity of solar radiation depends upon zenith angle and the physical 

composition of the atmosphere. 

v. The row direction and spacing of a crop affects its reflectance properties (see 

also i). 

v1. To monitor and forecast the production of a specific agricultural crop, par

ticularly from satellite platforms, a mosaic of many scenes may be required. Cloudy 

weather, particularly in temperate regions, such as the U.K, may complicate this 

process. 

Despite these problems, remote sensing remains a most important tool for 

agricultural data collection. The development of spaceborne platforms such as the 

Landsat series of satellites has encouraged the use of remotely sensed imagery in 

agriculture. Since the launch of Landsat-1 in 1972, satellite data have been used very 

successfully for acreage estimation and yield assessment. Production of a particular 

crop for a given geographic area, could be predicted by the combined use of acreage 

and yield data. Many projects which have used satellite data from different times in 
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the growing season to monitor crop growth and predict levels of production (NASA 

1978; LACIE 1978a; Dragg et al 1983; Amis et al1981; MacDonald and Hall 1978; 

Mergerson et al 1982; Winings et al1983). These programmes have established the 

methods for estimating area, yield and production of wheat in the USA and other 

major wheat-producing regions of the world (Myers 1983). Other programmes have 

been conducted for crops such as winter wheat, corn, soybeans (Mergerson 1981 ; 

Mergerson et al1982 ; Hanuschak et al1979 ; Amis et al1981 ; \Vinings et al1983 ; 

Erickson et al1982 and Redondo et al1984 ), potatoes ( Ryerson et al1980 ; Ryerson 

et al1981 and Ryerson et al1983) and sugar cane (Koffier et al1980 ; Cappelletti et 

al1982 ). 

Redondo et al (1984) conducted a crop evaluation study for part of Ar

gentina. The objective of their study was to establish a method for the estimation of 

wheat (the main Argentinean crop) in the northern part of the province of Buenos 

Aires using Landsat data. The crop identification accuracy that was obtained by the 

study was considered high enough to be implemented as a crop estimation system 

(Redondo et al1984). Redondo {1982) also used Landsat MSS data for crop recog-

nition and area estimation of wheat in Partido of Tres Arroyos in Argentina. The 

objective here was to establish the use of Landsat data for identifying cereal crops 

and estimating their areas for a typical wheat production area in Argentina during 

two consecutive years, 1980/81 and 1981/82 . Redondo concluded that cereal identi

fication and area estimation was possible by the combined use of Landsat MSS data 

and ground truth information such as that collected by interviewing farmers. 



After petroleum, wheat is largest commodity to be imported into Brazil. 

Therefore, it is important for Brazil to evaluate its wheat production in order to 

provide better information for trading. A procedure for estimating wheat area which 

uses sampling techniques based on aerial photography and digital Landsat data was 

developed by Moreira et al (1986). This study showed that the area estimates from 

Landsat MSS data and from aerial photographs were highly correlated but that wheat 

area estimated from a combination use of the two was more precise and accurate than 

that obtained from the aerial photographs alone (Moreira et al1986). 

Sugar cane acreage in Sao Paulo State in Brazil has been estimated using 

Landsat data (Cappelletti et al 1982). Cappelletti and co-writers developed a two 

phase estimation method and the optimal sampling area dimensions of the sugar cane 

cultivated area. INPE (Brazilian Institute for Space Research) designed a programme 

which developed a reliable, accurate and timely forecasting system for several crops 

based on satellite data. Investment in such programmes represented a high proportion 

of the funds allocated to the Brazilian agriculture sector as a whole (Parada et al 

1982). Such programmes demonstrate the importance of remote sensing technology 

to agricultural information gathering. 

The Food and Agriculture Organization (FAO) of the United Nations, has 

applied Landsat remote sensing technology for flood monitoring in some parts of 

the developing countries. Projects covered the catastrophic Indus floods in Pakistan 

in 1973 (Ruggles and Howard 1974) and the multi-temporal Landsat interpretation 

of the flood region of the Sudan Basin in southern Sudan (De Pauns and Spiers 
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1977). These projects have shown how successful the application of remote sensing 

technology for developing countries can be. 

Abdel Hady et al (1983) have used Landsat data for the estimation of 

irrigated agricultural areas in the Delta and Nile Valleys in Egypt. The study es

timated the irrigated agricultural lands in Egypt during the winter season of 1982 

(Abdel Hady et al1983) and showed that Landsat MSS data can be used to produce 

an inventory of irrigated lands in Egypt. The availability of accurate and reliable 

information on the agricultural lands can assist with the land use planning. 

In 1978 the Commonwealth Scientific and Industrial Research Organisation 

( CSIRO) began a pilot project to investigate the role that Landsat MSS data could 

play in the crop identification process for the wheatbelt in Western Australia. In 

1981 a collaborative project was established between the remote sensing group in the 

division of Land Resources Management in CSIRO, the Perth group of the Division 

of Mathematics and Statistics in CSIRO, and Cooperative Bulk Handling (CBH are 

responsible for the collection, storage, and transport of the wheat harvest in Western 

Australia). The project was created to evaluate the potential of Landsat data to 

estimate crop cultivated area, to discriminate between these crops, and ultimately 

to estimate yield in the wheatbelt of Western Australia (Campbell et al1982). This 

project is a good example of a study designed to establish the capability of Landsat 

MSS data for providing accurate and reliable data on the acreage and yield of the crops 

in early stages prior to harvest. This valuable information can provide a powerful tool 

for planners concerning storage, transport, and marketing of agricultural crops. 
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Landsat MSS data have been shown to be more effective than the methods 

conventionally used for the monitoring of the rice paddies in the Philippines (Roque 

et all982) because of its cost, accuracy and reliability. 

There have been many agricultural remote sensing studies in Pakistan. 

Most of these were related to the identification, demarcation, and area estimation of 

Pakistan's major crops such as wheat, rice, cotton (Alizai and Mirza 1986). Alizai 

and Mirza have reported that research studies into the use of Landsat data yielded 

accurate results but that accuracy varied from one crop to another . For example, 

areas given over to rice production were more accurately predicted than for wheat 

and cotton crops. 

Remote sensing is a very powerful tool for gathering information on agri

cultural production because of its low cost per unit area, rapidity of sampling and 

ability to produce multi-temporal coverage easily. There are many factors that con

tribute to the fluctuation of agricultural production. Of these, the most important 

are disease and insects which damage crops and so reduce their yield. Since it offers 

an opportunity to survey large areas rapidly and economically, remote sensing affords 

great promise for the detection of diseases and insects. 

Parton et al.(l982) conducted a study on the use of airborne Landsat 

Thematic Mapper Simulation data and aerial photography data in detecting cotton 

root rot ( Phymatotrichum omnivorum) disease in Arizona. Parton et al concluded 

that, while the extent of infestation can be detected with aerial photography, the cost 

of periodic coverage makes this uneconomical. They further concluded that data from 
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Thematic Mapper Simulation was at a sufficient spatial and spectral resolution for 

the detection, tabulation and mapping of Phymatotrichum (root rot). The technical 

improvement of the Landsat series satellites resulting from the Thematic Mapper 

sensor and the detailed spatial resolution of French satellite SPOT has improved the 

availability of data on plant disease and insects. 

An important parameter used to estimate the yield of a crop is Leaf Area 

Index (LAI) which is the area of green leaves per unit area of ground. Therefore, it 

is necessary to understand the methods for estimating LAI and the relationship be

tween this parameter and the spectral reflectance of a crop canopy. The conventional 

methods of estimating LAI are time and labour consuming.LAI can be estimated by 

correlating the spectral reflectance of the crop canopy with its measured leaf area . 

LAI measurement depends on the spectral band used. For example LAI has a nega

tive relation with red reflectance and a positive relation with near-infrared reflectance. 

To express this difference between red and infrared reflectance, a ratio of red to near 

infrared reflectance is used (Curran 1983a). The main limitation to the use of this 

ratio to estimate LAI is a need for cloudless sky condition for measurement of canopy 

reflectance ( Asrar et al 1985). 

Accurate and timely information on LAI has application in agriculture for 

both yield estimation and stress evaluation. It is also useful for the study of primary 

production and environmental change and many studies have been conducted on the 

development of new techniques for LAI measurements (Marschall 1968 ; Francis et al 

1969 ; Colwell1974 ; Pearce et al1975 ; Hatfield et al1976 ; Curran 1983a; Asrar et 

9 



al1985 ; Best and Harlan 1985 ; Gardner and Blad 1986). 

The influence of different cultural practices and environmental factors on 

LAI have been studied by Asrar et al (1985). They concluded that date of planting 

and time of irrigation in relation to the stage of plant growth had a significant effect 

on the development of leaves in spring wheat. 
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1.2. PREVIOUS MAJOR AGRICULTURAL REMOTE SENSING 

PROGRAMMES 

The development of spaceborne platforms such as Landsat has increased 

the application of satellite remote sensing technology in agriculture. During the past 

two decades considerable evidence has accumulated to show that multispectral remote 

·sensing from aerospace platforms can provide quantitative data which can identify 

major crop species and determine their areal extent ( Craig et al 1978 ; LACIE 

1978b ; Bauer et al1979 ; Craig M. 1980 ; Honschak et al1979 ; Hixon et al1980 ; 

AgRISTARS 1981 ; Cappelletti et al1982 ; Dragg et al 1983 ; Redondo et al 1983; 

Redondo et al 1984 ). The use of Landsat data as a tool in crop inventories is of 

particular significance. 

The use of remote sensing technology in support of agricultural inventories 

and crop monitoring has resulted from research programmes such as the Large Area 

Crop Inventory Experiment (LACIE), the Corn Blight Watch Experiment and the 

Crop Identification Technology Assessment for Remote Sensing (CITARS) project 

(Dragg et al 1983 ; Myers 1983). These interrelated experiments were conducted 

to map and detect the corn blight effect in 1971, and to develop new techniques 

and procedures for classifying remote sensing data (Myers 1983). The most recent 

of these programmes is the Agriculture and Resources Inventory Surveys Through 

Aerospace Remote Sensing (AgRISTARS) which was designed to develop automated 

approaches for extracting global crop inventory information from data sets acquired 

by spaceborne sensors (AgRISTARS 1982 ; AgRISTARS 1983 ; Dragg et al1983). 

Despite their global objective, these projects have been carried out in the USA. For a 
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variety of reasons which will be discussed later, area estimation and crop monitoring 

using satellite data has not been widely applied in Europe. The AGRESTE project 

was the only European remote sensing programme for crop inventory and monitoring. 

1.2.1. THE CORN BLIGHT WATCH EXPERIMENT 

The Corn Blight Watch Experiment was initiated in 1971 by NASA, USDA, 

Purdue University, and the University of Mitchigan. The experiment was conducted 

in seven Corn Blight states, Illinois , Indiana, Missouri, Ohio, Iowa, Nebraska, and 

Minnesota. The main objectives of the programme were to detect the development 

and spread of corn blight during the growing season across the Corn Belt region, and 

to assess different levels of infection present in the Corn Blight (Myers 1983). The 

experiment provided a prototype remote sensing system by successfully integrating 

techniques of sampling, data acquisition, storage, retrieval, processing, analysis, and 

information dissemination. (Bauer et al1977). The results obtained by the experi

ment have established the possibility of using remote sensing operationally to detect 

the corn leaf blight. 

1.2.2. CITARS 

CITARS (Crop Identification Technology Assessment for Remote Sensing) 

was conducted from April1973 to April1975. The CITARS experiment was designed 

to quantify the crop identification performance of several automatic data processing 

(classification) techniques which used Landsat MSS data. The main objectives of 

CITARS (Myers 1983) were to assess:-

i) the effects of Landsat data acquisition during the corn and soybean growing season 
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on crop identification, 

ii) the effects of different soils, weather, management practices, crop distributions, 

and field sizes on crop identification, and 

iii) the benefits to be derived from using multi-temporal Landsat imagery. 

The CITARS experiment showed that multi-temporal data improves the 

accuracy of both crop identification (classification) and yield estimation. CITARS 

was a valuable step toward the wide spread application of satellite remote sensing. It 

contributed significantly to the establishment of the LACIE experiment. 

1.2.3. LARGE AREA CROP INVENTORY EXPERIMENT {LACIE) 

The roots for LACIE were established as early as 1960 by the Agricultural 

Board of the National Research Council in the United States to test the feasibility of 

using multispectral remote sensing data for crop monitoring. The success of several 

feasibility investigations conducted with Landsat-1 data coupled with the develop

ment in remote sensing data processing techniques, led to the design and introduc

tion of LAC IE (Large Area Crop Inventory Experiment) in 1973-7 4. The LAC IE 

project was a logical step to establish the technical feasibility of a global agricultural 

monitoring system (LACIE 1978a ; LACIE 1978b ; Erb 1980). 

LACIE was established as a cooperative project of the United States De

partment of Agriculture (USDA) ; National Aeronautics and Space Administration 

(NASA) ; and the National Oceanic and Atmospheric Administration (NOAA). The 

experiment established the techniques for estimating area, yield and production of 

wheat in the USA and other major wheat-producing regions of the world. LACIE 
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used Landsat data from different times in the growing season to monitor agricultural 

crops. 

The USA began to apply satellite remote sensing technology on an exper

imental basis to publicise accurate forecasts of its wheat production areas. LACIE 

was initiated to demonstrate this. However, it has provided accurate, timely infor

mation on foreign wheat production and that information was more accurate than 

the conventional data-collection methods that were available. 

The LACIE objectives were included in a project plan, prepared in March 

1975, and officially approved in August 1975. These objectives include the following 

(LACIE 1978a; LACIE 1978b ; Erb 1980 ; Bauer et al1979a):-

i) To demonstrate an economically important application of repetitive multispec

tral remote sensing from space. 

ii) To test the capability of the Landsat, together with climatological, meteoro

logical, and conventional data sources, to estimate the production of an important 

world crop - wheat. 

iii) To validate the technology which could provide timely estimates of crop 

(wheat) production commencing in 1975. 

iv) To provide, from an analysis of Landsat data acquired over a sample of the 

potential crop-producing areas in major wheat producing regions, estimates of the 

area planted to wheat. Also, to provide from an analysis of historical and meteoro

logical data over the same regions, estimates of wheat yield and combine these area 

and yield factors to estimate production levels. 
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v) To provide data processing and delivery techniques so that selected samples 

can be made available to the LACIE scientists to begin their analysis no later than 

14 days after the data are acquired. 

vi) To provide a LACIE system design that will permit a minimum of redesign 

and conversion to implement an operational system within the USDA. 

vii) To monitor and assess the status of a crop at different stages in its growth 

and to predict the yield using a ground data base. 

LACIE also made an assessment of a crop at different stages during the 

growmg season from planting through to harvest. It accounted for the effects of 

cultural and environmental variables on the spectral properties and spectral identi

fication of wheat (Bauer et al1979a). The main objective of the experiment was to 

provide estimates at harvest within the 90/90 criterion* for total wheat area produc

tion level estimates. An additional aim was to provide this information on a monthly 

basis. LACIE focused on improving methods of data processing in the analysis of 

multitemporal data. 

The project extended over three experimental Phases. Phase I (197 4-75) 

was focused on the estimation of wheat production in the US Great Plains. It also 

considered testing the feasibility of area and yield estimation systems. Therefore, 

Phase I has modified the technology for production estimation. 

Phase II was extended over the 1975-76 crop year. It evaluated the tech-

* Meaning that the at harvest wheat production estimate for the region or country 

should be within 10 percent of the true production with a probability of at least 0. 9. 
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nology, which developed in Phase I, for monitoring wheat production in the US Great 

Plains, Canada, and indicator regions in the USSR (LACIE 1978a ; LACIE 1978b ; 

Erb 1980). Monthly estimates of area, yield, and production of wheat for these areas 

were generated by LACIE. 

The new technology developed during Phase II was implemented in Phase 

III to evaluate and monitor wheat production in the US Great Plains and USSR. 

LACIE generated monthly reports of area, yield, and production level estimates of 

wheat for these regions. The experiment included exploratory studies for monitoring 

wheat production in five other major producing regions (India, China, Australia, 

Argentina, and Brazil). 

The overall objectives of LACIE were to develop and test techniques util

Ismg Landsat MSS data to identify, evaluate and estimate wheat area, yield and 

production over large geographic areas. The experiment produced impressive results. 

Those who evaluated the LACIE experiment reported that it had successfully (LACIE 

1978a):-

i) produced accurate results in important areas such as US hard red winter wheat 

regwn, 

ii) provided a basis for a comprehensive research, development, and test pro

gramme to extend the capability to other crops, 

iii) stimulated related research and technology development, 

iv) provided more efficient and accurate procedures for analysis. 

LACIE has stimulated significant technological improvements. The major 
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technical advances as reported by LACIE (1978a) were the development of computer

aided Landsat data processing procedures, and improved sampling efficiency through 

stratification based on Landsat data. Furthermore, the LACIE project improved the 

regression models for estimating wheat yields and statistical methods for accuracy 

assessment (LACIE 1978a). 

1.2.4. AgRISTARS 

The AgRISTARS (Agriculture and Resources Inventory Surveys Through 

Aerospace Remote Sensing) programme is a cooperative effort of the United States 

Department of Agriculture (USDA); the National Aeronautics and Space Administra

tion (NASA); the National Oceanic and Atmospheric Administration (NOAA); the 

US Department of Commerce (USDC); the US Department of Interior (USDI); and 

the the Agency for International Development (AID). AgRISTARS is a long-term 

programme to investigate the use of remote sensing in agriculture. 

The AgRISTARS programme was established in 1980, as an effort based on 

satisfying current and future requirements of the USDA for high priority agricultural 

and other renewable resources information. The USDA requires this information in 

order to address the national and international issues in food supply, demand and 

prices. The USDA information requirements include (AgRISTARS 1981 ; AgRIS

TARS 1982 ; AgRISTARS 1983): 

i) Early warning of change affecting production and quality of commodities and re

newable resources. 

ii) Commodity production forecasts. 
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iii) Land use classification and measurement. 

iv) Renewable resources inventory and assessment. 

v) Land productivity estimates. 

vi) Conservation practices assessment. 

vii) Pollution detection and impact evaluations. 

The AgRISTARS programme was developed on the basis of these infor

mation requirements. The experiment consists of eight projects in order to fulfil the 

need of USDA's information requirements. The eight projects include the following 

(AgRISTARS 1981 ; AgRISTARS 1982):-

- Early Warning and Crop Condition Assessment (EW /CCA). 

-Inventory Technology Development (lTD), formerly known as the Foreign Commod-

ity Production Forecasting (FCPF) project. 

-Yield Model Development (YMD). 

- Supporting Research (SR). 

- Soil Moisture (SM). 

- Domestic Crops and Land Cover (DCLC). 

- Renewable Resources Inventory ( RRI). 

- Conservation and Pollution (CP). 

Each project has its own specific aims. Nevertheless, they are closely interrelated and 

both information and technology are often shared. 

The Statistical Reporting Services (SRS) has been responsible for the im-
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plementation of the DCLC project since 1972. In 1980, DCLC became an applications 

project. The overall technical objectives of DCLC as reported by AgRISTARS (1981) 

and AgRISTARS (1982), were :-

i) the evaluation of research techniques for area estimation and development for an 

operational procedure for crop acreage estimations; and 

ii) the development of remote sensing techniques to satisfy the land cover information 

needs of the USDA. 

Kansas and Iowa were chosen as the first two states in 1980 to be included 

in the project. The project has grown in size every year as described in the annual 

reports (AgRISTARS 1981 ; AgRISTARS 1982; Kleweno and Miller 1981 ; Mergerson 

et al1982 ; Winings et al1983 ; Cook et al 1984 ). In 1981, the states of Missouri 

and Oklahoma were included in the programme. The states of Colorado and Illinois 

were added in 1982. The main objective for DCLC was to obtain more accurate crop 

area estimates for the winter wheat, corn and soybeans. 

The SRS provided up to date estimates with reduced sampling errors by 

using ground data coupled with Landsat data (Mergerson et al 1982). The main 

objective was to measure the overall relative efficiency (RE) at the substate level for 

each crop to be estimated. Mergerson et al (1982) have defined RE as a measure 

of the degree of improved precision obtained from using Landsat data in addition to 

the ground data. Cook et al (1984) have defined it as the ratio of the JES (June 

Enumerative Survey) state level direct expansion variance to that of the Landsat 

regression variance (Cook et al 1984). 

19 



AgRISTARS has increased the efficiency and accuracy of the area, yield, 

and production estimation methods. It has also clarified and ranked the problems 

that continue to exist in the technology and shortcomings in an understanding of 

certain aspects of underlying phenomena. 

1.2.5. AGRESTE PROJECT 

Despite their global objectives, the projects mentioned so far have been 

concentrated on areas and techniques in the USA. The AGRESTE (Agricultural re

sources investigations in Northern Italy and Southern France) was the only agricul

tural remote sensing project to be established in Europe between 1973 and 1977. It 

was sponsored by the Commission of the European Communities to investigate the 

potential of remote sensing applications to agriculture and forestry under the Euro

pean conditions. The main areas chosen to represent these conditions were Northern 

Italy and Southern France. The project was carried out from 1973-77 as a coop

erative project between the Joint Research Centre, lspra and National French and 

Italian Institutes. 

The main objectives of AGRESTE were the identification and inventory 

of specific agricultural crops and forestry resources and the estimation of the yield 

and biomass of crops using remote sensing techniques. The crops studied by the 

AGRESTE included irrigated rice, poplar, and beech forests. Northern Italy was 

chosen as one of the study areas, because most of the Italian rice fields (91.4% in 

1975) are concentrated in this part of the country (Dejaco and Megien 1980). 

The project used Landsat MSS data obtained from the satellites Landsat-
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1 and Landsat-2 as well as colour infrared photography, ground truth, and airborne 

MSS data. These data sets allowed the studies in France and Italy to be directly 

comparable (Berg et al1978). 

The AGRESTE programme has shown that, the discrimination of rice 

varieties is possible using Landsat MSS data. On the other hand, the yield prediction 

has been achieved with satisfactory results on the basis of reflectance data collected 

at the earing-flowering stages (Berg 1980). Area estimation for rice using the Landsat 

MSS data was more complicated when the individual fields can be, at any given time, 

at different stages of development. The project has successfully separated the beech 

forests from other categories. 

The main limitation which appeared from the project was the inadequacy 

of Landsat MSS spectral bands for precise discrimination of the vegetation canopies. 

As will be discussed in chapter 3, the improved spectral coverage of the Landsat-TM 

sensor has, in part, addressed this problem. 
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1.2.6. DUTA PROJECT 

In 1980, a multi-year project for the agricultural application of atellite 

remote sensing was was established in Italy called DUTA ( Determinazione e Utilizzo 

di Telerilevamento in Agricoltura) . The programme was the first systematic attempt 

performed in Italy with the aim to integrate satellite data in operational procedures 

for estimating the production of agricultural crops of great economic importance 

and obtaining useful information for managing water resources (Angelis and Gizzi 

1984). The first phase of the DUTA programme (DUTA-1) was aimed at testing 

the feasibility of using the satellite data in Italy for crop acreage estimates, crop 

production forecast, water resource management and flood damage assessment. 

DUTA used a multi-level approach based on the combined use of ground 

and satellite data. The results obtained have shown that the acreage estimates for 

wheat and corn can be obtained using satellite data, thus achieving increased accuracy 

for a given amount of ground collected data, or, conversely, a reduction in the need 

for ground data for a specific level of accuracy. 

During the DUTA project, statistical techniques have been developed in 

order to evaluate the effects of different stratification schemes (including spectral 

classification of satellite data) in terms of increased estimation of accuracy ( Anglis 

and Gizzi 1984 ). Furthermore, it developed a cost/benefit analysis of stratification 

procedures and an evaluation of the best set of non-satellite information to be used 

in conjunction with Landsat data. 

In 1985 DUTA project was renamed as AGRITl (Agricultura). Since then 
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the programme has been implemented each year and the latest project AGRIT5 was 

started in 1989 ( Luzi et al1989). 

1.2. 7. SUMMARY 

Advances in satellite agricultural remote sensing have resulted from the 

above research programmes. These interrelated experiments have tested the feasibility 

of using Landsat data for crop production information and have showed that crop 

identification and area estimation can made using Landsat data. They have achieved 

satisfactory results for area and yield estimation prior to harvest. Furthermore, they 

produced more efficient and accurate procedures for satellite remote sensing data 

analysis. All of the experiments have developed automated approaches for extracting 

global crop inventory information from data sets acquired by spaceborne sensors. 

These studies demonstrate that the use of Landsat data has considerable 

advantages compared with other remote sensing methods such as aerial photography. 

However, the application of Landsat MSS data to agriculture has limitations including 

that of the spatial resolution of the MSS sensor and its limited spectral coverage. 

Table (1.1) illustrates the main agricultural remote sensing programmes showing their 

location, date, data used and organisations involved. 
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Table 1.1 
The Main Agricultural Remote Sensing Programmes 

Project Date Data used Location Funded 

Coru Blight 1971 University of Michigan U.S.A NASA, USDA, Purdue 

Watch 

12-channcl multispectral University and Michigan 

scanner mounted on University 

a C-4 7 aircraft 

CITARS 1973 Landsat MSS U.S.A EOD of NASA. ERIM. 

LARS and ASCS of USDA 

LACIE 1973 Landsat MSS Major wheat producing USDA, NASA 

regions in USA, Canada NOAA 

USSR, Brazil, Argentina 

China, India, Australia 

AgRISTARS 1980 Landsat MSS U.S.A NASA, USDA, NOAA 

USDC, USDI and AID 

AGRESTE 1973 Landsat MSS Northern Italy and Joint Research Centc, lspra 

Southern France and National French and 

Italian Instit.u tcs. 

DUTA1 1982 Landsat MSS Italy Italian Ministry of 

Agriculture aud Fo-

restry (MAF). 

DUTA2 1984 Landsat MSS and TM Italy MAF 

AGRIT1 1985 Landsat TM Italy MAF 

AGIUT2 1986 Landsat TM Italy MAF 

AGRIT3 1987 Landsat. TM Italy MAF 

AGRIT4 1988 Landsat TM Italy MAF 

AGRIT5 1989 Landsat TM Italy MAF 
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1.3. STATEMENT OF THE PROBLEM 

Crop type area estimation is of interest to both governmental and private

sector organisations. Government departments require it for administrative purposes, 

possibly to regulate quantities or prices or as a basis for external trade policies. Farm

ers themselves may use the harvest data calculated for their county or country as the 

basis for seasonal purchases in order to obtain particularly favourable prices. Market

ing policies taken by the private sectors depend by large extent on such information. 

In England land-use statistics including crop type acreage are collected 

by means of a postal questionnaire sent by the Ministry of Agriculture, Fisheries 

and Food (MAFF) to every known occupier of an agricultural holding producing 

significant output. The main survey is conducted on 4th of June or the preceding 

Friday when the date falls on a Saturday or Sunday. 

The present position in respect of land-use data in general in United King

dom is clearly unsatisfactory because the inability or unwillingness of the farmers to 

provide accurate information ( Coppock 1979). Unreliability and inaccuracy of crop 

type area estimation may occur for the following reasons. 

1. Farmers are asked to provide information correct to the nearest quarter of acre 

rather th;:m precise area. Many of these figures can only be estimates. 

n. Occupiers are asked to give the acreage of fields shown on the Ordnance Survey 

maps, which they may not have access to. Even if they have, the area under 

the crop may considerably less than the area recorded on these maps, especially 

where fields have large hedges or boundaries. 
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111. Farmers may call some of their fields by approximate area (e.g, the 8-acre field). 

IV. The acreage under each crop or prepared for that crop on the survey day is 

recorded rather than the maximum acreage under that crop during the crop 

year. 

v. New hedges or boundaries may have been set up or removed because two or more 

fields have been subdivided or joined together. 

Therefore, improvement and development of new techniques for crop type 

area estimation are needed in order to improve the accuracy, timeliness and consis-

tency of the agricultural crop information base in the UK. 

Remote sensing has proved to be a useful tool for monitoring of certain of 

the major agricultural areas of the world with large field sizes. But its application in 

Europe has been limited to specific regions because of small farm units which char

acterise most of the agricultural areas through the region ( see section 2. 7). County 

Durham is a typical example of an agricultural region with small field sizes. 

During the past two decades considerable evidence has accumulated to 

show that multispectral remote sensing from aerospace platforms can provide quan

titative data which can be used to identify major crop species and determine their 

areal extent. Remote sensing techniques, may prove to be a more accurate, precise, 

rapid and cost effective method of acquiring crop acreage estimates than conventional 

surveys carried out on the ground. Moreover, it is even more valuable when remote 

sensing is not required to furnish the complete answer, but rather it used in conjunc

tion with other sources of information. The purpose of this study is to develop a 
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method using satellite and field data for estimating the areal extent of the important 

agricultural crops in County Durham. It builds upon the above research programmes 

by applying a double sampling approach which can be evaluated quantitatively. 

Double sampling is a two-phase sampling technique which utilises remote 

sensing data as the first phase. In this study the double sampling method is used 

to produce an acreage estimate which is based upon a combination of landsat TM 

and field data. The rationale for this combination is that Landsat TM data can 

produce an acreage estimate over large geographic areas at a small cost per unit 

area. Moreover, Landsat data can produce a complete census for the whole area of 

interest which in turn results in no sampling error (imprecision). Despite all of these 

advantages, Landsat data can have statistical measurement error (bias). As a result of 

the bias produced by Landsat data, double sampling can be implemented on the basis 

of combining Landsat TM data and field measurements to produce more precise and 

unbiased estimates over large areas. The principal reason for using the field survey 

is that, if implemented with care, it can reduce bias. The double sampling technique 

is a combination of two measurement techniques which when used in conjunction 

help to overcome the problems associated with each survey and reducing both the 

measurement and the sampling errors. 

1.4. THE OBJECTIVES OF THE RESEARCH 

The overall objective of the investigation is to develop and test techniques 

for using Landsat TM data to identify and determine the areal extent and distribution 

of crops over large geographic areas in the U.K., specifically for crop identification 
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and area estimation for County Durham in North East England. The objectives are:-

1. - to test the role of satellite data for discrimination of different crops over the 

whole area of County Durham. 

2. - to test the validity of using a satellite data set for deriving hectarage 

estimates over large areas applying the crop identification data obtained from the 

classification of Landsat TM data, 

3. - to evaluate and compare the accuracy of Landsat-TM data for making 

improved hectarage estimates compared with conventional ground data collection 

techniques, 

4. - to assess the accuracy of a hybrid method of area estimation combining 

satellite and field data, and 

5. - to assess the efficiency of making hectarage estimates using the hybrid 

method rather than conventional sampling techniques. 

1.5. THESIS STRUCTURE 

A brief review of satellite remote sensing programmes in agriculture has 

been given and the research objectives were illustrated. Chapter two gives details of 

the various physical aspects of the study area and explains the reasons for the choice 

of Durham County as the research study area. Details of the various data sources 

selected for this study are given in chapter three. This includes a brief discussion of 

Landsat data and the reasons for its use in this study. 

Chapter four describes the methodology for estimating crop type area using 

field data by applying a stratified random sampling approach. It discusses in detail the 
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method of choosing and allocating sample units on both air photos and on the satellite 

imagery. The statistical methods for crop type area estimation using a stratified 

random sampling scheme is discussed in this chapter. 

The methodology for estimating crop type area m County Durham us

ing Landsat-TM data is illustrated in chapter five. The chosen method of Landsat 

classification is also discussed in this chapter. This includes an assessment of the clas

sification process and assessment of its accuracy. The reasons for any misclassification 

of the data is also analysed in chapter 5. 

The overall objective of this study is to determine a procedure which may 

produce more accurate and timely estimates of the area of agricultural crops in County 

Durham. To produce such estimates, chapter six outlines the general methodology 

applied. The efficiency of using the double sampling technique over the conventional 

methods is also assessed. 

Finally, chapter seven summarises the results of this research and makes 

recommendations and implications for future research into the use of satellite imagery 

for crop type area estimation and land cover studies. 
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CHAPTER TWO 

THE STUDY AREA 

2.1. Introduction. 

2.2. Location and Topography. 

2.3. Geology. 

2.4. Soils. 

2.5. Climate. 

2.6. Agriculture and Vegetation. 

2.7. Summary. 
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2.1. INTRODUCTION 

This chapter describes the study area and explains the reasons for choos

ing County Durham as the research site. The first section describes the geographic 

location and the topography of the area. The subsequent sections discuss geology, 

soil types, climate, vegetation and the agricultural pattern of the area. Section 2. 7 

summarises the main reasons for the choice of study area. 

2.2. LOCATION AND TOPOGRAPHY 

County Durham is located in the north-east of England. Figure 2.1 shows 

the major administrative districts of the county. It extends from the North Sea in the 

east to the County of Cumbria in the west. In the south and south west it borders 

North Yorkshire and Cleveland to the south east. The County abuts Tyne and Wear 

in the north east and Northumberland in the north west. 

The topography of the area has been strongly influenced by the geological 

formation of the area. The topography of County Durham ranges from moorlands to 

the west at over 2400ft above sea level, to marshes standing at sea level. The majority 

of the county's area is about 500ft above sea level (see figure 2.2). Topographical 

regions within the study area is are defined by Beaumont (1967) as the following : 

1. the Pennine Uplands, 

2. the Wear Lowlands, 

3. the East Durham Plateau, and 

4. the Tees Lowlands. 

The largest of these is the Pennine Uplands which covers the whole western 
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part of the county. It is characterized by the moorlands underlain by carboniferous 

strata whose valley sides have a stepped form reflecting the underlying geology of the 

Yoredale Series. The Pennine Upland region contains Burnhope Seat which represent 

the highest point in the county at 2452ft above sea level. 

The second main topographic region in the area is the Wear Lowland which 

may be divided into three areas (Brown 1978) they are: 

- Upper Wear Lowlands, 

- Middle Wear Lowlands, and 

- Lower Wear Lowlands. 

The Pennine Magnesian Limestone Escarpment rises from beneath thick 

superficial deposits to mark the third main topographic region, the East Durham 

Plateau. The height of the Escarpment ranges from 500 to 600ft and reaches its high

est elevation of 715ft to the south west. Its height decreases as one moves northwards 

(Beaumont 1970). 

South of the Magnesian Limestone Plateau, the land drops in altitude into 

the thick drift covered Tees Lowland (Brown 1978). This region represents the fourth 

main topographic area in the county. In this region the land is below 400ft O.D and 

much of it is below 100ft (Beaumont 1970). 
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2.3. GEOLOGY 

The solid geology of County Durham is illustrated in figure 2.3 The rocks 

which underlie the region are mainly of Upper Carboniferous and Permian age. The 

geological structure is affected by three major periods of earth movement which have 

contributed to the tectonic evolution of northern England (Beaumont 1970). These 

periods have brought the rocks gradually to the positions which they now occupy. 

The geological control for the area is exerted by variations in the hardness 

of the rocks and their resistance to erosion. Thus, the soft shales and relatively 

poorly cemented sandstones of the Permian and Trias generally outcrop in valleys; 

and unrestricted shales of the coalfields form relatively low ground relieved by a 

subdued escarpment formed by the thicker sandstones (Taylor et al1971). 

Coal measures shales and mudstones are mainly dark grey in colour and 

pass upwards into paler siltstones (Johnson 1970). The thickness of the coal measures 

in Durham is of 2000ft and according to Beaumont (1967) divided into three divisions, 

the Lower, Middle and Upper Coal Measures. The workable coal is restricted to the 

Lower and Middle Coal Measures in County Durham. The Durham coal exhibits a 

wide range of rank, quality and physical characterestics ranging from the soft coking 

coals with less than 30 percent volatile matter to hard dull coals with over 36 percent 

volatile (Johnson 1970). There a large reserves of coal in Durham which coal mining 

a major industry in the County. 

The soil of the area has been significantly influenced by the Permian strata. 

These strata includes mainly the Lower Magnesian Limestone, Marl Slate and Basal 
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Fig . 2 . 3 
Ske t ch Map of the Solid Geology of County Durham 
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Fig. 2.4 GEOLOGICAL SECTION 

Horizontal section across County Durham, 
showing the disposition of the major divisions of strata. 

The line of the section is given in Fig. 2.3. 
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Sands (Johnson 1970). In the coastal area of the County and the Tees Lowlands, as 

in the Wear Lowlands, a composite sequence of Glacial deposits is found, while on the 

Permian Plateau only a single till sheet with associated gravel is present ( Beaumont 

1967 ; Brown 1978). Figure 2.4 illustrates a horizontal section across County Durham 

showing the deposition of the major divisions of strata. 

2.4. SOILS 

The soil of County Durham is influenced by six main factors, climate, par

ent material, relief, biotic factors, time, and man (Stevens and Atkinson 1970). The 

climatic includes precipitation and temperature which control the soil formation pro

cess. The influence of relief may clearly seen when the rainfall isohyets are considered, 

as they follow the contour lines quite closely. The Upland Pennines, over 2000ft have 

always received high annual precipitation totals during Post-Glacial times. This has 

resulted in the formation of peat and peaty soils (Atkinson 1968). 

The most important factor affecting soil quality within the county, apart 

from elevation and climate is the quarrying and open-cast mining. This in turn 

imposes restrictions on land utilisation for agriculture. Considerable areas have been 

affected by open-cast mining and even when the land has been restored for agricultural 

use the soil formation and capabilities have been interrupted (Stevens and Atkinson 

1970). 

The effect of man on the soil in the region is substantial. This is obvious 

in the Lowlands where the majority of the land has been cultivated. As is clear from 

figure 2.8 the east of the County and some of the central areas are heavily cultivated 
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and man's influence as a soil forming factor has been strong (Stevens and Atkinson 

1970). 

In the moorland areas, the major factor which controls the soil distribution 

is the altitude. The parent material texture also strong influence on the soil type in 

that area. On the lower slopes and valley bottoms an extensive deposit of glacial till 

of clay loam texture occurs, while the texture varies from clay loam to sandy clay 

loams on the upper slopes. The high ground of the Pennines is extensively covered 

by the blanket peat. The peat cover extends over a wide range of land surfaces and 

surface deposits ranging from coarse sandstones to clay loam slope deposits (Bower 

1961 ; Atkinson 1968). 

On the higher hills along the western part and in some other parts both 

inland and along the coast, the Magnesian Limestone is free of drift cover and sedi

mentery limestone soils have developed. These soils are mainly thin, dark brown and 

loamy. The general map of soil type distribution through the County is illustrated in 

figure 2.5. As we can see from the figure, soil type can be a very important basis for 

stratification of the study area (see section 4.5). 
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2.5. CLIMATE 

The climate of County Durham is characterised by its cold winter, late 

spnng, short summer and east winds. Weather patterns are clearly influenced by 

relief and topographic location. This is illustrated in figure 2.6. 

Rainfall is high in the upper parts of Weardale and Teesdale with average of 

1650mm. With decreasing altitude, precipitation declines steadily towards the coast 

until mean totals of approximately 650mm are found over large areas of the Lower 

Tees valley below Darlington (Smith 1970) and in some areas in the north east of the 

County close to the coast (see figure 2.6). Table 2.1 shows the average annual and 

monthly rainfall (mm) and maximum fall in 24 hours over Durham and Hartlepool 

for the period 1951-80. 

Table 2.1 Average Annual and Monthly Rainfall (mm) and 

Maximum Fall in 24 Hours Over the Period 1951-80 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Durham 

Average 58 47 45 39 54 51 54 72 54 52 62 57 

Maximum Fall 29.7 23.9 50.6 32.2 35.2 33.4 43.9 50.3 87.8 39.1 40.2 34.3 

in 24 Hours 

Hartlepool 

Average 52 41 41 35 47 51 53 63 48 50 66 55 

Maximum Fall 29.6 22.1 47.3 21.1 36.3 26.4 41.7 51.8 60.4 47.0 37.1 33.8 

in 24 Hours 

Source : Meteorological Office 1984. 
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Because the cumulative effect of the northerly altitude and the coolness 

of the North Sea, relatively low mean annual temperatures are found in the County 

(Brown 1978). Temperature also relates to relief, in the uplands the greatest differ

ences in maximum temperature as compared with lowlands values appear to occur in 

late spring (Smith 1970). 

When a warm humid air mass passes over the cool North Sea particularly 

in spring, there is a tendency for fog and low cloud on the east coast known as "haa" in 

Scotland and "Sea-fret" further south. Sometimes reaching as far as inland Durham 

and in some years may last for several days (Manley 1952). 

This area is characterised by being more cloudy in winter than in summer 

and more cloudy by day than by night. Table 2.2 gives the percentage frequency by 

month and year for the hours of daylight and darkness for the three cloud ranges 

at Acklington/Boulmer in the north east of England. Figure 2. 7 shows the percent

age frequency of cloud amounts throughout the year at Acklington/Boulmer. These 

figures represent a typical north-east England weather (Meteorological Office 1984 ). 

Appendix A illustrates the daily meteorological observations obtained by Durham 

University Observatory for the years 1984 to 1988. Column 13 of the tables in the 

Appendix represent the cloud amount estimated in oktas (eights of sky) - 0 is com

pletely cloudless and 8 is completely overcast. The meteorological data in Appendix 

A illustrates that there are very few cloudless days throughout the year. 

From the agricultural viewpoint, the incidence of frost and the length of 
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Fig. 2. 6 Average annual rainfall ( mm) in County Durham 
over the period 1941-70 
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Table 2.2 Percentage Frequency of Hours With Total Cloud 

Amount in Selected Ranges at Acklington/Boulmer 

Over the Period 1957 • 16 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Oec I 
0-vlight hours 

15.2 13.7 12.1 12.3 t 1.4 14.1 10.9 12.9 13.2 13.1 16.3 17.8 
24.0 25.1 26.1 28.3 30.0 31.6 28.5 30.7 29.2 27.4 26.6 25.7 
60.7 61.2 61.7 59.4 58.6 54.3 60.5 56.3 57.5 59.6 57.2 56.4 

Hours of darkn- . 
25.4 25.0 24.7 27.8 24.1 22.3 20.4 25.5 27.6 24.4 28.5 30.1 
19.1 , 9.3 19.9 18.9 23.4 27.2 26.7 24.3 20.8 21.7 21.4 21.7 

Year 

13.3 
28.3 
58.5 

25.7 
21 .a 

55.4 55.7 55.4 53.4 52.5 50.6 52.8 50.2 51.8 53.6 50.1 48.1 52.6 



the growing season remain as the most important temperature characteristics (Smith 

1970). Taking the threshold of mean monthly temperature of 6.1 C 0 + as appropriate 

temperature for growth of most plants and applying it to the figures derived from the 

Durham University Observatory, the normal growing season lasts from about 229 days 

in lowlands to five and half months in the uplands (Smith 1970 ; Wong 1973 ; Brown 

1978). Snow cover is affected by relief. The number of days of snow cover normally 

increases inland from the coast, depending on its depth. Also there is a considerable 

variation in snowfall from year to year. For example, in Durham between 1928 and 

1947 the number of snow days varied from 10 to 44 (Smith 1970). 

2.6. AGRICULTURE AND VEGETATION 

The natural vegetation distribution in the area is a product of environmen

tal and organic evolution. The vegetation changes as man affects the environment. 

As clear from figure 2.8, one of the most striking features of the vegetation is the 

sharp contrast between the moorland vegetation communities on the uplands to the 

west and the agriculture to the east of the County. 

Despite the dominance of industry in the Durham economy, the appearance 

of the landscape is to a large extent agricultural (Warwick 1970). The agriculture 

sector is the biggest single employer in the County and the largest user of land. As 

seen in figure 2.8, most of this agricultural land lies in the east of the County. It can 

be seen from the image that the type of farming varies from the east to the west and 

this could be attributed to 

- soil types, 
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- topography, 

- climatic conditions. 

Accordingly, the types of farming pursued in the County may be summarised In 

relation to three main regions (Warwick 1970):-

1. the East Region, 

2. the Central Region,and 

3. the West Region or the Dales. 

As we move from the East to the dales , 

- the agricultural intensity declines, 

- the size of the fields decreases to small parcels, and 

- less land is devoted to the production of arable crops. 

The east region contains the majority of land farmed on an intensive mixed 

pattern of cereals, potatoes, oil seed rape, milk and beef. The arable farms are 

concentrated mainly on the eastern dip slope of the Permian escarpment. 

The central reg10n extends to the westward as far as Staindrop where 

rainfall becomes a limiting factor (see figure 2.6) and this is as far as the corn belt 

extends. The conditions of soil and climate make this area suitable for the production 

of potatoes. This region is also important for grass with considerable investment in 

dairying and stock rearing. 

The lowland area is mainly under grass dairying and stock rearing being 

the main farming practices. This area is characterized by small field sizes. In the 

early 20th century the only way to attract labour from the land to the expanding 
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mines was to offer land in the form of small holdings, and this has given rise to the 

pattern of small farms (Warwick 1970). 

In the Durham Dales most of the upland areas are open commons, although 

not all open moorland is common*. However, much open land is held freehold and 

is nrivately grazed by the owner occupier or tenant (Warwick 1970). The grazing of 

sheep on the hills is typical of this area. The environmental constraints in the west 

of the County mean that there are very real limits to farming practices. 

The main arable crops farmed in the eastern area include cereals, potatoes, 

and oil seed rape. The arable farms produce wheat, barley, oil seed rape, and potatoes. 

These farms are concentrated mainly in the eastern and central regions of the County. 

Given the importance of these crops in to region's as well as country's agricultural 

economy, this study will investigate the use of Landsat-TM and ground data for their 

area estimation. 

Field size is an important guide to the agricultural practices in the County 

and the area is characterised by the decreasing field sizes towards the west. Small 

fields and high attitude in the west make this area poor for arable farming. The 

majority of farmers in this region usually use the land for grazing with most of the 

land devoted to grass cultivation. 

* The common lands are those subject to common rights. In English common law 
the common right is '' a right, which one or more persons may have to take or use 
some portion of that which another man's soil naturally produces" (Campbell 1971 ). 
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Agricultural Change 

The main changes in the agricultural pattern in the area over the last few 

years are illustrated in table 2.3. There has been over the last 10 to 15 years, a polar

isation between the arable farming in the east and the livestock farming in the west, 

each specialising more in their own sector. Arable farming has been revolutionised by 

technical developments such as the substantial shift to autumn sown crops. Because 

of modern fungicides and weedkillers it is now possible to plant wheat or barley in the 

autumn when the soil is dry. Pre-emergent spraying prevents weeds and fungicides 

stop mildew, which together help the crop through the winter. Such crops may grow 

to the 2nd or 3rd leaf stage by autumn and then lie dormant until spring when they 

grow well with split dressings of nitrogen. These techniques have doubled yields and 

resulted in earlier harvests. Winter barley can now be harvested by mid July, while 

spring barley is harvested in September. 

Plant breeding has also been important, especially the development of 

dwarf wheat. This strain was mainly responsible for the increase in area planted 

by wheat. As illustrated in table 2.3 the area devoted to wheat has increased from 

3,600 ha in 1977 to 13,500 in 1985. It also has a better price per ton than barley. 

Also the area of malting barley was reduced in Durham because of the climate. The 

increased area devoted to wheat has resulted in the reduction of the area cultivated 

by other crops such as root crops. Table 2.3a illustrates that the hectarage of root 

crops diminished because it became less attractive to the farmers due to the labour 

intensity of its production. 
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Fig. 2.8 

Landsat False Colour Composite of County Durham 

Bands 3(0.63 - 0.69 J.Lm) 4(0.76- 0.90 J.Lm) 5(1.55 - 1.75 J.Lm) 
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Table 2.3. Agricultural Change in County Durham. 
a. Agricultural Area (ha) 

Crop Type 1977 1985 %Change 

Wheat ................ 3,600 13,500 +277 

Barley ............... 28,300 20,700 -27 

Oilseed Rape ...... 7 3,900 +55,641 

Horticulture ...... 288 245 -15 

Beans ................ 32 94 +291 

Other Stockfeed .. 105 974 +928 

Turnips/swedes .. 1,186 536 -55 

Beet /Mangold .... 500 177 -64 

Bare fallow ........ 524 214 -60 

Woodland ........... 1,672 2,026 +21 

b. Type of Farm 

Farm Type 1977 1985 %Change 

Specialist dairy 230 184 -20 

Mainly dairy ..... 156 127 -19 

Cattle ............. 169 107 -37 

Sheep .............. 51 87 +71 

Cattle & sheep 349 352 +1 

Poultry ............ 19 17 -11 

Pigs & poultry 40 33 -17 

Cereals ............ 61 89 +46 

General cropping 117 95 -19 

Vegetables ......... 4 3 -15 

Fruit .............. 0 1 

Horticulture .... 27 13 -52 

Mixed .............. 77 51 -34 

Part-time ......... 1128 1055 -6 

Source: MAFF 1977, 1985. 
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Table 2.3a also shows that the area devoted to oilseed rape has increased 

dramatically since 1977. This is in part due to EC subsidies and is also because it 

is a useful crop to rest the soil. It takes out different nutrients from the soil and 

has a different root structure. It is a very good lead crop for wheat which makes 

wheat-wheat-barley-rape a common rotation practice in the region. Rape also can be 

mechanised using the same combine machinery as cereals. The crop is often preferred 

to root crops such as turnips and swedes whose production is very labour intensive. 

The area of oilseed rape is going to be reduced following the introduction 

of new regulations by the CAP (Common Agricultural Policy) of the EC. Uncertainty 

over the level of subsidy prices following the introduction of a strengthened maximum 

guaranteed quantity system, together with the changeover to "double-low" varieties 

combined to discourage producers from planting the oilseed rape on the scale of the 

previous few years. For instance, reduced EC production of oilseed rape meant that 

a cut of 7.65 per cent was imposed in 1988 resulting in a price increase of 2.35 per 

cent compared with 1987 where a cut of 10 per cent was imposed (MAFF 1989). 

The physical nature of the western region of the County makes it more 

appropriate for livestock fanning. A new sheep breed called "mule" was mainly 

developed in this area. Farmers come from all over England to buy this mule sheep 

because of its breeding advantages and qualities. This is one of the factors that has 

led to the increase in the sheep farming by 71 per cent over the period from 1977 to 

1985 (see table 2.3b). 
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2.7. SUMMARY AND CONCLUSION 

The land use of the County may be seen as a response to its physical 

characteristics described in this chapter. This section outlines the main reasons for 

its choice as the study area. Following the brief outline of the physical context of the 

County, reasons for choosing the study area as the research site include the following: 

- The Durham County represents a typical British and European agricultural 

area as :-

i. it represents a mixture of different agricultural practices 

ii. it is characterized by small field sizes. 

iii. it is a good example of the north European weather which characterised by 

cloud cover and regular rainfall throughout the year. 

These characteristics make the County an appropriate region in which to test the fea

sibility of applying Landsat-TM for crop area estimation under European conditions. 

- The location of the area in which the University is located, aided a compre

hensive fieldwork programme. 

- The region contains a good number of big farms which keep records of all the 

previous farming practices. A notable example being Houghall Farm which is owned 

by the Agricultural College and located just out of Durham City adjacent to the 

University. This farm among others was very helpful in checking the the accuracy of 

the information gathered or classified (see chapter 5). 

- The farmers of the area are familiar with many researchers coming from the 

University studying different topics. 
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- The long experience of the Department of Geography with the area and its 

farmers. 

- The availability of cloud-free Landsat-TM data for the study area. 
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3.1. INTRODUCTION 

As stated in chapter one, the aim of this research is to develop a meth

ods for estimating the crop type area in County Durham from the combined use of 

satellite imagery and field data. The most useful source of satellite imagery is derived 

from a multispectral sensor producing digital data for a large geographic area. A field 

data set was obtained by conducting a land cover survey using a stratified random 

sampling strategy. In order to understand the relationship between the digital num

bers of the satellite image and the land use on the ground, and to select the optimum 

temporal, spectral and spatial parameters, the data sets were supplemented by other 

data sources such as aerial photography and Ordnance Survey Maps. These data 

sources are introduced and described in the context of this research. 

3.2. FIELD SURVEY 

The field data were obtained by conducting a field survey which took place 

between May and September 1988. Chapter four outlines in detail the methodology 

of field data collection, however, a stratified random sampling approach was applied 

in the study in order to collect the field data. 

In remote sensing studies, field data is commonly used for the following 

purposes (Short 1982): 

i. for selecting the training data sets for areas of known characteristics in supervised 

classification of digital data, 

ii. for the interpretation of classes produced by unsupervised classification of satellite 
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data, and 

iii. for the assessment of the classification accuracy (see chapter 5). 

In this study the principal reason for conducting a field survey was to produce esti

mates of crop type area using both the field and satellite data in a hybrid fashion. 

Also, the field data were important for selecting accurate training data for crops and 

land use. An assessment of the Landsat data classification accuracy was achieved by 

using the field data. 

The study area was divided into five strata according to the criteria de

scribed in section 4.6. As stratified random sample was taken of approximately 3.1% 

of the study area in order to obtain field estimate of the agricultural crops on a sample 

unit basis. In the sampling process, the required number of units were selected at 

random from all the units of each stratum. The number of the SU's ranged from 7 

to 11 in each stratum, and a total of 44 sample units were eventually selected. 

Section 4. 7 describes in detail the main steps which were taken before the 

carrying out the fieldwork. However, these steps included :-

- the design of an appropriate land-cover classification system for the study area, 

- an understanding the agronomic nature of the crops being studied ,and 

- the design of a questionnaire and annotation key to be used in the fieldwork. 

Before visiting the field, the sample units were allocated on a map base, that is 

the exact location of a sample unit was translated into latitudinal and longitudinal 

coordinates. Then each unit was transferred from the Ordnance Survey (OS) maps 

to the aerial photograph (AP). 
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Once the sample units (SUs) were allocated a visit to the field took place. 

During the fieldwork period 44 sample units each l.Okm2 were visited. The question

naire used in the field survey is listed in section 4. 7.4. It contains three parts. The 

first section documents the physical characteristics of the sample units such as the 

topographic shape of the area, the amount of natural vegetation and soil colour. An 

annotation key is included in the second part of the questionnaire and the third part 

includes an aerial photography of the sample unit with an overlay in order to mark 

each cover type as well as any recent changes in the field boundaries. A brief discus

sion of the aerial photography-tracing technique to mark the land-cover type classes, 

will be presented in the subsequent section. Precise details about the methodology 

are presented in chapter four. 

All the physical data were carefully checked and recorded in the question

naire. Any recent changes found were marked on the overlays. Every farmer who 

owns a field in the sample unit was interviewed and asked for land use information 

for the year 1985. Many problems arose during these interviews, particularly the 

uncertainty from the farmers about the crops growing in their fields in 1985. Some 

fanners have no written records about their farms and so must rely upon a recollection 

of the previous three years. In the cases of those who implemented a crop rotation 

scheme on their farms it was easier for them to remember the crop types than those 

farmers who do not practice crop rotation. 

Since 1971, when the aerial photographs were taken, some changes in the 

field boundaries have occurred. As mentioned earlier, this problem was addressed by 
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recording any changes in the field boundaries at the time of sample unit inventory. 

Also, any other major changes were recorded when they existed. In some sample 

units there were some fields belonging to a farm located few miles away. As will be 

explained in chapter four, this problem increased the time devoted to the inventory 

of that particular sample unit. 

Once the field visit was completed the area of each land-cover was measured 

m the laboratory. Following this, the statistical analysis was applied in order to 

produce the crop type area estimate on a stratum by stratum basis. The results were 

then aggregated to obtain an estimate on the County basis. 

3.3. AERIAL PHOTOGRAPHY 

Aerial photography (AP) was the first method of remote sensing, which 

began as early as the 1880s when the first air photo was taken the Arc de Triomphe 

and the Place de l'Etoile in Paris using a plate camera by F. Nadir from a hot

air balloon. Even today in spite of the developments in satellite remote sensing, 

aerial photography still remains the most widely used type of remotely sensed data 

because of its availability, economy, synoptic viewpoint, time freezing ability, spatial 

resolution (Curran 1985). Additional advantages of aerial photography are the use of 

stereo pairs which adds another dimension to the coverage (Lo 1986), and a greater 

geometric fidelity. 

APs have been widely used in agricultural studies for crop identification 

and crop diseases (Myers 1983). When combined with the satellite imagery they 
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give a higher accuracy than satellite data alone. Most of the major agricultural re

mote sensing programmes used aerial photography to supplement ground data where 

fieldwork was not possible. 

In remote sensmg, aerial photography has two mam roles; cartography 

and reconnaissance (Colwell 1983). In this research, APs were used for the following 

tasks:-

- to transfer the sample units from the Ordnance Survey maps to the ground 

accurately, and 

- to measure the area of each land cover type, and to assist in field mapping. 

The most recent aerial photography available for the study area was taken 

by the B. K. S. Surveys in 1971 at a 1:10,000 scale. These were the only APs which 

covered the whole County. Despite their age, they were of a good quality and provided 

the basis for field work planning and implementation. 

Prior to each field visit a map of the sample unit was drawn by usmg 

an overlay on the aerial photograph. Because of the good quality of the AP, the 

boundaries between fields were sharply defined and could be mapped accurately. The 

majority of these boundaries have not changed significantly since 1971. The author 

was aware of these changes as well as other changes resulting from deforestation or 

the opencast mining. Figure 3.1 shows how the overlays were produced. Although 

great care was taken in this exercise it is impossible to accurately place a line on a 

map where in reality there is no exact boundary, but rather a transition. Chapter 

four 
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Figure 3.1 

Example of the Aerial Photography Used in the Study 

Scale 1:10,000 (reduced for inclusion here) 

Source : B.K.S Surveys 
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describes the technique by which APs were used to allocate the sample units in the 

field and to estimate the area of each land-cover type in the sampling unit. 

3.4. Ordnance Survey Maps 

The map data used for this research was the 1:50,000 second series Ord

nance Survey (OS) maps dated 1976. The study area is covered by sheet maps number 

87, 88, 92 and 93. These maps contain 2cm2 cells which represent the British National 

Grid 1km2 

The OS maps were used to design the sampling frame for the study area. 

Since the size of the sampling units was determined as 1 km2 (see section 4.4), the 

National Grid on OS maps provided convenient units for the sampling frame. This is 

shown by figure 3.2. 

For the areas with no aerial photography coverage 1:25,000 OS maps were 

used as field boundaries are clearly shown on these maps (see figure 3.3). Only two 

sample units had no aerial photographic coverage because the area had not been 

covered by the 1971 B.K.S aerial survey. 
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Figure 3.2 

A Part Of 1:50,000 OS Map Sheet No. 93, Showing Some of t he 

Sample Units Distribution. 
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Figure 3.3 

A Part of 1:25,000 OS Map Sheet No. y 82/92 

Showing Field Boundaries 

Source Ordnance Survey (1981 ). 
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3.5. LANDSAT SATELLITE DATA 

3.5.1. Introduction. 

Section 3.5.2 will outline the source of the satellite data used for this study. 

The subsequent sections will give a brief description of the Landsat series and illus

trates the Landsat data types in general. Since the Landsat-5 Thematic Mapper data 

were used in this research, section 3.5.4 will describe in detail the nature of the data 

and compare between TM and other Landsat data types. Also, the main reasons 

behind choosing Landsat-TM for this project will be discussed. 

3.5.2. Data Set 

Single date Landsat-5 TM data acquired on 31 May 1985 were used. The 

path/row annotation of these data is 203/22 (see figure 3.4). The data were acquired 

from EOSAT in a digital form stored stored on Computer Compatible Tapes (CCTs). 

Also the data were used in a photographic form as an enhanced false colour composite 

(EFCC) hard print. 

The EFCC image was obtained by assigning Thematic Mapper (TM) bands 

3(0.63- 0.69 tLm), 4(0.79- 0.90 fLm) and 5(1.55- 1.75 fLm) to the blue, red and green 

( see figure 2.8). The term false is used because the wavelength of the bands used 

do not exactly correspond to the colours by which they are displayed. As will be 

discussed in chapter 4 and 5, the EFCC can provide a valuable information on the 

land cover in a hard copy form. This was an important source for sampling frame 

design. It also was helpful in choosing the training sites and testing the classification 

accuracy. 
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Figure 3.4 

Ground Coverage of TM Scenes for U.K. (NRSC) 
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3.5.3. Landsat Series 

Landsat series satellites have provided valuable geographical data from 

sensors giving high resolution images and repetitive coverage of the globe. The Earth 

Resources Technology Satellite (ERTS) was the first name for the programme. In 

1975, the ERTS programme was renamed as Landsat. The Landsat was operated by 

NOAA until September 1985, when the programme was sold to the Earth Observation 

Satellite (EOSAT) company. The Landsat series has two main generations. 

First Generation 

This generation included Landsat-1, 2, and 3. On July 23rd 1972, Landsat-

1 was launched by a Thor-Delta rocket, and operated until January 1978. Landsat-

1 was a modified Nimbus weather satellite. On January, 22, 1975, Landsat-2 has 

launched. The Landsat program was continued by the launch of Landsat-3 on March,5, 1978. 

The first generation of Landsat carried two types of sensors:-

( a) Return Beam Vidicon (RBV), and 

(b) Multispectral Scanner System (MSS). 

(a) Return Beam Vidicon (RBV) 

Return Beam Vidicon (RBV) television cameras were carried on Lanclsat-

1, and 2. On Lanclsat-1 and 2 three RBV cameras used, while only two were carried 

by Lanclsat3. RBV sensor had the following spectral bands:-

Band one 0.480 - 0.580 J-Ll11 (green) 

Band two 0.580 - 0.680 J-Llll (reel) 

Band three 0. 690 - 0. 830 J-Llll (reflected infrared). 
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The RBV on Landsat-1 and 2 was not successfully operated. It was turned 

off in August 1972 due to some power problems. RBV operated for only 45 hours. 

The images produced by RBV covered an area of 185 km by 185 km and had a ground 

resolution of 80m. 

(b) Multispectral Scanner System (MSS) 

The MSS was carried by Landsat-1, 2, and 3. The image produced by MSS 

has a 79m ground resolution and covers a ground area of 185 km by 185 km. The 

MSS is capable of imaging the earth's surface in four spectral bands simultaneously 

through a single optical system (see table 3.1) There are six detectors for each band 

so that altogether 24 detectors are used for MSS (Slater 1980). Each one of these 

detectors converts the recorded radiance into a continuous electrical signal which is 

then sampled at fixed time intervals and converted to a 6 bit number (0-64) which 

either recorded onto a magnetic tape or transmitted down to the earth. The MSS 

has successfully operated for 7,462 hours on Landsat-1. It was also the main sensor 

carried on Landsats-1, 2 and 3. 

Landsat-3 was launched on March,5,1978, with two main improvements in 

its design. First, a thermal band (10.40-12.60JLm) was added to the MSS system. 

This band failed shortly after launch as a result of technical problems. The second 

main change in the design of Landsat-3 was an improvement of the spatial resolution 

of the RBV system. This was achieved by introduction of two-camera broad-band, 

rather than multispectral system. 
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When Landsat was launched in 1972, there were only three ground receiv

ing stations in the USA and one in Canada. The first generation of Landsat satellites 

transmitted their data through the nearest ground receiving station. If there was no 

receiving station nearby, data were stored on magnetic tapes to be played-back to a 

receiving station. 

Second Generation 

Landsat-4, the first of the new generation of Landsat satellites, was launched 

on 16, July, 1982. On first of March 1984, Landsat-5 was successfully launched. It 

has the same orbital parameters as Landsat-4 and is 8 days behind Landsat-4 in its 

orbital path. These satellites enabled the collection of images of each area on the 

Earth's surface once every 16 days compared to the 18 day cycle of Landsat-1, 2 and 

3. Landsats 4 and 5 carry same sensors as the first generation, apart from three main 

differences: 

i) The pixel size of the MSS sensor in the first generation was 79m by 79m but in the 

second generation it was changed to be 80m by 80m. 

ii) The MSS band numbers have renamed 1,2,3 and 4 instead of 4,5,6 and 7 , and 

iii) The major difference was the introduction of a new sensor called the Thematic 

Mapper (TM), giving an increased coverage of spectral bands between 0.45 and 12 .. 5 

{tm , that is from the visible to the thermal infrared. 
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Table 3.1 

MSS Spectral Bands and Principal Application. 

Band Band Band Width Application 

No.* Name J.Lm 

4 green 0.50- 0.60 Emphasise the movement of sediment laden water and 

aided delineation of shoals and reefs in shallow 

water. 

5 red 0.60- 0.70 Emphasised cultural features including urban areas 

6 Near 0. 70 - 0.80 Emphasised vegetation and the boundaries between 

Infrared landforms, land and water. 

7 Near 0.80 - 1.10 Provide the best penetration of atmospheric haze 

Infrared and emphasise the same features as band 6. 

* The band numbers were renamed to 1,2,3 and 4 on Landsats 4 and 5. 

As mentioned earlier, all first generation of Landsat satellites had tape 

recorders to record the data they collected. The second generation Landsat satellites 

have also carried tape recorders, but when out of range of a receiving station it 

has been possible to transmit the data to a receiving station in White Sands, New 

Mexico via a US communication satellite called the Tracking and Data Relay Satellite 

(TDRS) (NASA 1982c). Figure 3.5 shows the world location of Landsat satellites 

ground receiving stations. 

The Landsat-4 and Landsat-5 systems provide image data of significantly 

better geometric fidelity than were obtained from first generation Landsat missions(Welch 

et al1985) primarily because the introduction of the TM sensor. The greater informa-
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tion content in both spatial and spectral dimensions provides the basis for improve

ments in monitoring and evaluating agricultural resources. Section 3.5.4 describes in 

detail the nature of the TM data and its application to agriculture. It also shows the 

advantages of TM data over MSS data. 

3.5.4. THEMATIC MAPPER 

The Thematic Mapper (TM) is a scanning optical sensor operating in the 

visible and short wave infrared parts in the electromagnetic spectrum (see table 3.2). 

The TM sensor was in part designed to maximise vegetation sensing capabilities for 

agricultural applications. Several authors including Barker (1983) , Beyer (1983) 

, Anuta et al (1984), Barker (1985) and Townshend et al (1988) provide detailed 

descriptions of the Thematic Mapper data. Table 3.2 illustrates the Thematic Mapper 

spectral bands and their applications. Figures 3.6 to 3.11 represent a 512 x 512 pixel 

subscene of TM bands 1, 2, 3, 4, 5 and 7 showing Durham City and the River Wear. 

The main improvements in TM over MSS include two additional spectral 

bands, increased sensor radiometric performance, and increased spatial resolution. 

The significant improvement associated with the TM's spectral resolution was the 

introduction of two short wave infrared bands, i.e. band 5 (1.55 - 1.75 JL m) and 

band 7 (2.08 - 2.35 J.Lm). The spatial resolution of TM as measured by IFOV is 

30m compared with the corresponding value of 79m for the MSS. The radiometric 

sensitivity of MSS is 6-bits, so that observed data are quantised onto 64 levels ranging 

from O(black) to 63(white). For TM, the digital data are quantised on an 8-bit (0-255) 

scale before transmission. Table 3.3 summarises the main differences between MSS 
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and TM data. 

Detailed studies of Landsat-TM data quality were conducted by a number 

of authors (Barker 1983 ; Beyer 1983 ; Bizzel and Prior 1983 ; MacDonald et al1983; 

Quattrochi 1983 ; Sandousski et al 1983 ; Anuta et al 1984 and Townshend et al 

1988). TM data were found to be significantly better than MSS data for specific 

applications by all these investigators. For example, agricultural crop classification 

accuracy was increased by using Landsat TM compared with MSS. Quattrochi (1983) 

compared agricultural crop classification accuracy derived from a multitemporal MSS 

data set with a single date TM scene. He found that single date TM results improved 

classificatio~1 accuracy by 17% over the equivalent multitemporal MSS data. 

The usefulness of the additional two short wave infrared SWIR TM bands 

(band 5 and 7) for the agricultural application was studied. MacDonald (1983) carried 

out a classification of soybeans using TM data, both with and without the SWIR 

bands. They have found that the classification accuracy of soybeans increased by 25% 

when TM bands 5 and 7 were used ( MacDonald et al1983 ). Bizzell and Prior (1983) 

have found that the best bands for the separability of agricultural classes always 

included at least one band from the visible, NIR and SWIR region. They reported 

that when no SWIR band was used in the classification, the overall performance was 

significantly degraded (Bizzell and Prior 1983). 

In summary, the increased number of spectral bands and the improved 

quantisation capabilities afforded by the TM sensor design have led to a significant 

improvement in classification accuracies attainable relative to MSS. As a result of 
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these improvements, TM data can be extremely valuable for crop type and area 

proportion estimation, and agricultural land use surveys. 
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Table 3.2. TM Spectral Bands and Their Applications 

Band No. Band Width f-Lm Application 

1 blue-green 0.45 - 0.52 -Designed for water body penetration, making it 

useful for coastal water mapping. Also useful for 

differentiation of soil from vegetation, and dec-

iduous from conferous flora. 

2 green 0.52 - 0.60 -To measure visible green reflectance peak of veg-

etation for vigor assessment. Ratio 2/4 limonitic 

rock mapping and for redness on desert sand. 

3 red 0.63- 0.69 -A chlorophyll absorption band, important for veg-

etation discrimination. Ratio 3/4 geobotanical 

relationships. Lithological separation (iron rich 

rocks) and structural studies. 

4 Near 0.79- 0.90 -Useful for determining biomass content and for del 

Infrared ineation of water bodies. Reconnaissance mapping 

and geobotanical studies. 

5 Short wave 1.55 - 1. 75 -Foliar moisture. Lithological mapping, bedrock/ 

Infrared drift separation. Soil moisture mapping. Ratio 

4/5 separates hydrous and iron rich rocks, ratio 

5/7 for clay mineral differentiation. 

6 Thermal 10.4- 12.5 -Use for vegetation stress analysis and evapotran-

spiration.Soil moisture discrimination and thermal 

mapping of.sediments. Ground water studies, topo-

graphic mapping and extraction of sub-surface an-

omalies. Bathymetry of lakes and discrimination 

of silicious rich rock. 

7 Short wave 2.08 - 2.35 -Designed for discriminating rock types and for 

Infrared hydrothermal mapping. 

Source: Townshend et al (1988) and Freden & Gordon (1983) 
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Figure (3 .6) TM Band 1 (0 .45 - 0.52 !-LID) 

Figure (3 .7) T M Band 2 (0. 52 - 0.60 !-LID) 
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Figure (3.8) TM Band 3 (0.63 - 0.69 JLm) 

Figure (3.9) TM Band 4 (0. 79 - 0.90 JLm) 
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Figure (3.10) TM Band 5 (1.55 - 1. 75 fLID) 

Figure (3.11) TM Band 7 (2.08 - 2.35 fLID) 



The increased spatial resolution of TM sensor over MSS makes it more 

appropriate to survey agricultural areas with small field sizes such as those in Europe 

and U.K. The poor spatial resolution of Landsat MSS has tended to generalise digital 

records particularly where fields are smaller than the pixel size. 

Table 3.3 

Comparison between MSS and TM. 

MSS TM 

-Carried on Landsat 1,2,3,4 and 5 -Carried on Landsat 4 and 5 only 

-4 spectral bands in visible and -6 bands in visible and short wave 

and near infrared infrared and one band in thermal infrared 

-79m spatial resolution (IFOV) -30m spatial resolution for all bands except 

thermal infrared band which has 120m IFOV 

-Has 6 detectors -It 16 detectors except band 6 with only 4 

- it is active only in the forward -Scans in both directions ( forward and 

scan motion of the mirror· backwards ) . 

-Has 64 gray levels -Has increased radiometric sensitivity with 

increased grey level range to 256. 
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3.5.4. FACTORS INFLUENCING REFLECTANCE MEASUREMENTS 

OF AGRICULTURAL CROPS 

In recent years considerable progress has been made towards the use of 

remote sensing technology to estimate crop acreage and predict yield. One of the 

main problems facing the application of this technology in the agricultural field is the 

deviation of a crop from its expected spectral reflectance. This deviation is mainly 

due to the influences of environmental and cultural factors. A considerable number 

of studies have investigated these problems (Suits 1972; Colwell 1974; Dugg 1977; 

Kollenkark et al1981a; Kollenkark et al1981b; Bauer et al1981; Walburg et al1981; 

Kollenkark et al 1982; Crist 1982; Daughtry et al 1982; Curran 1983; Asrar et al 

1985; Lord and Desjardins 1985; Shibayama and Wiegand 1985; Ranson et al1985; 

and others). 

All these studies have shown that the spectral reflectance of crops is influ

Pnced by many factors including:-

( a) Environmental Influences include:

i) solar angle 

ii) clouds 

iii) winds 

iv) haze 

v) soil moisture 

vi) diseases and pests 

vii) canopy geometry 
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(b) Cultural Practices which include:

viii) date of planting 

ix) row spacing and direction 

x) time of irrigation 

xi) fertilization 

xii) crop variety 

xiii) plant population 

Reflected radiation received at a satellite sensor has passed twice through 

the atmosphere, once on its journey from the sun to the surface of the Earth and 

once after being reflected by the surface of the Earth back to the sensor (Mather 

1987). Electromagnetic radiation is absorbed and scattered by atmospheric gases, 

water vapours , haze, dusts, and industrial smokes. These atmospheric factors reduce 

the amount of radiation received by the sensor from the object being sensed, and 

hence affect the image quality. This is shown in figure 3.12. As a result of the 

atmospheric effects, the radiation reflected by the tree is scattered to point S1, so it 

is sensed by the sensor as if it is coming from the grazing hill. Also, the atmosphere 

has scattered the radiation coming from the sun at point S2, which is sensed by the 

sensor as it comes from the grazing hill too as shown in figure 3.12, in both cases the 

radiance appears as if it was reflected from one object (grazing hill), but in fact the 

radiance was reflected by two different objects on the ground (Mather 1987). These 

effects cause an atmospheric distortions to the quality of the satellite data. This in 

turn affects the classification accuracy of the data. 
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Because of these distortions, atmospheric correction of Landsat data might 

be necessary; this will be discussed in chapter 5. Haze had a minor effect on the 

Landsat-TM data used in this study. Fortunately, its effect was only on a small part 

of the study area as it is shown in figure 2.8. 
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Figure 3.12 The Mechanism of the atmospheric effects 
on the signal received by Satellite mounted sensor 

Sun landsat Sacellice 

Earrh•s Surface 

Source: Modified from Macher ( 1987) 
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In his study on the effects of cultural practices on the spectral reflectance 

of soybeans and corn, Crist (1982) concluded that both nitrogen fertilization and de

creased row spacing tend to raise the peak green reflectance value of corn, while early 

or late planting and decreased planting density tend to lower the peak soybean green 

reflectance value. Kollenkark et al (1981b) have carried out a study on the effects of 

different cultural practices on the spectral reflectance of soybeans. They indicated 

that several cultural practices cause differences in soil cover, LAI, and biomass, which 

in turn were manifest as spectral reflectance characteristics of soybean canopies. Wal-

burg et al ( 1981) studied the effects of different nitrogen level treatments on spectral 

reflectance of corn canopies. They showed that agronomic changes in canopies caused 

by different levels of nitrogen treatment resulted in detectable reflectance variations. 

They indicated that reduced leaf area, biomass, and soil cover lowered chlorophyll 

content and decreased plant height were among the effects seen in nitrogen-deprived 

canopies as canopy reflectance variations (Walburg et al1981 ). 

The effects of cultural and environmental factors on the reflectance of the 

spring wheat were investigated by LACIE (Bauer et al 1981a). The main factors 

studied were 'soil moisture, planting date, nitrogen fertilization and cultivar (crop 

species). Figure 3.13 illustrates the relationships between these factors and the spec

tral reflectance of spring wheat. The amount of fertilization affects the greenness 

and brightness of the plant and in turn influence its spectral reflectance. Bauer et al 

(1981a) found that the effect of nitrogen fertilization and soil moisture on the crop 

growth and spectral response were significant. They indicated that the plant date 

and cultivar also influence the spectral response of spring wheat (Bauer et al1981a). 
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To utilise remote sensing data effectively, it is necessary to understand the 

effects of the interactions between solar illumination and crop canopy. Numerous 

field studies have investigated the effects of changing sun angle on vegetation canopy 

reflectance (Suits 1972; Colwell 1974 ; Kollenkark et al1981a; Kollenkark et al1982; 

Daughtry et al 1982; Kimes 1983; Ranson et al 1985; Shibayama 1985 ). Many of 

these studies have found that the measured reflectance factor of plant canopies is a 

function of plant geometry, sun angle and view angle. The effects of these factors 

differ from the canopies with no horizontal spatial variation to those with horizontal 

variation. 

Most of the research studies in this field have concluded that the row direc

tion has a significant influence on the reflectance of agricultural crops. Suits (1972) 

has concluded that the reflectance factor increases as the sun elevation increases. This 

occurred as a result of the changes in the amount of shadow within the canopy. 

The influence of the row direction upon reflctance depends upon wave

length. Many of the studies conducted on this subject have shown that significant 

increases in the near infrared can occur with decreasing sun elevations (Duggin et 

al1977; Kollenkark et al1981a). By using both red (0.6-0.7J.Lm) and near-infrared 

(0.8 - 1.1J.Lm) wavebands for investigating the effects of solar illumination angle on 

soybean canopy reflectance, Kollenkark et al (1982) reported large relative changes 

in reflectance from the 0.6 - 0. 7 J.Lm wavelength band as a function of solar zenith 

and azimuth angles, while only small relative changes were evident in the 0.8-1.10J.Lm 

band. These effects are illustrated in figure 3.14. 
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Figure 3.13 

Effects of cultural factors on the spectral reflectance of 

spring wheat, a) previous crop b) planting date 

c) nitrogen fertilization d) cultivar 
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Figure 3.1·1 

Changes in the reflectance factor in red band (0.60-0. iOfJ. m) 

and the infrared banfl ( 0.80-l.lOfl m) plotted against the 

difference between solar and row azimuth. Row azimuth=l80° 
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Figure 3.15 

Reflectance factor in the red wavelength region (0.60 - 0. 70J.L m) 

for three row directions over time on August 12, 1979. 
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Reflectance has also been found to be dependent not only on the row 

direction but also on the time of the day. Kollenkark et al (1981a) have found that 

the highest reflectance values were obtained when the sun was shining down the rows 

lighting the soil surface and thus giving high reflectance values, and the lowest was 

recorded when the soil was shaded. The effect of sun-row azimuth interactions is 

illustrated in figure 3.15 (Kollenkark, et al1981a). 

There is a relationship between Leaf Area Index (LAI) and the reflectance 

factor of the vegetation canopies in all spectral bands. It is important to study this 

relationship under different sun and view angles. Ranson et al (1985) studied the 

effects of this relationship for corn canopies at different stages of development. They 

found that for nadir-view angles there was a strong effect of solar zenith angle on 

reflectance in all spectral bands for canopies with low LAI, and with high LAI, the 

effect of sun angle was small. They further concluded that, for canopies with low LAI, 

as view zenith angle increased, reflectance decreased for both visible and short wave 

infrared bands, while for higher LAI reflectance factor in the same bands increased 

as view zenith angle increased (Ranson et al 1985). This shows the significance of 

sun-view angle effects on the reflectance of vegetation canopies. 

To study the effects of row direction, row width, and solar azimuth and 

zenith angles, Kollenkark et al (1981a) measured reflectance for soybeans over 11 

plots with different row directions. They obtained three measurement dates over 

three development stages with 65, 78, and 94 percent soil cover for most of the plots 

used in the study. They concluded that when the reflectance factor was measured at 
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nadir over all the plots, the effect between 20 and 60 degrees of solar angles was found 

to be non-significant as illustrated in figure 3.16. The results indicated that the near 

infrared reflectance factor and greenness function were not as sensitive to changes in 

solar illumination angle in the row crop canopy observed as the visible region and 

near infrared/red reflectance ratio. The study further concluded that changes in the 

canopy shadowing may be a significant factor, particularly in the visible wavelength 

region, influencing the spectral reflectance of crop canopies (Kollenkark et al1981 b). 

This illustrates that the row direction, row width and solar azimuth have a significant 

influence on the reflectance factor of the vegetation canopy. 

Wind is another important environmental factor which affects the spectral 

reflectance characteristics of the crop canopy. This factor must be studied if the 

remotely sensed data are to be used effectively. The effects of winds on the canopy 

geometry is represented by its influence on the orientation of plant parts. This effect 

varies with the wind speed, vegetation configuration, and wavelength of the spectral 

band used in the reflectance measurement. Strong winds can affect the estimation of 

the crop canopy parameters.This influence largely depends on the spectral band used 

in the reflectance measurements. 
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The relationship between the reflectance factor in the red wavelength 
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3.5.5. SELECTION OF SPECTRAL BANDS 

The optimal choice of bands from the six or seven (including the thermal 

channel) TM bands have been studied by several researchers (Jackson et al1983 ; 

Townshend et al1983 ; Atkinson et al1985). For agricultural land, Townshend et al 

(1983) highlighted TM bands 1, 3, 4, and 5 as the best bands for discriminating the 

agricultural land around New Madrid. These particular bands were selected because 

of the high inter-correlation between bands 1 and 2 and between bands 5 and 7 in 

the test scene. 

Jackson et al (1983) studied the use of TM bands for agriculture and 

woodlands for two subscenes of Arkansas in US. A high correlation was found between 

the visible bands (band 1 and 2) and between the short wave infrared bands (band 

5 and 7). As is clear from table 3.4 for both subscenes, there was strong correlation 

among the three visible bands (Jackson et al1983). These correlations in all cases 

have exceeded 0.9. The table also illustrates the high correlation between band 5 and 

band 7. 

In the UK, Atkinson et al (1985) used six TM bands for discriminating 

different land use classes in the Reading area. For all classes they found that bands 2, 

3, 4, and 5 were the best four bands for separating all classes (Atkinson et all985). As 

is shown in table 3.6 TM bands 2 and 4 provide the most discriminating information 

for agricultural classes. Clearly, there are a number of differences between the various 

analyses. From the difference TM scenes studies an overall trend emerges, namely 

the importance of the near infrared TM band 4 (0. 79 - 0.90JLm), and secondly the 
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importance of at least one band from the short wave infrared (TM5 or TM7) and at 

least one from visible wavelength (TM2 or TM3) (Townshend et al1988). 

Table 3.4 

Correlation Matrices For Landsat-TM 4 

For Arkansas U.S. 

Correlation Matrices for Subscene 1. 

Band 1 2 3 4 5 7 

1 1.00 

2 0.967 1.00 

3 0.953 0.957 1.00 

4 -0.512 -0.4 73 -0.631 1.00 

5 -0.136 0.067 -0.245 0.713 1.00 

7 0.244 0.310 0.166 0.362 0.883 1.00 

Correlation Matrices For Subscene 2. 

Band 1 2 3 4 5 7 

1 1.00 

2 0.950 1.00 

3 0.935 0.904 1.00 

4 -0.148 -0.029 -0.166 1.00 

5 -0.089 0.207 0.088 0.849 1.00 

7 0.253 0.431 0.361 0.592 0.904 1.00 

Source: Jackson et al1983. 
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Table 3.5 

Divergence between classes in New Madrid Subscene 

Class Best Four Bands For Discrimination 

1 2 3 4 5 7 6 

Water X X X X 

Agric. Land X X X X 

Woodland X X X X 

Urban X X X X 

Plume X X X X 

Industry X X X X 

All Classes X X X X 

Source: Atkinson et all985. 
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Class 

Agriculture 

Suburban 

Woodland 

Water 

Table 3.6 

The best TM bands for discrimination between different 

classes in Reading subscene 

Best 2 Bands Best 3 Bands Best 4 Bands 

For Discrimination For Discrimination For Discrimination 

1 2 3 4 5 7 1 2 3 4 5 7 1 2 3 4 5 7 

X X X XX xxxx 
XX X XX XX XX 

XX XXX xxxx 
XX X XX xxxx 

Central Business District XX XX X xxxx 
Total XX X XX xxxx 

Source :- Atikenson et al, 1985. 

Best 5 Bands 

For Discrimination 

1 2 3 4 5 7 

XXX XX 

xxxx X 

xxxx X 

xxxx X 

xxxx X 

XX XXX 



This study used TM bands 2, 3, 4, and 5. The selection of TM2 (0.52 -

0.60 p,m) as the representative visible band has the advantage that this band usu

ally displays the largest dynamic range of the three visible bands. The second rea

son for selecting TM2 rather than TM1 is the high correlation of 0.971 between 

these bands. The correlation matrix for a subscene of the study area is illustrated 

in table 3. 7. The table shows the high correlation between TM1 and TM2 indi

cating that TM1 could be omitted without serious loss of information. For bands 

TM5 and TM7, the same situation is observed, given the high correlation between 

them. TM band 5 was used also because of its high sensitivity to leaf moisture. 

Table 3.7 

Correlation Matrices For Landsat-5 TM 

Subscene of the Study Area. 

Band 1 2 3 4 5 7 

1 1.00 

2 0.971 1.00 

3 0.946 0.949 1.00 

4 -0.489 -0.451 -0.420 1.00 

5 -0.224 0.101 -0.275 0.608 1.00 

7 0.244 0.298 0.179 0.382 0.897 1.00 

In summary, only TM bands 2, 3, 4, and 5 were used in the study despite 

the availability of all seven bands, for the following reasons. 

i. Band 1 is most affected by the atmospheric conditions. (see Figure 3.6). 

ii. The thermal band TM6 was not used because of its coarse spatial resolution. 

m. The high correlation between band TM1 and TM2 and between TM5 and 

TM7. 

IV. These bands have been selected because the large quantities of data and 



time needed to analyse all the seven TM bands. 

v. The cost associated with the purchase and analysis of all TM seven bands is 

significantly higher than a chosen subset of only four bands. 

vi. Previous studies have shown that TM bands 2, 3, 4 and 5 have shown to 

be significant for giving good separability between agricultural classes (Jackson et al 

1983; Atkinson et al1985 ; Townshend et al1988). 
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CHAPTER4 

ESTIMATING CROP AREA USING FIELD DATA 
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4.4. Sample Unit Size. 

4.5. Methods of Sample Selection. 

4.5.1. Simple Random Sampling. 

4.5.2. Systematic Sampling. 

4.5.3. Stratified Sampling. 
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4. 7. Field Data Collection Programme. 
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4.7.2. Land Use and Land Cover Classification System. 

4.7.3. Agronomic Understanding. 

4. 7.4. Field Data Collection Sheet. 

4.7.5. Field Visit. 

4.8. Statistical Methodology. 

4.9. Results and Discussion. 
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4.1. INTRODUCTION 

This chapter outlines the sampling strategy and the statistical methodol

ogy of the field survey which was designed to obtain estimates of crop type areas for 

County Durham. Before describing the overall methodology of the sampling strategy 

developed in this study, it is important to give a brief background on sampling and 

its advantages. 

Why Sampling? 

The main purpose of any sampling procedure is to choose a subset of 

data values which will reproduce the characteristics of the population as closely as 

possible. Sampling rather than total enumeration can be justified on several grounds. 

The following are the main reasons for sampling. 

i. If data are required only at a high level of generalisation, e.g. for the coun

try as a whole or for individual counties, there will be advantages in respect of cost 

effectiveness in collecting only sample data. This will reduce costs and improve the 

accuracy by permitting scarce resources of skilled manpower to be used to better 

advantage. For example, in County Durham the agricultural data are collected by 

postal questionnaire sent to each farmer in the County. This increases the cost asso

ciated with data collection by employing more skilled labour and spending more time 

on feeding these data into the computers. Time and cost could be reduced by using 

sampling surveys to collect agricultural statistics for County Durham. 

ii. By sampling, data can be collected more quickly than through a total enu

meration. This is because only limited areas will be surveyed fully. For instance, in 

this study only 44 km2 were surveyed out of the 1415 km2 of agricultural land in the 
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County. 

m. The surveys which rely on sampling have greater scope and flexibility in the 

type of information that can be obtained. This is because sampling concentrates on 

fewer individuals and, therefore, allows more comprehensive data to be collected. For 

example, the questionnaire used in this study allowed detailed questions to be asked 

and more information to be recorded by visiting each sample unit in the study area. 

iv. Also, sampling can obtain information about a population which is impossi

ble to collect in full, such as in the case of soil and geological studies. 

4.2. THE SAMPLE DESIGN 

The sampling approach implemented for this study was designed to pro

vide a data base which may be used statistically in different ways (Latham et al 

1981 ). The information obtained from the field survey will be manipulated in order 

to produce three crop type area estimates. 

i. The first estimate is based on stratified random sample. 

ii. The second estimate was derived from the classification of a Landsat-TM image 

of the study area. 

iii. The final estimate is obtained by combining the above two estimates by applying 

a hybrid approach. 

This chapter describes the sample design and outlines the statistical method

ology developed to obtain an estimate of the area of each crop based upon a stratified 

random sample. The methodology of using field data by applying a stratified ran-
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dom sampling approach for crop type area estimation is illustrated in figure 4.1. The 

methodological approach for classifying the Landsat-TM data and the tabulation of 

these results will be discussed in chapter five. Chapter six will describe in detail how 

the information obtained by the field survey was utilized in conjunction with Landsat 

TM data in order to imrove the estimation procedure. 

4.3. SAMPLING FRAME 

A land use classification system was designed to suit the study area ( see 

section 4.6.2 ). In this study, the moorlands and urban areas were excluded from the 

main sampling frame. The sampling frame includes only the agricultural land. 

To determine the sampling frame, a 1:50,000 Landsat TM Enhanced False 

Colour Composite (EFCC) print of the study area was used (see chapter 3). The 

1:50,000 OS maps were overlain over the 1:50,000 EFCC print and the sampling 

frame was marked ou the OS maps. This procedure was carried out to determine the 

areas to be included in the frame. The main reason for using the EFCC print of the 

study area, is that it shows sharp contrasts between different land-cover classes such 

as moorlands, urban and agricultural land. 
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Figure 4.1 

The Methodology of Applying a Stratified Random Sampling 
Approach for Crop Type Hectarage Estimates 

Define the study area 

See Chapter Five 
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4.4. SAMPLE UNIT SIZE 

In order to apply any sampling technique, the population must be subdi

vided into smaller units called sampling units which form the basis for the selection 

of the sample. These SU's together comprise the whole of the population. Every 

element of the population must belong to only one SU. In remote sensing studies 

the following considerations must taken into account before determining the size of 

sample units. 

i. The objectives of the survey. 

ii. The spatial resolution of the sensor being used. 

m. The original size of the population from which the samples are to be chosen. 

IV. The different characteristics of the individual units within the population. 

v. The degree of accuracy required, and 

vi. The availability of financial resources. 

The two most important factors which determined the sample unit size in 

this study were the average field size within the study area and the spatial resolution 

(IFOV) of the satellite sensor used. The SU size could not be smaller in area than 

the size of the pixel. According to the above criteria, a pilot study was carried to find 

out whether 0.25, 0.50 or 1.0 km2 was the best size. From that survey it was decided 

that 1.0 km2 was an appropriate size for the SU's allowing for the factors mentioned 

above. 

Also, the size of individual SUs should in part be determined by the ease 

with which they can be located on the Landsat image. Because it was desired to have 
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the SU's equal in size, the grid square of the 1:50,000 OS maps was used which was 

equal to 1 km2. So the SU size equalled 100 hectares (ha) which is equivalent to the 

area of approximately 33 picture elements (pixels) on the Landsat TM image. 

4.5. METHODS OF SAMPLE SELECTION 

To describe the method by which the sample has been selected for this 

study , it is important to illustrate other methods and to show their limitations. This 

section describes commonly used methods for sample selection and the next section 

describes the method used in this study. 

Once it is decided what data is to be collected, and the sample size has 

determined, it is important to choose which method of selection is to be employed. 

Methods for selecting the sample units from the sampling frame include :-

- simple random sampling 

- systematic sampling 

- stratified sampling 

4.5.1 Simple Random Sampling 

The most commonly used method of sampling is probably a simple random 

sample. Selection should be carried out so that every indivirlnal element within the 

sampling frame has an equal opportunity of being chosen. The elements in the sample 

frame are numbered from 1 to N and the sample selected randomly. 

Each individual element of the population must has an equal probability 

to be included in the sample, and the sample unit selection should be independent of 
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each other. In other words, a random sampling approach should meet two important 

criteria. Random sampling must ensure independence of selection. This means that 

units selected should not influence the selection of any other units. Secondly, every 

individual in the population must have an equal probability of selection. Since each 

unit is selected with equal probability, the method is called simple random sampling 

without replacement. That means each individual unit which has been drawn is 

removed from the population for all subsequent draws. While in the case of sampling 

with replacement, the unit which has been selected is replaced and has a chance of 

being selected again. However, we would expect that ruling out the possibility of 

multiple occurrence of population members in the sample must potentially lead to 

greater efficiency of estimation. 

4.5.2. Systematic Sampling 

A systematic approach has significant differences from simple random sam

pling despite the fact that both methods may adopt a random approach. Opera

tionally, systematic sampling is the simplest sampling procedure to use. Once an 

initial sampling unit is selected (which may be done randomly) from the frame, then 

all subsequent sample units are chosen in a regular sequence starting with the initial 

unit. For example, to select a one in k sample from a list of units is to select first 

a random number between 1 and k and then select the unit with this serial number 

and every kth unit afterwards (Hansen et al 1953, Som 1973). For instance, if k is 

7 and the first unit drawn was number 11, then the subsequent numbers 18, 25, 32, 

and so on. Therefore, the selection of the first unit determines the whole sample. 
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The main advantages of systematic sampling are its ease of application 

and its flexibility to cover the whole population if the frame is ordered. Cochran 

(1977) argued that systematic sampling seems likely to be more precise than simple 

random sampling. The main reason cited was that systematic sampling stratifies the 

population into different parts which are similar to stratified sampling with only one 

unit per stratum (Cochran 1977). The inexpensive cost of this method makes it more 

popular than others. 

Despite all of these advantages, the systematic sampling approach does not 

produce independent selection such as is the case in the simple random case because 

once the initial unit has been chosen, all other selections follow. This however limits 

the use of the resulting data. Also, if the sampling frame of the population has not 

been arranged in a good order, the systematic sampling could produce inefficient 

samples (Som 1973). 

4.5.3. Stratified Sampling 

As mentioned in the previous section, despite its wide use, simple random 

sampling has the limitation that subsets of the population may not get adequate 

coverage. To overcome some of these disadvantages, a stratification procedure was 

applied. 

Here, the sampling frame is divided into small groups called strata and the 

simple random sampling procedure is carried out independently within each stratum. 

Such a stratified random sample offers a method of overcoming the imprecision of 

simple random sampling. This process is normally undertaken prior to sample selec-
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tion. Therefore, the stratification process may be undertaken after the selection of 

sampling units. The main reasons for stratification are:-

i. When the data are more homogeneous within each stratum than in the pop

ulation as a whole, reduced variability within each stratum will produce stratified 

sampling estimators which have smaller variance than the estimators produced by 

simple random sampling from the same sample size. Stratified sampling process re

quires a smaller sample size which in turn reduces the cost of the sampling. Therefore, 

stratification could be adopted in a situation where estimates of population charac

teristics are required with increased efficiency per unit of cost. 

ii. The stratum has fewer sample units and may cover a smaller geographic 

area. Therefore, it is easier to choose the samples and collect the data from the 

smaller strata. With fewer sample units and smaller geographic areas the field work 

will be easier to organize in the different strata. This will ensure a good coverage of 

the population. 

In summary, stratification has two main purposes, the first is to increase 

the accuracy of the overall population estimates. The second important objective 

is to ensure that subdivisions of the population which are themselves of interest are 

adequately represented (Yates 1949). For efficient stratification, strata should be so 

formed as to be internally homogeneous with respect to the within stratum variance. 

As has been mentioned earlier, each stratum contains fewer sample units 

than the sampling frame as a whole, which may or may not be the same number in 

each stratum (Latham et al1982). This depends on:-
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i. The proportional allocation to strata size. 

ii. Allocation to strata where the perceived density of the phenomena of interest 

is greatest. 

There are many bases for stratification. These depend on the purpose of 

the survey and the nature of the phenomena to be studied. For example, in the 

agricultural application of remote sensing, the following criteria could be considered 

as a basis for stratification :-

- Type of farming. 

- Field size. 

- Type of land use. 

- Agricultural intensity. 

- Soil types. 

- The topographic characteristics. 

- Administrative boundaries. 

- The environmental considerations. 

- Geological formation of the area to be studied. 

4.6. THE APPLIED APPROACH 

The method to be used to generate the geographical location of the sample 

units had to be chosen with care. A simple random sampling method was excluded 

as this may give a low level of precision (Cochran 1977). Also, despite its wide 

use there is the possibility that using simple random sampling some subsets of the 

population may not get adequate coverage. To overcome some of these disadvantages, 
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a stratification procedure was applied to the study area by combining the simple 

random and stratified sampling approaches. The sampling frame was divided into 

five main strata (see figure 4.2). 

Given the nature of the study area, the following basis were used in this 

investigation as the main criteria for the stratification :-

i. agricultural intensity, 

ii. field size, 

iii. type of farming , 

IV. soil types, 

v. the topographic nature of the area, 

vi. type of land-use. 

Given the the nature of the study area, the six factors described above 

were used in this investigation as the main criteria for the stratification and believed 

to be appropriate to the environment within which one wishes to establish a double 

sample relationship (Allan et al1982) 

As was mentioned in chapter 2, county Durham is characterized by an 

increase in the proportion of arable crops moving from the west to the east of the 

County (see figure 4.2). Stratification according to agricultural intensity was an 

important criterion due to the substantial differences in agricultural pattern between 

east and west of the County. The type of the farming pursued in the west of the 

study area dominated by rough grazing which diminishes as one goes towards the 
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east where an increasing acreage is devoted to cereals and arable crops (see chapter 

2). 

In this study, differences in field sizes were viewed as an important strat

ification criterion. The field size increases from the west to the east of the county. 

Therefore, the selection criteria are interrelated which reinforces the choice of these 

criteria as the basis for stratification of the region. 

Given the reasons for stratification mentioned in the previous section as 

well as the basis for the stratification mentioned above, the methodological approach 

followed in this study can be summarized in the following steps. 

i. The sampling frame of the study area was subdivided into five main strata 

(see figure 4.2). 

ii. The proportional size of each stratum was determined (see table 4.1). 

iii. The number of the sampling units which had to be selected from the whole 

population was determined to be 3.1% for the five strata as a whole. This sample 

size was believed to give adequate precision (Cochran 1977). The sample size in 

each stratum was obtained according to its proportional size to the whole population, 

except in stratum four, where it was believed that five sample units were not adequate 

to implement the statistical methods described in chapter six. 

iv. To select the sample units a simple random sampling approach without 

replacement was applied in each stratum separately. That means each individual 

unit which has been drawn is removed from the population for all subsequent draws. 

The simple random sampling has fulfilled two important criteria, the selection of the 
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units was independent of each other. The second important criteria was that every 

individual unit in the population had an equal opportunity to be included in the 

sample. 
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Figure 4 .2 

The Main Strata (,f the Study Area 

The stratification was implemented using 1:50 ,000 EFCC pr in t (reduced 
for inclusion here) 



4.7. FIELD DATA COLLECTION PROGRAMME 

The field survey was conducted between May and September 1988. Forty 

four SU's were surveyed. Before an actual visit to the field to collect the information 

from each SU, it was necessary to :-

i. allocate the SU's, 

ii. to develop a land use classification system which will be appropriate to the 

study area, 

iii. to understand the agronomic nature of the crops being used in the investi

gation, and 

iv. to design a data collection sheet (questionnaire) and the annotation key for 

recording the information collected. 

4.7.1. SAMPLE UNITS ALLOCATION 

Each sample unit was located in the field with the aid of 1:50,000 OS maps, 

air photography and Landsat-TM satellite imagery. As mentioned in section 4.3, a 

l.Okm2 grid was chosen to be the sample unit size for the purpose of this research. 

The OS 1:50,000 maps already have a l.Okm2 grid. Therefore, it was easy to plot the 

sampling frame. The area was stratified by overlaying the OS maps on the Landsat

™ imagery (geometrically corrected to National Grid) printed at 1:50,000 scale and 

selecting simple random sample for each stratum independently. 

Stratified random sampling was undertaken on approximately 3.1% of the 

study arc,. (see table 4.1) in order to select the areas on the ground to estimate the 
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agricultural crops on a SU basis. The requisite number of units ( nh) were selected 

at random from the total units of each stratum ( Nh), within which the variable of 

interest was measured (Yi)· The number of the sample units ( nh) in the whole frame 

ranged from 7 to 11, and a total of 44 sample units were selected (equivalent to 3.1% 

of Nh)· 

Table 4.1 

The Sample Allocation 

Stratum no. Stratum area Stratum Number of SU's SU allocation 

(h) km2 Proportion (100%) Nh nh 

1 359 25.4 359 11 

2 244 17.4 244 7 

3 298 21 298 9 

4 187 13.2 187 7 

5 327 23 327 10 

Total 1415 100 44 

The method of sampling unit allocation begins with the calibration of 

sample unit to a map base, that is the exact location of a SU is translated into a set 

of latitudinal and longitudinal coordinates. Then each SU was transferred from the 

1:50,000 OS maps to the aerial photography (AP). The AP was taken as a basis for 

the field survey. To check if there were any changes in the field boundaries, tracing 

paper was overlain on the AP, in order that any changes could be noted during the 

survey (see section 3.3). This method was applied because some boundaries of the 
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fields inside the SU's had changed. Those changes could increase bias as a result of 

greater ambiguity about boundary locations (Latham et al1982). Therefore, updating 

of boundaries was necessary and Latham (1982) emphasizes that this process will 

achieve improvements in sampling efficiency. 

4. 7.2. LAND USE AND LAND COVER CLASSIFICATION SYSTEM 

Before developing a land use classification system to suit the study area, 

existing systems are first reviewed. At this stage it is important to distinguish between 

land-use and land-cover (Estes et al1982). Land-use usually relates to man's activities 

on or relating to the landscape, while land-cover relates to the description of the 

features covering the land surface such as agricultural land, forestry and so forth. 

There are many different systems for classifying land use. Each system has 

been developed according the needs of the users. Therefore, each system has been 

established according to different criteria. For example, (Anderson et al1976 ; Rhind 

and Hudson 1980 ; Lo 1986) :-

i. Each item of classification must fall into one class only. 

ii. It has to meet the needs of the primary as well as the secondary users. 

m. It must be easy to apply. 

IV. Repeatable results should be obtainable from one interpreter to another and 

from one time to another. 

v. The system must be adaptable to be used over large geographic areas. 

vi. It has to be hierarchical, which could be useful in terms of the system's 

application at different levels of resolution. 
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vii. It should be suitable for use with different level of spatial resolutions. 

viii. The system has to be flexible to use sub-categories. This can be obtained 

by using ground surveys or from the use of large scale aerial photography. 

ix. The application of the available and rapidly expanding remote sensing tech

nology, must be taken as a prime consideration in developing a framework of land-use 

and land-cover classification. 

To develop a land-use classification system to be used with remote sensing 

techniques we must first determine the ability of different sensors to provide infor

mation for different levels of classification. The detail of information which can be 

obtained by a sensor depends on two important factors. First, is the characteristics 

of the sensor used. Secondly, the degree and accuracy of the information obtained, 

as well as processing methods required should be determined. 

Spatial resolution is the most important factor among the characteristics 

of the sensor which influences the degree accuracy and detail of remotely sensed data. 

In Landsat satellites this resolution has been improved from 80 m for MSS to 30 m 

for TM (see section 3.5). Such an improvement in the spatial data r~..solution of the 

remote sensing satellites has increased the potential applications of these data for 

land-use and land-cover studies. 

The methods of analysis of remote sensing data influence the accuracy 

and the degree of detail of the information which can be derived from these data. 

For example, using ground and map data to support satellite remote sensed data in 

land-use studies has been recommended by many researchers. 
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Most of land-use and land-cover classification systems have been designed 

in the USA or the U.K. Some of these systems are :-

- the World Land Use Survey (WLUS) Classification 

- the Second Land Utilisation Survey (SLUS) Classification 

- Department of the Environment (DoE) Developed Area Classification 

- United States Geological Survey (USGS) Classification 

- the National Land Use Classification (NLUC), and 

- the National Gazetteer Pilot Study (NGPS). 

Despite these many systems, only the USGS and DoE classification systems have 

been designed to collect data from remote sensed imagery. Particularly that of spatial 

resolution from I to IV as illustrated in table 4.2. 

The USGS land-use and land-cover classification systems have been de

signed for use with remote sensed data from high altitude or space and were intended 

to meet the following criteria (Anderson et al1976):-

i. a minimum level of interpretation accuracy of at least 85 per cent, 

ii. equal accuracy for the interpretation of the different categories, 

iii. repeatable results, 

iv. the applicability over large areas, 
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Table 4.2 

Land Use Classification Levels 

Classification Data Source Map Output 

Level Scale 

I - Satellite images 1:25,000 - 1,000,000 

II - High altitude and & satellite imagery 1:80,000 and smaller 

combined with topographic maps 

III - Medium altitude remote sensing plat-

forms combined with maps and substa- 1:20,000 to 

ntial amount of supplemental information 1:800,000 

IV - Low altitude (below 3000m) remote sen- 1:2,500 

sing platforms with most of the information to 

derived from supplemental sources 1:20,000 

v - Mainly ground surveys supplemented by maps 1:100 

(1:1000 or 1:10,000) derived from very low to 

altitude remote sensing platforms (aerial photos) 1:10,000 

Source: Anderson et al1976 ; Rhind and Hudson 1980. 
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v. it should permit vegetation and other types of land-cover to be as surrogates 

for activity, and 

VI. it should be possible to be used with remote sensed data acquired at different 

times. 

The USGS has designed a classification system which contains four levels 

(Anderson et al1976). To cope with the more detailed surveys recently carried out in 

U.K., Rhind and Hudson (1980) have modified the system to contain an extra level 

of classification. This is despite the fact that this added level of classification could 

not be obtained from the satellite or the high altitude remote sensed data. 

Landsat MSS has produced good results when used for land cover classifi

cation studies, despite the fact that it has suffered from a number of first generation 

disadvantages (see chapter 3). Landsat TM however, was designed to overcome these 

difficulties. However, the main improvements were the higher spatial resolution and 

increase in the number of bands as well as the improvement in the radiometric reso

lution. 

The study will test the capability of Landsat TM data for the identification 

of a more detailed level of land-use and land-cover classification system. Table 4.4 

shows the system which will be examined in County Durham. It will contain only 

two categories (sub-classes): agricultural land and non-agricultural land. The latter 

sub-class will mainly include urban, highways, forest, waters, and so forth. 
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Table 4.3 

Land Use Classification System For Use With Remote Sensed Data 

1. Urban or Built-up Land 

2. Agricultural Land 

3. Rangeland 

4. Forest Land 

5. Water 

6. Perennial Snow or Ice 

7. Barren Land 

8. Tundra 

9. Wetland 

11. Residential 
12. Commercial and Services 
13. Industrial 
14. Transportation, Communication and Utilities 
15. Industrial and commercial Complexes 
16. Mixed Urban or Build-up land 
17. Other Urban or Build-up Land 

21. Crop Land and Pasture 
22. Orchards, Groves, Vineyards, Nurseries,and 
Ornamental Horticultural Areas. 
23. Confined Feeding Operations. 
24. Other agricultural Lands. 

31. Herbaceous Rangeland. 
32. Shrub and other Rangeland. 
33. Mixed rangeland. 

41. Deciduous Forest Land. 
42. Evergreen Forest Land. 
43. Mixed Forest Land. 

51. Rivers. 
52. Streams and Canals. 
53. Lakes. 
54. Reservoirs. 
55. Bays and Estuaries. 

61. Perennial Snowfields. 
62. Glaciers. 

71. Dry Salt Flats. 
72. Beaches. 
73. Sandy Areas other than Beaches. 
74. Bare Exposed Rock. 
75. Strip Mines, Quarries and Gravel Pits. 
76. Transitional Areas. 
77. Mixed Barren Land. 

81. Shrub and Brush Tundra. 
82. Herbaceous Tundra. 
83. Bare Ground Tundra. 
84. Wet Tundra. 
85. Mixed Tundra. 

91. Forest Wetland. 
92: Nonforested wetland. 

Sources: Anderson et al 1976. 
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N 
0 

TABLE 4.4 Land Cover Classification System used in the Study 

- Agricultural land 11- Cropland and Pasture 

12- Tree Crops 

13- Confined feeding Operat's 

11- Other Agricultural Land 

- Non Agricultural land 21- forests 

22- llrhan 

23- Water Rodies 

24- High Ways 

25- Quarry gravel and Sand 

2fl- Hoorlands 

27- Others 

111- Field Crops 

112- Agricultural Pastures 

121- Orchards 

122- Groves 

123- Bush Fruits 

124- Horticultural Areas 

131- Built-up Areas 

132- Waste-disposal land 

141- Agricultural Bare Soil 

142- Agricultural Buildings 

143- Others 

1111- Wheat 

1112- Barley 

1113- Potatoes 

1114- Oil Seed Rape 

1121- Range land 

1122- Weed 

1123- Permanent Pasture 

11111- Winter Wheat 

11121- Winter Barley 

11122- Spring Barley 



4.7.3. AGRONOMIC UNDERSTANDING 

Agronomic understanding of the agricultural crops is crucial to the appli

cation of land-use classification and crop type area estimation using remote sensing 

data. It is important to determine the appropriate season for the agricultural areas to 

be sensed. Since different crops have different growth stages Landsat survey may be 

more accurately applied for some growth stages than others. Also, some agricultural 

crops may be confused with each other at certain stages of growth, because they may 

appear spectrally similar at the wavebands of the the TM sensor. 

A crop calendar was constructed for the main arable crops in the County. 

This includes oilseed rape, winter barley, winter wheat, spring barley, spring wheat 

and potatoes. The information on the crop calendars were gathered from two main 

sources. The first, was the published and unpublished information on some of these 

crops ( Harper and Berkenkamp 1975; Bland 1977; Lockhart and Wiseman 1983; 

ADAS 1984; Sylvester and Makepeace 1984). However, it was difficult to get a very 

precise detailed information on the crop calendar specifically for County Durham. 

Most of the information found was of a general nature such as calenders for cereals 

and not specifically for either wheat or barley. The second important source for 

information on crop cultivation was the discussion with the agricultural officers and 

farmers within the study area (MacDonald 1989; Jefferson 1988). 

Winter wheat, winter barley and spring barley are the main cereal crops 

cultivated in in the county in large areas. Appendix B illustrates the growth stages of 

cereal crops in general. Both winter wheat and winter barley are planted and managed 
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in much the same manner. The leaves of cereals differ in colour, those of wheat usually 

being a fairly dark green, those of barley a rather pale, almost yellowish green. In 

County Durham, winter barley and winter wheat crops are planted in October and 

harvested during August and September. The crops usually have the highest leaf area 

cover when they are in flag leaf stage (see Appendix B), which is generally between 

end of April and early May as shown in table 4.5. Spring barley has much shorter 

growing season than winter cereals (Bland 1977). The crop is sown in March and is 

harvested between September and October. The crop usually in its flag leaf stage at 

the end of June where it has its highest leaf area cover. 

Oilseed rape is sown between mid August to mid September and harvested 

in late July. The growth stages of oilseed rape is illustrated in Appendix B. The crop 

is characterised by the distinguished yellow colour of its flowers. The flowering stage 

of oilseed rape starts usually between late May to early June (see table 3.4). The 

potato crop is planted in early May and have the highest leaf area cover normally at 

the end of July. 
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Table 4.5 

The Crop CaJ,..ndar for County Durham 

I Jan Feb I Mar I Apr May Jun Jul I Aug Sep I Oct I Nov I Dec 

Winter Wheat I F Fl I Hj H aj s s 8 8 

Winter Barley I F Fl H HB s SB 8 

Spring Barley BS B Fl F H HI 8 

Spring Wheat BS 8 Fl F HH sl 
Oilseed Ra.pe Se Se Fr Fr H HS s 8 

Potatoes I SB 8 TT 

B Bare soil Se Stem elongation stage 

s Sowing Fr Flowering stage 

Key 
T Tillering stage H Harvesting 

Fl Fla.g leaf stage 
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4.7.4. FIELD DATA COLLECTION SHEET 

Prior to the field visit, it was necessary to prepare appropriate forms and 

an annotation key as illustrated in figure 4._y'Fl1e questionnaire was designed in 

three main parts. The first section represents direct information about the physical 

characteristics of the sample units such as topographic shape of the area, the amount 

of natural vegetation, soil colour, and so on. Also recorded is the OS map sheet 

number containing the sample unit as well as the air photo number on which the SU 

is located. Also, any recent changes were recorded where it was believed significant 

alterations had taken place since 1971 when the air survey was carried. These changes 

include the new field boundaries or where farmers either build new hedges between 

fields or remove them to make two parcels into one big field. 

This part of the questionnaire also recorded any other major changes such 

as deforestation, new forests, new buildings or new roads. The time taken to allocate 

the sample unit is also recorded in this part of the questionnaire together with the time 

of the inventory. After the classification of the Landsat data took place, any reasons 

for possible missclassification were described in this section of the questionnaire. 

The second part of the questionnaire includes the annotation key for the 

land-cover classes of the study area (see section 4. 7.2). The area of each land cover 

type was recorded after the measurements were made in the laboratory after comple

tion of the survey. 

The final part of the field data collection sheet represents the aerial photog-
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raphy and attached overlay to mark the field boundaries inside the sample unit. This 

makes it possible to write the name of each land-cover type as well as any changes 

on the overlay without obscuring the aerial photograph. 
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Figure 4.3 

FIELD DATA COLLECTION SHEET 

PART ONE 

- Enumerator ......................... Date .................... . 

- Strata ............................. . 

- Sample Unit No ........................... . 

- Location Map Sheet No ................... . 

- Air Photo No. . ........................... . 

- Time to locate the sample unit ........... . 

- Average field size in the sample unit ....................... . 

- Topographic Characteristics ( eg. slope) ....................... . 

- Soil colour ................................. . 

- % of natural vegetation .......................... . 

- Changes in field conditions between 1971 and 1985 ( new roads, new field boundaries, 

new buildings, if any new forests or deforestation, etc.) 

- No. of fields visited in the sample unit .............. . 

- Time of inventory ........................ . 

- Possible reasons for any missclassification, if any ......... . 
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PART TWO 

The annotation key for the land-cover classes in 

the study area 

Land-cover class Annotation key Area in hectare (ha) 

Winter Wheat ww 
Spring Wheat sw 
Winter Barley WB 

Spring Barley SB 

Oilseed Rape OSR 

Pastures p 

Forests F 

Bare Soil B 

Vegetables v 
Fruit Trees FT 

Fodder Crops FO 

Market Garden MG 

Moorlands M 

Water w 
Urban u 
Highways, Roads, H 

etc. 

Others 0 
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PART THREE 

Source :- B . K . S Surveys 
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4.7.5. FIELD VISIT 

Once the sample units were allocated and the questionnaire was prepared, 

the field visit took place. The field work survey lasted approximately five months 

commencing in May 1988 and terminating in September of the same year. During 

this period, forty four 1 km2 SU's were surveyed. 

The inventory of a 100 hectares sample unit* at a field level was imple

mented in a period between three and five hours depending on how many farms were 

to be visited. Since the fields included in each sample unit belonged to more than 

one farm, it was sometimes necessary to interview more than ten farmers in the area 

to cover all fields in the sample unit. In some instances there are some fields in the 

sample unit which belong to farms a few miles away. For example, the author had to 

travel about 12 miles to get information about one field in the sample unit. 

Also, the time of inventory depended on the availability of the farmers in 

their farms at the time of inventory. For instance, in one case the author had to 

return in few days time to interview a farmer. In other cases he had to come back 

more than once. 

The interviews with farmers who keep records on their farms took less 

time than with those who do not keep records of their farms. In the latter case, the 

data are dependent on the farmers memory (without any recorded information) and 

so may not always be entirely accurate. If the farmer is practising a specific crop 

* 1. Okm2 = 100 hectares since 1. 0 ha = 104m 2 
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rotation he will easily determine what was planted in his field in 1985. Fortunately, 

in the study area most of the farmers practice a crop rotation. The most common 

rotation in the region is wheat-wheat-barley-oilseed rape ( see section 2.6). 

4.8. STATISTICAL METHODOLOGY 

The statistical procedures applied in this study as outlined by several au-

thors including Snedecor and Cochran (1967) ; Cochran (1977) ; Yates (1981) who 

discussed the survey sampling techniques. The statistical methodology followed was 

developed according to the procedures used by the USDA ( Hanuschak et al (1979) ; 

Cook et al (1984) ; and others), Latham et al (1982) in Gefara Plain, Libya, Hafner 

et al (1982) in Yemen, and by Angelis and Gizzi (1984) in Italy. 

The statistical methodology for field data analysis was applied for each 

crop and stratum (h) separately, and finally the sample results were aggregated into 

one number. 

Based on simple random sampling, it was desirable to calculate the average 

area (ha) flh for each stratum, where 

""n - L...i=l Yi 
Yh = 4.1 

nh 

with estimated variance of 

4.2 

where 

(Nh- nh) = 1 - nh = (1 _f) 
Nh Nh 

4.3 
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where nh is the number of the sample units in each stratum (h) 

Nh is the potential sample size per stratum 

Yh is the mean of the field area measurement (ha) in stratum h 

and f is the sample fraction. 

If the population size, N, is very large relative to the sample size, n, the (1 -f) is 

2 

essentially equal to one and the equation for V ar(fJh) reduces to !..h... therefore 
nh 

4.4 

If the sample size is equal to the population size, that is Nh = nh, then V ar(fJh) = 0. 

This is because all units of the target population will have been included in the sample 

and observed which makes the sample mean equal to the population mean, that is 

To measure the amount of variance of the stratum population mean, it is important 

first to obtain the sample variance denoted by s~,. 

with standard deviation 

l:(Yi - fJ) 2 

(nh- 1) 

l:(Y·i - fJ) 2 

(nh- 1) 

4.5 

4.6 

However, a large amount of variability in the sample is indicated by a large 

value of s2 or s. In this context sh is preferred to s~. because the standard deviation 

is the measure of variability expressed in the same units of measurements (ha in this 

study) as the data value themselves. By using Sft the results would be expressed in 

square values (ha2). 
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The estimated standard deviation of the statistic is sometimes referred to 

as standard error in published articles (Denvore, J and Peck, R. 1986 ; Allen, J.D 

and Hanuschak, G.A 1988). 

Standard error ( S. E) measures the variation of a mean value whereas stan-

dard deviation ( s) and the coefficient of variation (C. V) measures the degree of vari-

ation of individual values which contribute to the mean. Both standard error and 

standard deviation are in the units of the original measurements whereas the variance 

( s2) from which they are calculated is in squared units. From equation 4.4, standard 

error (S.E) can be calculated as, 

which can be rewritten as 

S.E(!Jh) = -~ sf. 
nh 

S E( - ) Sh 
· Yh = ~ 

ynh 
4.7 

The S.E. of the estimate can be expressed as a percentage of the population 

value (y). This form of expression is useful because the percentage standard error is 

unaffected by the units in which the estimate is expressed. Similarly, the standard 

deviation can be expressed as a percentage of the mean value. This is sometimes 

termed the coefficient of variation. Denoted by C. V., the coefficient of variation 

expresses the standard error or standard deviation as a percent of the mean, it is 

defined by 

Jvar(fJh)N2 

C.V,/, =- N - X 100 
hYh 

c.v;/. = N[SE(fJh)] x 1oo 
NfJh 
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SE(- ) 
C.Vi = Yh X 100 h -

Yh 

By using the formulas above, the stratum total is estimated as 

with a variance of 

By using equation 4.4, it can be written as 

and the standard error of the mean as 

SE(yh) = 

which is equal to 

From equation 4. 7, this can be written as, 

2 
N2(~) 

h n h 

SE(yh) = Nh[SE(yh)] 

4.9 

4.10 

4.11 

4.12 

4.13 

4.14 

The statistical procedures mentioned above were applied on a stratum (h) 

basis. All the results were aggregated over all five strata to yield an overall estimate 

of the population. The population mean was calculated from 

4.15 
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with estimated variance 

4.16 

Also the standard error of the population mean was computed as 

4.17 

The estimated population aggregated over all strata, was obtained from the equation 

5 

y = L NhfJh 4.18 
h=l 

with variance of 
5 

~ 2 
Var(Y) = L Nh Var(fJh) 4.19 

h=l 

The standard error of the estimated population is calculated as the square root of the 

Var(Y). Then 

SE(Y) = 4.20 
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4.9. RESULTS AND DISCUSSION 

Different land cover categories were measured in each of the sample units 

visited. The statistical methods mentioned in the previous section were applied for 

each stratum and the results were aggregated for all five strata to calculate the total 

crop type area estimates using stratified random sampling. 

Tables 4.6 through 4.18 give detailed results of the application of the 

statistical methods of the above section. To obtain the sample variance for each 

stratum, it was necessary to compute the sample mean flh and the sum of the 

squared deviation of (Yi - Yh) in each stratum. This is illustrated in table 4.6. 

Table 4.6 

Sampling Results for Stratum 1 for Total Field 

Area Estimate of Oilseed Rape 

Sampling Area (ha) Deviation Squared Deviation 

Unit (Yi) '£(Y·i - fl) '£(Yi - f/) 2 

1 11.5 4.437 20.001 

2 - -7.0273 49.383 

3 9.0 1.973 3.893 

4 4.5 -2.527 6.386 

5 20.5 13.473 181.522 

6 5.0 -2.027 4.109 

7 - -7.0273 49.383 

8 - -7.0273 49.383 

9 8.50 1.4727 2.169 

10 18.3 11.2723 127.074 

11 - -7.0273 49.383 

Sums 77.3 542.686 
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By using the statistical information outlined in table 4.6, the equations 

4.5 and 4.6 were applied in order to calculate the sample variance ( s~,) and standard 

deviation ( sh) of each stratum. These results are illustrated in tables 4. 7, 4.8, 4.9, 

and 4.10. 

Table 4.7 

Total Field Area Estimate of Winter Wheat (ha) 

Stratum 1nean vanance st. deviation 

nh Yh L(Yi- Yh) 2 s2 
h Sh 

1 11 15.4182 1029.6361 102.9636 10.1471 

2 7 11.5143 655.2084 109.2014 10.4501 

3 9 7.7778 734.0552 91.7569 9.5790 

4 7 2.9286 156.2142 26.0357 5.1025 

5 10 0.5300 11.025 1.225 1.0680 

Table 4.8 

Total Field Area Estimate of Winter Barley (ha) 

Stratum mean vanance st. deviation 

nh Yh l:(Yi- fi11J2 2 
sh Sh 

1 11 12.2045 1166.102 116.6102 10.7986 

2 7 14.5286 876.7344 146.1224 12.0881 

3 9 14.0222 1331.136 166.3920 12.8993 

4 7 2.5000 262.500 43.7500 6.6144 

5 10 2.3000 476.100 52.9000 7.2732 
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Table 4.9 

Total Field Area Estimate of Oil Seed Rape (ha) 

Stratum mean vanance st. deviation 

nh Yh 'i:.(Y-i - y,_)2 2 
sh Sh 

1 11 7.0273 542.6820 54.2682 7.3958 

2 7 8.3571 605.8572 100.9762 10.0487 

3 9 2.5000 200.0000 25.0000 5.0000 

4 7 -- -- --- ---

5 10 -- -- --- ---

Table 4.10 

Total Field Area Estimate of Pasture (ha) 

Stratum mean vanance st. deviation 

nh Yh L:(Yi- y,_)2 2 
sh Sh 

1 11 39.6591 1675.2840 167.5284 12.9433 

2 7 35.9286 4174.2144 695.7024 26.3762 

3 9 47.3333 2302.0000 287.7500 16.9632 

4 7 77.2857 1057.4286 176.2381 13.2755 

5 10 60.7800 6583.7583 731.5287 27.0468 
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Tables 4.11 through 4.14 outline the standard error of the mean and population 

in each stratum. The standard error of the stratum mean S E(fn~) and the standard 

error of the stratum population S E(fJh) were obtained by using equations 4. 7 and 

4.12 respectively. 

Table 4.11 

Estimation of the S.E for Total Winter Wheat 

Stratum N, S.E(y) N[S.E(yh)] N2[S.E(yh)F N-hYh 

1 359 3.059465 1098.34610 1206364.155 5535.1338 

2 244 3.949710 963.72924 928774.0480 2809.4892 

3 298 3.192995 951.51251 905376.0567 2317.7844 

4 187 1.928571 360.64278 130063.2148 5476.6482 

5 327 0.34999 1114.44673 13098.054 0 114.45 

Sums 3488.67736 3183675.5285 16253.5026 

Table 4.12 

Estimation of the S.E for Total Winter Barley 

Stratum Nh S.E(y) N[S.E(yh)] N2[S.E(yh)]2 NhYh 

1 359 3.2559 1168.8681 1366252.635 4381.4155 

2 244 4.5689 1114.8116 1242804.903 3544.9784 

3 298 4.2998 1281.3404 1641833.221 4178.6156 

4 187 2.5000 467.5000 218556.250 467.5000 

5 327 2.3001 752.1327 565703.5984 752.1000 

Sums 4784.6528 5035150.6074 13324.6095 
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Table 4.13 

Estimation of the S.E for Total Oilseed Rape 

Stratum N, S.E(y) N[S.E(fJh)] N 2 [S.E(fJhW N-hYh 

1 359 2.22114 797.38926 635829.6320 2522.801 

2 244 3.79804 926.72176 858813.2205 2039.132 

3 298 1.66667 496.66468 246675.8044 745.000 

4 187 -~- --

5 327 -~- --

Sums 2220.7757 1741318.657 5306.933 

Table 4.14 

Estimation of the S.E for Total Pastures 

Stratum Nh S.E(fJh) N[S.E(fJh)] N 2 [S.E(fJh)F N-hYh 

1 359 3.90254 1401.0118G 1962834.232 14237.6169 

2 244 9.96926 2432.49944 5917053.526 8766.5784 

3 298 5.65440 1685.0112 2839262.7 44 14105.3234 

4 187 5.01766 938.30242 880411.4314 14452.4259 

5 327 8.55295 2796.81465 7822172.186 19875.0600 

Sums 9253.63957 19421734.1194 71437.0046 

The coefficient of variation ( CV) for each crop type per stratum was ob-

tained by applying equation 4.9. Table 4.15 shows the CV for each crop in all five 

strata. As it is clear from the table the CV is very high for winter wheat in stratum 

five. It is also noticed that, in strata 4 and 5 the CV scored the highest value, 100%. 

In fact the S E of the estimate is equal the estimate itself. The main reason for this 

high level of imprecision is that both stratum 4 and 5 have only one sample unit 
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which contains that particular crop. For example, in stratum 5, only one SU has 

winter wheat, and in stratum 4, winter barley existed only in one sample unit. This 

caused the mean Yh to equal the SE(fJh)· 

The final area estimate for each crop using the field survey is shown under 

tables 4.15 to 4.18. The standard error of the population was computed by using 

equation 4.20. Using a 95% confidence limit, the total field area estimation of each 

crop was obtained by applying the equation 

4.18 

Figure 4.4 illustrates the final crop type hectarage estimates for all strata in the study 

area. 

Table 4.15 

Field Area Estimate (ha) for Winter Wheat 

in County Durham, May 1985 

Stratum 

h 

1 

2 

3 

4 

5 

Estimate Standard Error Coefficient of Variation 

(ha) SE(y,) C.V (100%) 

5535.1 1098.3 

2809.5 963.7 

2317.8 951.5 

5476.6 360.6 

114.5 114.5 

5 

S.E(Y) = L N 2 [S.E(fJh)J2 
h=l 

~x1p = NhfJh ± 2S.E(Y) 

~>op = 162.53.51 ± 3568.57 
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Table 4.16 

Field Area Estimate (ha) for Oilseed Rape 

in County Durham, May 1985 

Stratum Estimate Standard Error Coefficient of Variation 

h 

1 

2 

3 

4 

5 

(ha) SE(yh) C.V (100%) 

2522.8 797.4 31.6 

2039.1 926.7 45.5 

745.0 496.7 66.7 

-- - -

-- - -

5 

S.E(Y) = 2: N2[S.E(yh)J2 
h=l 

Ypop = NhYh ± 2S.E(Y) 

Y;JO]J = 5306.93 ± 2639.18 

Table 4.17 

Field Area Estimate (ha) for Winter Barley 

in County Durham, May 1985 

Stratum Estimate Standard Error Coefficient of Variation 

h (ha) SE(y,) C.V (100%) 

1 4381.4 1168.9 26.7 

2 3545.0 1114.8 31.4 

3 4178.6 1281.3 37.8 

4 467.5 467.5 100 

5 752.1 752.1 100 

5 

S.E(Y) = 2: N2 [S.E(yh)J2 
h=l 

}';)I)P = N11y11 ± 2S.E(Y) 

Y;JO]J = 13324.61 ± 4487.83 
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Stratum 

h 

1 

2 

3 

4 

5 

Table 4.18 

Field Area Estimate (ha) for Pasture 

in County Durham, May 1985 

Estimate Standard Error Coefficient of Variation 

(ha) SE(yh) c.v (100%) 

14237.6 1401.0 9.8 

8766.6 2432.5 27.7 

14105.3 1685.0 11.9 

14452.4 938.3 6.5 

19875.0 2796.8 14.1 

5 

S.E(Y) = L N2 [S.E(yh)J2 
h=l 

Ypop = Nh.f}h ± 2S.E(Y) 

Ypop = 71437.00 ± 8814.02 
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Figure 4.4 
Field Area Estimates (ha) in All Strata 
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5.1. ADOPTED METHODOLOGY 

This chapter describes the methods used to obtain estimates of crop area 

and land use in County Durham using Landsat-TM data. Figure 5.1 summarises the 

stages of the analysis which include:-

- pre-classification data processing 

- data classification 

- post-classification data processing. 

The Landsat data are used in conjunction with field survey information to allocate 

each of the pixel elements to one of the land cover classification categories described 

in chapter four. 

5.2. PRE-CLASSIFICATION DATA PROCESSING 

This process includes all the techniques applied to the Landsat-TM data 

before the classification process took place. In their article in 1969, Kriegler et al 

have defined the image pre-processing as 

"in intermediate data transformation which is applied between the collection 

of data and the actual recognition operations." 

This process may affect the classifir.ation process. Therefore, the choice of pre-

classification techniques is extremely important in this context. 

In this study, the following three processes were applied to the four spectral 

channels of the Landsat-TM data (TM2, TM3, TM4 and TM5) before the data were 

classified. These were:-

1. Geometric Correction 

2. Digitization of County Boundaries 

3. Image Stratification. 
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5.2.1. Geometric Correction 

Images obtained from Landsat series satellites are not provided in a recog

nised map projection (Benny 1983). These data contain residual distortion due to 

earth curvture and satellite attitude as well as orbital variation (Gordon 1981 ). These 

variables include the tilt of the Landsat orbit with respect to the axis of the earth, 

the rotation of the earth under the satellite and the non-spherical shape of the earth. 

These distortions necessitate changes in the geometrical properties of the 

Landsat image to correct for systematic pixel positional errors or to perform image-to

image or image-to map registration (Schowengerdt 1984). The objective of geometric 

correction may be to place TM image samples onto a coordinate system which is 

related to a map projection (Beyer 1983). Geometrically corrected images are needed 

in order to, locate any common points of interest in different scenes of the same area, 

and to overlay scenes of the same area taken at different times or with different sensors 

(Gordon 1981). 

The Landsat-TM image used for this study was transformed to the British 

National Grid coordinates system. The imagery was corrected using an affine trans

formation with polynomial coefficients estimated from Ground Control Points (GCP). 

The resultant imagery was resampled to give 30m square pixels using a cubic con

volution technique on the GEMS image processing system. A GCP is a specified 

feature which can be identified from 1:50,000 Ordnance Survey maps and expressed 

as a British National Grid coordinates. These GCPs were accurately located on both 

the ground and maps (using map coordinates), and also on the TM image (using 
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pixel/line coordinates). Therefore, it was necessary to choose features clearly visible 

on both the image and the map. Examples of the GCPs used are shown in figure 5.2. 

The following are some examples of the GCP's used. 

- River Wear, River Tees, and River Browney, 1.e. prominent bends or river 

junctions with tributaries. 

- Road junctions such as Al(M) Motorway and other roads like A690 and A691. 

- Corners of forests and the crossing of forest rides, such as Hamsterley and the 

Stang Forests. 

- Stream and reservoir junctions, i.e. Balderhead, Hury, Com Green, Burnhope, 

Selset, Hurworth Burn, and Derwent Reservoir. 

30 such GCPs were used to give an even distribution throughout the County and for 

a short distance into neighbouring Counties. A Root Mean Square (RMS) figure of 

25 metres was obtained. Thus the satellite imagery has been geometrically corrected 

to the Britsh National Grid to an assessed accuracy of less than one pixel. 

5.2.2. County Boundaries Digitization 

The digitization of the county boundary was needed in order to make crop 

area estimates on the county basis. This process was carried out using the software 

supplied with the GEMS image processing system at ERSAC Ltd. 

The boundaries digitized are those defined by the 1:50,000 OS maps dated 

1976 (see section 3.4). Specialist digitising equipment was not available, but the 

Gemsone Image Processing Software could be adapted to perform a similar function 

but by a more time-consuming process. Using the interactive facility, a line could be 
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drawn on the image representing the County boundary by closely comparing image 

and map detail. Using 512 x 512 image extracts, the County boundary line was 

constructed as a raster image file containing digital values of 255 for the line and 

zeros elsewhere. 

Once the irregular polygon of the County boundary was completed, the 

area of the County could be "filled in" as values of 255. This could then be used as 

an image mask on the satellite image data to produce six final image files. These 

were bands 1 to 5 and band 7 of TM data, masked so that any image data outside 

the county was set to zero, with values within the County remaining unaltered. This 

is illustrated in the diagram shown in figure 5.3. 

150 



~ 

~' 
~ 

Fig. 5.3. Illustration of the Pre-processed TM Data 

This data is now prepared for the 

multispectral classification stage. 

Image GeometricallY. Corrected 
to Brit ish National Grid 

TM7 



5.2.3. Stratification 

In the field survey the county was divided into five strata and this approach 

was also applied to the TM data. Stratification was achieved by subdividing the TM 

image into five strata as illustrated in figure 5.4 before the classification was carried 

out. Finally, the classification results were tabulated to give the final crop type area 

estimation for each stratum independently. 

Stratification is important where there is a large degree of homogeneity 

within each stratum. This may be important where Landsat-TM data is used for 

agricultural area estimation over large geographic areas. In this study stratification 

of the Landsat-TM image was applied for the following reasons. 

i) To reduce the confusion between different classes which may in turn, improve 

the overall classification accuracy (Hubbard 1985). By using stratification the re

sulting strata will have less inherent internal variation. For example, in this study 

altitude was seen as a sensible variable on which to base the stratification of the scene. 

This allowed the separation of upland from lowland which closely reflects changes in 

farming practices. When choosing areas to represent each land use or crop type the 

stratification of the area allowed that only statistics from cover types known to exist 

within the stratum to be sampled. These areas are used to 'train' the classifier to 

recognise statistically similar areas. The 'within stratum sampling' helps to ensure 

that the areas selected are truly representitive of the cover types chosen. 

ii) It was easier to rectify any problems of poor classification results on a stratum 

basis. Differences were apparent between different parts in the study area. For 

instance, a small part of the the area covered by stratum 2 was covered by haze. This 
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affected the results of the classification for this stratum. As will be detailed later, 

this problem was tackled by selecting different training data from the area which was 

affected by haze. 

In this study, field size was taken as the main criterion for the Image 

stratification because it relates to the following interrelated variables :

- Agricultural intensity. 

- Type of farming. 

- The elevation difference. 

As described in chapter two, fanning intensity increases as one moves from 

the west to the east of the county. The livestock farming in the west makes the 

enclosed field size very small in this part of the county. The east of the county has 

large fields used for arable farming and in particul<1r, cereals where large combined 

machinary is used. Taking these factors into account, the image was divided into five 

strata (see figure 5.4) which relate to the physical characteristics of the county. 
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Figure 5.4. The Main Strata in the Study Area 



5.3. IMAGE CLASSIFICATION 

5.3.1. Classification Problem 

The aim of the classification is to find a decision rule for which each pixel 

in an image. is assigned to corresponding class of land-cover. The Landast-TM sensor 

has seven spectral bands, these are 

TM1 0.45 - 0.52 J.Lm 

* TM2 0.52 - 0.60 J.Lm 

* TM3 0.63 - 0.69 J.Lm 

* TM4 0. 75 - 0.90 J.Lm 

* TM5 1.55 - 1. 75 J.Lm 

TM7 2.08 - 2.35 J.Llll 

TM6 10.40 - 12.50 J.Lm 

From the theory of the absorption properties of matter and a knowledge 

of how complex surfaces interact with sunlight, it is possible to use the Landsat-TM 

spectral bands to discriminate between surfaces according to physical factors such 

as surface composition, surface texture and surface moisture characterestics or plant 

physiology. Electromagnetic energy reflected in the particular wavelength of each TM 

band is quantised to an 8 bit range (0 black and 255 white). The resultant data forms 

a featurespace in seven dimensions with each TM band representing one of the axes. 

Pixels of similar spectral response within this feature space will be grouped. The 

main purpose of the classification process is to identify these groups and place class 

boundaries around selected groups. 

* Bands selected for this study 
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In this study four TM wavebands were used- TM2 (0.52-0.60 J.Lm) because 

of its strong reflectance by plant pigments ; TM3 (0.63-0.69 J.Lm) because of its high 

reflectance from non-vegetated surfaces and strong absorption by water and its ab

sorption by chlorophyll; TM4 (0.75-0.90 J.Lm) because of its very high reflectance from 

vegetated surface and very strong absorption by water; TM5 (1.55-175J.Lm ) because 

it allows subtle variations in absorption by water to be detected whilst still retaining 

high reflectance from vegetated surfaces (Curran 1984). Therefore, the data analyzed 

combined four spectral values for each pixel reduced from a possible seven spectral 

values. This reduced the amount of the spectral information used in the classification 

process while retaining the most important descriminatory information. 

5.3.2. Supervised and Unsupervised Classification 

Classification of Landsat data involves the adoption of a supervised or an 

unsupervised approach. Supervised classification imposes the analyst's knowledge of 

the area on the analysis to constrain the results, while an unsupervised approach 

determines the inherent structure of the data unconstrained by external knowledge 

about the area (Schowengerdt 1984 ). 

In supervised classification, the analyst identifies training areas to deter

nune their spectral characteristics. The spectral signatures of the pixels of these 

chosen areas are then calculated and used to recognise pixels with similar signatures 

throughout the image. 

An unsupervised classification approach is used in remote sensing for many 

different applications as its main advantage is that no prior knowledge is needed to 
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produce a classification map (Drake et al, 1987). In unsupervised classification, train

ing data are not used, instead, a clustering technique is applied. The main process 

uses an algorithm to examine a large number of unknown pixels and cluster them on 

the basis of spectral groupings present in the image (Colwell 1983). Unsupervised 

clustering is applicable when it is difficult to choose homogeneous training areas of 

sufficient size. It is particularly appropriate in situations where the variations within 

and between the classes are not adequately described by the available reference data, 

and where spectral classes are expected to relate well to the vegetation classes. 

In unsupervised classification, remote sensing data sets are classified by 

dividing up the measurements space (feature space) into non-overlapping decision 

regions which represent different spectral classes (Swain and Davis, 1978). These 

spectral classes defined by the clustering method are used to classify the image, but at 

this stage the analyst does not know what cover type is defined by each of the spectral 

classes. Once the classification is completed the analyst will identify the cover type 

represented by each spectral class using available reference data. The technique does 

not use statistics taken from known training areas, but rather the number of spectral 

classes into which the data are to be divided are computed. This is the main reason 

why the classification process using this technique is termed "unsupervised". 

In summary, the main distinction between the supervised and unsupervised 

methods relates to whether the analyst chooses to 'train' the classifier or alternatively, 

allows the classifier to determine its own grouping (Hubbard 1985). It is also possi

ble to combine both methods to produce more successful results (Davis and Swain 
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197 4 ; Swain and Davis 1978 ; Schowengerdt 1984 ). This is because the supervised 

training does not necessarily result in class signatures that are numerically separable 

in feature space, and because unsupervised approach does not necessarily result in 

classes that are meaningful to the analyst (Schowengerdt 1984). In this study, a su

pervised method of classification was used because it is important to produce classes 

which relate specifically to land use categories in County Durham. An unsupervised 

approach would not necessarily reproduce these pre-defined classes. 

5.3.3. Adopted Approach 

Following the brief review of classification methods, subsequent sections 

describe the analysis and the details of the training data collection A supervised. 

approach was conducted using different training areas chosen to include the range of 

land cover types present in each stratum of the county. The land cover classification 

system used in this procedure is described in section 4.6.2. The classification of the 

image was carried using a software on two image processing systems :-

- GEMS (made by Computer Aided Design Centre, U.K) at ERSAC. 

- ! 2 S model 575 (made by International Imaging System, USA) at the University 

of Durham and University College, London. 

Based on the criteria mentioned in section 5.2.3, the image was subdivided 

into the main five strata and the classification was performed on each stratum sepa

rately. The steps undertaken to produce an the image classification are illustrated in 

figure 5.5. This consists of the following procedures :-

( i) Select the training data from the existing map data. 

158 



(ii) Calculate the mean, standard deviation and covariance matrix for each training 

set for each cover type. 

(iii) The statistics obtained are then used to define a maximum likelihood function 

which is in turn applied on a per-pixel basis to the whole scene. This then resulted 

in an image in which every pixel was assigned to a specific class or defined as unclas

sified. 

(iv) Classification results were tabulated to produce crop area estimates for the clas

sified image and for each selected sampling unit in the image. 

In the classification process, the following considerations were taken into 

account. 

1. The classification is made to suit the needs of the land cover classification system 

developed for the study area (see section 4.6.2). 

2. The crops included in the classification were selected on the basis of their economic 

importance in the country (see section 2.6). 

3. The availability and quality of ground reference data for each selected class. 

4. Some of the fields identified as belonging to specific cover types were grouped into 

training fields and test fields. The training fields were those sites which selected to de

fine the maximum likelihood function, while the test sites were used to check whether 

the pixels grouped by the classifier into specific classes, were correctly assigned. 
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5.3.4. Selection of Training Data 

The following classes were chosen from level V of the land use classification 

system designed for County Durham . 

1. Oil Seed Rape 

2. Winter Wheat 

3. Spring Wheat 

4. Winter Barley 

5. Spring Barley 

6. Potatoes 

7. Managed Grass 

8. Cut Grass 

9. Rough Grazing 

10. Forestry 

11. Heathlands 

12. Moorlands 

13. Reservoirs and Rivers 

14. Bare Soil 

15. U rban:Residential 

16. U rban:Conunercial and Industrial 

17. Quarries (including Sand and Gravel works). 

In order to train the maximum likelihood classifier, representative regions 

for each cover type must be identified. These regions, known as training fields, are 

data samples of known identity used to determine decision boundaries in the 
measurement of feature space prior to the classification of the overall set of 
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data vectors from a scene. (Swain and Davis 1978) 

Within such areas, however, pixels are strongly correlated and may not be represen

tative of the unit or class as a whole (Drake et al1987). To avoid this problem, an 

adequate number of pixels must be chosen from different areas throughout the image 

since the training data can significantly influence the resultant classification accuracy 

(Swain and Davis 1978 ; Drake et al1987 ; Mather 1987). 

The training data selection procedure had to meet the following criteria :

(i) The cover types of the fields selected for training had to be positively identified 

both on the ground and on the satellite imagery. Fields from cloud and haze covered 

areas were not selected as training sites. 

(ii) The training fields had to be homogeneous and adequately represent the variation 

within each cover type throughout the area to be classified. Therefore, training sets 

were selected on the basis of homogeneity in terms of :-

- topographic and elevation, 

- atmospheric effects, and 

- farming system pattern 

To fulfill these criteria, the stratified approach mentioned in section 5.2.3 was adopted. 

For each class or land cover type it was necessary to choose more than four 

homogeneous areas distributed through each stratum. To represent the entire class 

the training areas were chosen from different locations. The selection of those areas 

of the same class were dependent on the stratification criteria and so it was important 

to select the training fields on a stratum basis. Because the study uses Landsat-TM 
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data obtained in 1985, it was necessary to have training areas where the cover types 

were known for that date. 

The training data were obtained from the following sources :-

(i) Fields with known cover types in the sampling units based upon information gained 

during the field survey. These sampling units were chosen by applying stratified 

random sampling approach. 

(ii) From the main farms in the county which keep records of all the daily farming 

practices in 1985. Houghall Farm was one of the main farms chosen for this purpose. 

The information kept in the records of farms were compared where possible with 

details given orally by farmers. A number of farmers interviewed by the author were 

unsure about the state and distribution of their crops in 1985. Where written records 

were not kept it seems likely that the details given from memory alone may be in 

error. Such data were not considered accurate enough to be used as training sites. 

Because of the nature of the growth stage of a number of crops cultivated 

in the county, it was necessary to chose those with discriminable stages of growth at 

the time of the image acquisition. Therefore, a number of crops included in level V of 

land cover classification system designed for the study area were excluded from the 

final classes included in the TM classification. These crops, such as spring barley and 

potatoes had a minimum leaf area cover at the end of May and were grouped together 

with the cut grass category. Spring wheat was also excluded from the classification 

because the area devoted to its cultivation in the county is very small. For urban, 

commercial and industrial areas, it was difficult to identify different training areas for 

each of them and so one class was considered to be appropriate. Other land cover 

163 



classes with small areas were included together in one class call "unclassified". This 

class also includes quarries and sand and gravel works. The final land cover class 

scheme included in the classification process is illustrated in table 5.1. The training 

sets for each of these land cover classes were selected based on the criteria mentioned 

earlier. 

Table 5.1 
Land Cover Classes Included in the Classification 

Class No. Class Annotation Key 

1 Oil Seed Rape OSR 

2 Winter Wheat ww 
3 Winter Barley WB 

4 Bare Soil BS 

5 Cut Grass, 

Spring Barley, CG,SB,PO 

Potatoes. 

6 Managed Pasture MP 

7 Rough Grazing RG 

8 Forest F 

9 Heathlands H 

10 Moorlands M 

11 Reservoirs and Rivers w 
12 Residential R 

13 Commercial and 

Industrial. CI 

14 Unclassified UN 
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5.3.5. Development of Training Statistics 

The training areas for each cover type were selected and the covariance 

matrix for each class was calculated in order to define a maximum likelihood function. 

Because a number of the chosen classes, such winter barley, winter wheat and managed 

pastures, appear spectrally similar, it was necessary to investigate the statistical 

separability of these classes. Therefore, a discriminant analysis was carried on the 

statistics derived from their training data. The main objective of this analysis was 

to identify particular problems of spectral overlap from the statistics obtained for 

each class. This may indicate classes that have been badly defined or located closer 

together than originally thought. 

The discriminant analysis was carried using the S P S sx computer statisti

cal package at the computer centre of Durham University. The results of the analysis 

are illustrated in figure 5.6. To further investigate the degree of separability between 

classes the mean of DN values for each class was plotted for the TM spectral 2, 3, 4, 

and 5 in figure 5.7. Because winter wheat (WW), winter barley (WB), and managed 

pastures (MP) appear spectrally similar, it was necessary to further investigate the 

statistical separability between these classes. Therefore, the mean ± the standard 

deviation for each class of WW, WB and MP were plotted in figures 5.8, 5.9 and 

5.10. It is clear from figures 5.8, 5.9 and 5.10 that WW, WB and MP cannot be 

clearly separated them especially in the visible wavebands (TM2 and TM3). It was 

thought that winter wheat and winter barley could be combined as winter cereals. 

However, because of their economic importance in the agricultural economy of the 
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county, both crops were analysed independently. The implications of this decision 

will be discussed later when the assessment of classification accuracy is made. 
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Figure 5. 7 Plot of the ~pectrnJ value!! for land cover classes for 

each of the reflectance TM bands. Data represent the means. 
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5.3.6. Maximum Likelihood Classification 

The statistics obtained from the selected training fields were used to run 

the maximum likelihood classification. This classification technique is the most widely 

adopted technique for digital processing systems using satellite data (Hubbard 1985; 

Mather 1987; Settle and Briggs 1987). 

Given the statistics obtained from the selected training data sets the sta

tistical probability of a given pixel value being a member of a particular land cover 

class is computed (Colwell 1983). From a knowledge of the prior probability of anal

location to each class, a conditional probability is calculated for each pixel according 

to its spectral values and this is compared to the class conditional probability density 

functions (estimated from each training set) for each class (Donoghue and Shennan 

1986). Then the pixel can be assigned to the most likely class for which it has the 

highest probability of membership, or labelled as unknown if the probability values 

are all below the pre-set threshold (Swain 1978; Colwell 1983). 

This likelihood process is performed individually for each pixel and every 

class. As shown in figure 5.11 a series of equiprobability contours are created around 

each class of the training points in a-dimentional space (Lillesand and Kiefer, 1979). 

Using 4 TM bands in the classification process in this study, the equiprobability 

contours will be created in only 4-dimensional space. The shape of these contours 

reflect the sensitivity of the likelihood classification to interband correlation. This 

can be explained by pixel A in figure 5.11 which would be approximately assigned to 

the C category. 
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Figure 5.11. Equiprobability Contours Defined by a Ma..•dmum 

LikPlihood Classifier 

r 
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Source: Lillesand and Kiefer (1979). 
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The maxnnum likelihood classification uses a probabilistic discriminant 

function in order to assign each pixel to pre-defined groups according to the statistical 

parameters estimated from the covariance matrix of each training set. The programme 

outputs a land-cover map shown in figure 5.12 where each colour represents a land 

cover class; black represents areas not assigned because they are spectrally different 

from any of the pre-defined classes. 

Unfortunately, haze affected the area over Darlington. Figure 5.13 shows 

the haze affected area which covers a small part of the south east of the County. 

Here, many pixels were not assigned to a land cover class because because statistics 

from the pixels in this area were altered by the presence of haze in the atmosphere. 

To overcome this problem, the area affected by the haze was extracted as a separate 

image and classified independently and then rejoined to the original image. To carry 

out the classification on this area new sets of training data for all land-cover classes 

included in the area were chosen. Then, their statistics were computed and used 

to re-run the maximum likelihood classifier. The final classification produced using 

training fields from the haze affected area is shown in figure 5.14. 
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Figure 5.12 

CLASSIFIED LANDSAT-TM IMAGE 

OF COUNTY DURHAM 

UN Unclassified 

OSR Oilseed Rape 

WW Winter Wheat 

WB Winter Barley 

BS Bare Soil 

CG Cut Grass 

SB Spring Ba rl ey 

MP Managed Pastures 

RP Rough Pastures 

F Forests 

H Hea thland 

M Moorland 

W Wa ter 

R Res idential 

Cl Commercial and Industrial 
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Figur 5.13 Landsat-TM Fals Colour C ompo ite of Darlington 

Figure 5.14 Land-Cover Cia ification of the Area Affected by Haze 
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5.4. POST-CLASSIFICATION DATA PROCESSING 

5.4.1. Median Smoothing 

Median smoothing is a technique often applied in order to improve the 

classification accuracy of remotely sensed data (Schowengerdt 1984; Drake et al1987; 

Mather 1987). In this study median smoothing was applied as a post-classification 

process to remove isolated pixels to produce a less 'noisy' image. The accuracy of 

some classes such as urban and forests is improved by applying median smoothing 

(Hubbard 1985). The method was applied to the classified image in figure 5.12 in 

order to remove isolated pixels which may result from factors such as edge effects or 

from shadowing. This type of spectral confusion may be treated by comparing each 

pixel with its immediate neighbours and deciding on its allocation by a majority vote 

procedure (Schowengerdt 1984). 

The technique is fully described by Mather (1987). If in a 3x3 ma

trix of pixels, the nine values in the neighbourhood including the point (x,y) are 

3,1,2,8,5,3,9,4,27 then the median is 5 because it is the middle value in the data 

range. The median is preferred to the mean because 

i. the mean is not represented in the original data, and 

ii. the median is much less sensitive to extreme data values. 

For instance, in this example the pixel value 27 will influence the mean but not the 

median. Thus, isolated extreme pixel values, which might represent noise, are re

moved by applying a median filtering technique. The method will also preserve the 

pixel edges. The final result of applying a 3 x 3 filter to this study is shown in figure 

5.15. 
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Figure 5.15. A Land-Cover Classification of County Durham Produced 

From Landsat-TM, May 1985, With Median Smoothing 

UN Unclassified 

OSR Oilseed Rape 

WW Winter Wheat 

WB Winter Barley 

BS Bare Soil 

CG Cut Grass 

SB Spring Barley 

MP Managed Pastures 

RP Rough Pastures 

F Forests 

H Heathland 

M Moorla nd 

W Water 

R Resid ential 

Cl Commercial and Industrial 
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5.4.2. Classification Accuracy Assessment 

The assessment of the accuracy of the classification was carried on a sep

arate set of test pixels from those used for training the classifier. There are two 

different types of accuracy assessment commonly used for crop classification (Mead 

and Szajgin 1982) :-

i. site specific, and ii. non-site specific. 

The first technique involves statistical sampling of individual areas of known cover 

types. These areas must be designated as test fields and be different from the train

ing fields. This method is effective for examining inclusive and exclusive classification 

errors for the various crops or cover types. The site specific technique requires more 

analysis effort (Hubard 1985). 

Non-site specific methods for evaluating classification accuracy involve the 

comparison of area estimates produced by the classification and area estimates ob

tained by some other methods. Here the location of individual pixels is not important 

and so the method is suitable for use when the spatial arrangement of pixels is not 

critical. 

Site specific methods are preferred here where the evaluation is made on a 

pixel by pixel basis and consideration is given to the spatial interdependence of the 

data. 

For implementing an accuracy assessment method over large geographic 

areas, there are many difficulties in finding a workable method. These techniques 
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are time consummg when applied to large areas. This may be problematic when 

the main reason for using remotely sensed data is the rapidity of the analysis. These 

methods would be more appropriate to be applied in small areas where suitable ground 

reference data will be smaller and thus sampling design will in some way have to be 

limited to these. In such cases classification accuracy assessment will need less field 

visits and therefore will not be as time consuming (Mead and Szjgin, 1982). 

In this study, the cost and time were considered in implementing the assess-

ment method of classification accuracy. Accuracy testing was carried out on fields 

in the sampling units (SU's) during the field visit. Taking the time and cost into 

account, the accuracy assessment 

"should require that only the minimum number of field area necessary need be 
checked, yet ensure that results are still statistically valid." (Van Genedern 
and Lock, 1977). 

The main idea was to minimize time and cost by implementing the adopted method, 

as mentioned by Mead and Szajgin (1982) 

"The cost of an independent accuracy assessment can be minimized by 
collecting the necessary accuracy assessment data simultaneously with the 
training data. The data should be set aside during the classification process." 

In this study the accuracy of the classification was assessed by using the 

known data obtained from the sampling units visited during the field work. The 

optimum sample size chosen for classification accuracy assessment in previous studies 

varied from 50 pixels (Hay, 1979), or 60 pixels (Rosenfield et al 1982 ; Hubbard 

1985) to 400 pixels (Gurney, 1981) for each individual class. Taking into account the 

previous studies as well as time and cost considerations, test pixels in this study were 

determined to be 90 pixels for each individual class. It would be very time consuming 
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to have the test data greater than this size for 13 classes because this would affect 

the practical application of the method. 

Selecting the test fields from the sampling units has insured that the whole 

area was covered because they were chosen using a stratified random sampling. The 

sample pixels ( ni) for each class (i) were compared with the ground reference data 

and the accuracy was determined in percentage terms. This percentage was then 

multiplied by a weighting factor ( w-i) which is calculated as the proportion of the area 

of this class cover to the total area of the image. To produce a mean accuracy estimate 

(P.st) for the classification in figure 5.12, equation 5.1 was applied as illustrated by 

Snedecor and Cochran (1967). 

where 

Pst= map accuracy mean estimate 

w.i= weighting factor for class i 

1.: 

Pst = L Wiq·i 
i=l 

qi= the percentage of correct pixels in class i 

The variance of the estimate P.~t is obtained from the equation 

where 

Pi = the percentage of incorrect pixels for class i, and 

ni = the sample size for the class i. 

5.1 

5.2 

The confidence limit (eli) for the accuracy figures for each individual class ( i) was 
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obtained from the equation 5.3 (Snedecor and Cochran 1967). 

5.3 

where ~~~ = correction for continuity, to improve the accuracy of the normal approx-

imation. 

The statistical accuracy of the maximum likelihood classification imple-

mented in the study is illustrated in table 5.2. by applying equations 5.1, 5.2, and 

5.3. 
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Class OSR 

OSR 90 

ww 
WB 

BS 

CG&SB 

MP 

RG 

F 

H 

M 

w 
R 

CI 

Total 90 

Table 5.2 
Statistical Accuracy Test of the Maximum Likelihood 

Classification Shown in Figure 5.15 

ww WB BS CG MP RG 

65 15 10 

12 61 17 

80 5 

1 75 12 

11 14 65 

9 81 

5 

87 91 85 90 102 95 

qi=accuracy (%) for each class 
Wi=class area weighting 
cl=confidence limits (95%) 

F 

90 

90 

H M w R CI ni qi Wi 

90 100 0.01933 

90 72.2 0.04901 

90 67.8 0.06673 

5 90 88.9 0.13897 

2 90 83.3 0.10764 

90 72.2 0.20783 

90 88.9 0.14642 

90 100 0.03536 

80 6 4 90 88.9 0.02486 

5 80 90 88.9 0.13864 

90 90 100 0.00289 

7 75 8 90 83.3 0.05251 

10 10 70 90 77.8 0.00981 

104 85 90 90 85 1170 1.00000 

qi,Wi, 

1.933 

3.538 

4.524 

12.354 

8.966 

15.005 

13.017 

3.536 

2.210 

12.325 

0.289 

4.374 

0.763 

82.835 

Overall map accuracy = sum of individual accuracies, each weighted according to the 
area of the map covered 
= 82.8 % with 95% confidence limits of 80.4% - 85.3% 

cl 

61.9 - 78.1 

57.1 - 78.5 

81.3 - 96.5 

74.5 - 92.1 

61.9 - 78.1 

81.3 - 96.5 

81.3 - 96.5 I 

81.3 - 96.5 

74.5 - 92.1 

68.3 - 86.3 1 
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5.5. TABULATION OF LANDSAT-TM CLASSIFICATION RESULTS 

The overall classification performance is better than 80%, for the most 

land cover classes which indicates that the classification should give accurate land 

cover estimates. To implement the methods used in this study it was important to 

estimate the hectarage for each crop type from the classified TM image, for 

-the 44 sample units selected by applying a stratified random sampling approach 

- each stratum in the study area 

- the whole study area. 

The estimates of hectarage for each different crop type obtained by Landsat

TM classification on a stratum basis are presented in table 5.3. Also the hectarage 

estimates of crop type in each sampling unit was estimated from the classified image. 

Each sample unit was located on the geometric corrected image by using its National 

Grid Coordinates on the 1:50,000 Ordnance Survey maps. The sampling unit then 

transferred to the classified image and each class pixels were counted in each one of 

these sample units. The area in hectares of each class then obtained by multiplying 

the total number of pixels by 0.09, which the area of the pixel in hectares. An example 

is given in Table 5.4. 
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Table 5.3 

Crop Type Area Estimates Produced by Landsat-TM 

Classification {ha) 

Stratum Oilseed Winter Winter Managed 

Rape Wheat Barley Pastures 

1 1820.4 3961.3 5553.1 11201.9 

2 2100.8 3145.8 6124.3 7243.4 

3 671.2 3029.3 2756.5 17114.5 

4 -- 1363.2 777.4 21991.2 

5 -- 134.1 656.4 26699.3 

Total 4592.4 11633.7 15867.7 84250.3 
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Table 5.4 
An example of crop type area estimate produced from a classified 

sample unit using GEMS image processing system 

Class Count % Area 

(cover type) (no. of pixels (m2) 

1 74 6.401 66600 

2 192 16.609 172800 

3 312 26.990 280800 

4 268 23.183 241200 

5 196 16.955 176400 

6 59 5.104 53100 

7 38 3.287 34200 

8 0 0 0 

9 6 0.519 5400 

10 0 0 0 

11 0 0 0 

12 0 0 0 

13 11 0.952 9900 

14* 0 0 0 

15* 0 0 0 

Total 1156 100.00 1040400 

To obtain the hectarage estimate for each class 
either the number of pixels of each class multiplied by 

0.09 or the class area ( m 2) devided by 10,000 (the hectare 

area in m 2 ). 

* Background Classes. 
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5.6. ANALYSIS OF FACTORS AFFECTING CLASSIFICATION 

ACCURACY 

Factors which might have influenced classification results are discussed in 

order to understand and interpret the results. Low classification accuracy is likely to 

be the result of the following closely associated factors. 

5.6.1. Land-cover Scheme Adopted 

Some of the classification errors produced were related to the land-cover 

scheme adopted. These errors represent the errors of comission - in which another 

crop (confusion crop) is identified as a member of the target crop, or errors of omission 

- in which a member of the target crop is classified as another. It can be seen from 

examining table 5.2, the confusion matrix for the Landsat-TM classification, that 

there was confusion was between winter cereals and managed pastures. 

As illustrated in table 5.2, the lowest classification accuracy figures are 

those of winter wheat and winter barley. The main reason for this confusion is that 

both crops have the same cropping cycle and are spectrally similar especially in the 

visible region of the electromagnetic spectrum. This is well illustrated in figure 5.16. 

Also, the managed grassland areas tend to be classified either as winter wheat or 

winter barley. Apart from these examples the overall classification results for these 

classes are good considering the wide range of DNs covered by these classes. 

In order to distinguish between those winter cereals and grassland classes 

imagery from two or more seasons at the same site is strongly recommended. This 

was not possible under the circumstances of this study. However, the individual class 
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accuracies (table 5.2) reveals a good classification accuracy for winter wheat, winter 

barley and grass land despite some confusion among them. Figures 5.16 shows the 

spectral separability between winter cereals and managed pastures in TM bands 2, 3, 

4, and 5. 

5.6.2. Ground Data 

The collection of ground data is subject to error since the precise details of 

crops growing in May 1985 is often unknown. The main reason for this was the long 

period between the Landsat-TM image acquisition and the time of the field survey. 

The ground data were collected by interviewing the farmers in the sample units which 

also was subject to errors for reasons mentioned in section 4. 7 .5. 

5.6.3. Landsat-TM Image Acquisition Date 

The Landsat-TM image used for this study was acquired on 31st of May 

1985. The time of the image was not suitable for all the crops in the area to be iden

tified. The image was most appropriate for oilseed rape identification. As illustrated 

in table 5.2, the highest classification accuracy was obtained for oilseed rape. The 

main reason for this high value, is that oilseed rape was in its flowering stage which 

made the crop easy to identify spectrally because the characteristic yellow colour of 

its canopy. 

For other crops such as potatoes and spring barley, the classification accu

racy obtained was low. The May 1985 Landsat scene has proved to be inappropriate 

for identification of 
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potatoes because the fields were recently planted and was in its minimum leaf area 

cover stage. For crop identification and area estimation of potatoes using Landsat

TM imagery, the last week in July to the first week in August is the best period 

for the TM image acquisition. The crop at this time of the year at the stage of its 

maximum leaf area which make it possible to be spectrally discriminated. 

Spring barley is planted in April and its fiat-leaf emergence begins in the 

first week of July. At this stage of growth the crop has its highest leaf area. Therefore, 

in order to identify it and estimate its hectarage in County Durham, the Landsat-TM 

image should be acquired in early July. 

5.6.4. Boundary Pixels 

Low classification accuracy may also attributed to the presence of spectral 

mixing of pixel values at the class boundaries. The degree to which accuracy is 

reduced is dependent on the proportion of these pixels within the image (Drake et al 

1987). The use of higher spatial resolution data such as TM reduces the impact of the 

mixed boundary pixels by decreasing their proportion (Allan 1987). The Thematic 

Mapper sensor has 30m resolution which is sufficient for the classification of area of 

homogeneous vegetation stands larger than 30m. The problem of boundary pixels 

will arise where the vegetation cover varies considerably within a 30m area making 

the classification accuracy less reliable. 

The most obvious example for the edge effect errors is the boundary be

tween water and the land where a pixel in this area will be part water and part 
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land. In this case, boundary pixels may been misclassified as heathland or shallow 

water. This example is illustrated in figure 5.17 (Hubbard 1985). 

5.6.5. Aerial Photography 

The aerial photographs used for this study were acquired during the sum

mer of 1971 and were the only available complete air photo survey covering the county. 

Despite their usefulness, there were some problems associated with the use of air pho

tos due to the changes which have taken place on the ground in the period between 

the date of the aerial photography, 1971 and the Landsat-TM 1985 scene. The main 

changes were alterations in 

- Field boundaries 

- New forest plantations 

- Deforestation 

- Open cast coal mines 

-New roads 

- Urban expansion 

The author was aware of such changes and recorded them on the question

naire. However, it was difficult to detect all such changes through the whole County. 

The changes were marked only for the sampling units visited through the field work. 

The method was time consuming to be applied for the whole study area, and the 

changes marked on the maps were not very precise. Therefore, the best time for 

aerial photography acquisition should be coincident with the Landsat image acqui

sition in order to avoid such problems and to increase the benefits of using remote 
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sensing techniques. 

Because of the high cost of obtaining a full aerial survey of the county, 

1:25,000 Ordnance Survey maps can be used instead. As it is shown in figure 3.3 the 

field boundaries on the maps are very clearly detailed and can serve to implement the 

methodology of this study. 
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6.1. INTRODUCTION 

To produce an accurate and timely estimate of the area of agricultural 

crops, a hybrid technique was applied which is based on the combined use of Landsat 

TM and field data. The technique used called double sampling, and its statistical 

basis was first described by Cochran (1953 ). 

The purpose of this chapter is to outline the general methodology applied to 

obtain the crop type area estimates using the double sampling technique by combining 

Landsat TM data and ground measurements obtained by a field survey. The efficiency 

of using the technique over conventional method is assessed. 

Section 6.2 describes double sampling approach in general and illustrates 

the some of the estimation techniques used. The adopted methodology for this study 

is described in section 6.3 and section 6.4. Results are discussed in section 6.5 and in 

the last section in this chapter is a statistical analysis of the different methods used 

for crop area estimation. 

6.2. DOUBLE SAMPLING 

The method is described by several authors including Cochran (1953), 

Wigton et al (1973), and Benson et al (1974). To illustrate the methodology of 

double sampling, it is important first to define multi-level and multi-phase sampling 

procedures. In remote sensing applications, multi-level sampling is mainly used to 

combine the satellite data with detailed information from ground based surveys or 

air photos. Multi-stage and multi-phase sampling are the main two types of multi-
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level sampling. In multi-stage sampling the population is divided into a number of 

sampling units which are sampled in an ordinary manner. These sample units in turn 

are subdivided into smaller second stage sample units which are also sampled. This 

type of sampling is usually used when it is difficult to establish a sampling frame at 

the primary stage of the survey. 

Multi-phase approach differs from multi-stage in the fact that it requires 

that the population size be known and also the sampling frame can be established. 

The main differences between the two approaches is that in multi-phase sampling the 

size of sample units remain the same at each level. 

Double sampling is a two-phase sampling technique which combines two 

sources of information. The approach is designed in order to increase the precision 

of an estimate by using supplementary information about the population being used. 

In the method, an auxiliary variable x which is correlated with variable y is obtained 

for each unit in the sample. This design takes advantage of the correlation between 

x andy. When this correlation is sufficiently large, a reduction in the variance of the 

estimate used is significant in comparison with a single-phase sampling based on y 

alone (Cappelletti et al1982). 

One of the main reasons for using the double sampling technique is to ben

efit from the statistical advantages of the supplementary information. For instance, 

an auxiliary data (x) may be used to reduce the bias and/or to increase the precision 

which result from the use of a single-phase sampling estimator based on y only. Also, 

the approach is based upon combining a less expensive variable to measure ( x) with 
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more expensive variable (y) to be observed. 

The double sampling strategy uses the correlation between two information 

sources. This correlation is then used by one of the following estimators:-

a. Ratio estimator. 

b. Linear regression estimator. 

The estimation produced by either of these estimation techniques is based on two-

phase sampling strategy instead of single-phase approach. 

6.2.1. Ratio Estimator 

The ratio method uses an auxiliary variable (xi) in conjunction with Yi 

and a correlation coefficient (r) for both variables is obtained (Cochran 1977). The 

correlation coefficient is obtained by the formula 

rxy =, 6.1 ""n ( . -)2 ""n ( . -)2 L..·i=l Yt - y L-i=l Xt - X 

With ratio estimation the means of the sample are estimated and multiplied with the 

mean of the population total of the auxiliary data X. The estimator 

~ fJ -
Yrt = -:-X 

X 
6.2 

is the most common formula used for estimating the population mean Y (Williams, 

1978). It is clear from the above equation that the population total of the auxiliary 

data (X) must be known. Since the data are utilized in the form of a ratio, the esti-

mater (Yrt) is called ratio estimator. The sample variance of the estimation V ar(flrt) 

can be calculated from the equation 

1 n - 2 
~ "' ' y Var(y1·t) = ( ) £- (Yi- -:-xi) 

n n- 1 i=l x 
6.3 
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As it is clear from equation 6.3, if the linear relationship between Xi and Yi does not 

pass through the origin, the variance will be increased as well as the bias as a result of 

the increase in the deviation Yi- ~Xi· This is well graphically illustrated by Williams 

(1978), and shown in figure 6.1. 
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Fig. 6.1 

The Ratio E::~timator, Yrt 

y 

-'Yrt 

Yi 

(0,0) 

Source :- Williams (1918\· 
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6.2.2. Linear Regression Estimator 

Like the ratio estimate, the regression technique is designed to increase 

precisiOn by the use of an auxiliary variable Xi (Cochran 1977). Both estimators 

utilize the correlation between x and y. This correlation is obtained by applying 

equation 6.1. The regression estimator is obtained by using the sample regression 

coefficient (b), which can be computed from the formula 

6.4 

The linear regression estimator 

Yre9 = N[y + b(X- x)] 6.5 

is used as the estimator for population mean Y . The sample variance of Yreg is 

calculated by 

6.6 

where 

"'n ( -)2 2 L-i=l Yi - Y s = ___:==....o.::._. _ __::__:_ 

n-1 
6.7 

There are a number of reasons why regression estimation is preferred to the 

ratio estimation. First, the linear regression technique is useful when the straight line 

describing the relationship between x and y does not pass through the origin. This 

is because in such a situation the ratio estimator may have both inflated bias and 

variance (Williams, 1978). Also, the ratio estimate is not always more precise than 

the simpler estimate Ny (Snedecor and Cochran 1967; Craig 1989; Winings 1989). 
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It has been shown that the ratio estimate is more precise only if rxy (the correlation 

coefficient between x and y) exceeds 2~~Y , where the CV s are the coefficient of 

variation (Snedecor and Cochran 1967). 

The ratio estimate can only be used if the number of sample units in 

each stratum were sufficiently large to give reasonably accurate determination of the 

values of the ratio for the separate strata. If the sample units in the stratum are 

not large enough and there is a correlation between x and y, the ratio estimate will 

be biased (Yates, 1981). Therefore, the ratio estimate will be more accurate for 

stratum with large sample size. Regardless of whether the relationship between x 

and y passes through the origin or not, the bias resulted from using ratio estimator 

will be decreased as the sample size increases. 

Despite all these limitations, the ratio estimator is simple to calculate and 

in many applied problems where the numbers of sample units included in the sample 

is large, bias is not a severe problem such as in population surveys. 

Double sampling is applied in order to increase the precision of an estimate 

by using other ancillary data. In remote sensing applications, the technique was used 

in order to improve the precision of the acreage estimation of different agricultural 

crops (Cappelletti et a/1982; Pont et a/1982; Hafner et a/1982; Latham et al1983). 

The technique was applied in order to increase the accuracy of area estimation based 

on the combination of Landsat data with different data sets ranging from aerial to 

ground surveys. 
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Many authors including Craig et al (1978) ; Hanuschak et al (1979) ; Craig 

(1980) ; Mergerson (1981) ; Cappelletti et al (1982) ; Cook et al (1984) ; Pont et 

al (1982) ; Proud et al (1982) ; Hafner et al (1982) ; Latham et al (1982) ; Angelis 

and Gizzi (1984) ; Redondo et al (1984), have studied the use of combining Landsat

MSS and ground data in order to estimate the area of agricultural crops. The main 

reason behind this combination is the fact that Landsat data can produce an acreage 

estimate over large geographic areas at a small cost per unit area. However, Landsat 

can produce a complete census for the whole area to be sensed which in turn result 

in no sampling error (imprecision). Despite all these advantages, Landsat data can 

have substantial measurement error (bias) as a result of misclassification (Latham et 

al, 1983). 

To overcome the bias produced by the Landsat data, a double sampling 

approach was applied on the basis of combining Landsat data and other ground 

measurements to produce more precise and less biased estimates for the agricultural 

areas. The ground data were used because of its low bias because the ability of 

identifying crops accurately. 

Hafner et al (1982) has studied the combined use of Landsat-MSS and 

ground measurements to estimate the area of different land-cover categories in Yemen. 

He examined whether the ground estimate could be improved by taking Landsat 

imagery into consideration. He found that, the area estimate is significantly improved 

by combining the ground data with those measurements obtained from Landsat image 

interpretation (Hafner et al1982). 
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Latham et al (1982) used double sampling approach based on the combina

tion of both Landsat-MSS and ground data to estimate the aerial extent of irrigated 

land in Gefara Plain, northwestern Libya. The results showed that the most precise 

estimates were those based on double sampling. This precision was higher than those 

obtained by ground survey or Landsat-MSS data when they were used separately 

(Latham et al ,1982). 

Landsat-MSS data were used in conjunction with the ground data to esti

mate the area of corn and sorghum crops in Arizona (Craig and Miller 1980). In their 

study, Craig (1980) found that the estimates using Landsat and ground data jointly 

were more precise than those obtained utilizing ground survey alone. 

Cappelletti et al (1982) estimated the cultivated area of sugar cane in 

Sao Paulo state, Brazil, using two-phase sampling method. A double sampling with 

regression estimate was applied combining the information obtained from Landsat

MSS and aerial photographs. The estimates obtained by applying the technique were 

more precise than those estimates obtained from aerial photographs alone (Cappelletti 

et al, 1982). 

Redondo et al (1984) tested the feasibility of using double sampling with 

a regression estimate to obtain the wheat hectarage in Buenos Aires, Argentina. 

They reported that, the accuracy achieved by applying the technique for wheat area 

estimation was good (Redondo et al (1984). 

203 



6.3. ADOPTED METHODOLOGY 

To investigate the possibility of improving the crop type area estimates in 

the study area, Landsat-TM data were correlated with measurements obtained from 

a field survey. The resulted correlation coefficient was used in a regression estimator 

to predict crop areas when data from a Landsat-TM classified image is included in 

the calculation. 

The two data sets ( x and y) which are used in the regression analysis were 

obtained on a sample unit basis as follow :-

a. field area measurements (y) obtained by applying stratified random sampling 

strategy (see chapter 4 ), and 

b. Landsat area measurements ( x) based on the pixel count of classified TM image 

(see chapter 5). 

One of the main reason for using the regression estimate is that its appli

cation is similar to the application of stratification, because both of these methods 

are applied in order to increase the precision and efficiency of a sample by making 

use of supplementary information about the population (Latham et al1982). 

One of the main questions posed by this study is whether the area estimate 

will be improved by taking Landsat-TM data into account or not. In other words, will 

the relative efficiency of the estimate be improved by combining both the field and 

satellite data? This in turn leads to other question, is the double sampling strategy 

(using a regression estimate) a proper sampling method for estimating the area of 
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agricultural crops in County Durham? 

The main reasons for combining both Landsat and field data are given in 

table 6.1. The table illustrates the main differences between both field and Landsat 

surveys. Double sampling based on the combination of both surveys benefits from 

the advantages of both data sets. In other words, the Landsat data are capable of 

producing coarse measurements over a large area at a small cost per unit area; that 

field survey may gi~e more accurate measurements but at large cost per unit area 

(Latham et al, 1982). These are the main reasons for combining the two data sets. 

Table 6.1 

A Comparison Between Field and Landsat Surveys 

Field Survey Landsat Survey 

Coverage Small areas Large areas 

Timeliness Less timely Can be implemented in a more timely fashion 

Cost High on a per unit area Less costly on a per unit area 

Bias Low bias if implemented High 

with appropriate safeguard 

Imprecision High Low 
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6.4. STATISTICAL METHODOLOGY 

This section describes the statistical methods used for estimating the pa-

rameters for relating field and satellite data. The discussion and results are explained 

in detail in the section 6.5. The calculations of regression estimates were developed 

according to the procedures used by USDA (Hanuschak et al 1979 ; Cook et al 1984 

; Hanuschak et al 1982 ); Latham et al (1982) in Gefara Plain, Libya ; Hafner et al 

{1982) in Yemen ; and by Angelis and Gizzi {1984) in Italy. 

A correlation analysis was performed between crop type area estimates 

determined by both Landsat TM and field survey data. Then the coefficient of deter-

mination ( r 2 ) which shows the level of the agreement between the Landsat-TM and 

field area measurements (ha) for the crop type in each stratum was calculated from 

the equation 

6.8 

where x is the area measurement (ha) obtained from the Landsat-TM classification, 

and y is the area measurement (ha) obtained from the field survey. The regression 

estimate was calculated from the linear equation, 

6.9 

with variance of 

V (- ) = N(N - ) I:i=l (Yi - fJ)2 (1 - 2 ) 
aryhreg n n(n-1) rxy 6.10 

and standard deviation of 

6.11 
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where 

Nh = the total number of sampling units in stratum h, 

fJh= the field sample average crop area measurement (ha) in the stratum, 

xh= the average sample classified crop pixels for the stratum, sample classified pixels 

divided by the sample units, 

Xh=the average classified crop pixels for the stratum h , total classified pixels divided 

by total units in the stratum, 

and bh =the slope of the regression curve (y = a + bx )'between field (dependent) and 

Landsat (independent) data. This was calculated from the equation 

6.12 

The stratum total for fihreg is estimated by multiplying the total number of possible 

sample units in the stratum, Nh, thus 

Yhreg = Nh[Yh + bh(Xh- xh)] 6.13 

with variance of 

2 

Var(Yhreg) = Nl( ~ )(1 - r;y) 6.14 
nh 

or 

Var(yhreg) = N~[V ar(flhreg)] 6.15 

and standard error 

SE(Yhreg) = JNl[Var(flhreg)] 6.16 

s(Yhreg) = Nh[SE(flhreg)] 6.17 
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To express the variance or the standard error of the estimate as a percentage of the 

population value ("Yhreg), the coefficient of variation (C. V) was defined as 

this is equal to 

Also it can be written as 

Var(y-, )N2 
treg X 100 

N2[- ] h Yhreg 

N[SE(Yhreg)] X 100 
N-hYhreg 

SE(- ) 
CVjt = _ Yhreg X 100 

Yhreg 

For the overall strata, the mean was calculated by 

with variance 

and standard error 

5 2 
_1 """'N2( sh )(1- ri ) 
N 2 ~ nh Y 

h=l 

and the crop type area estimation by regression in the whole study area is, 

with variance 

and standard error 

5 

Yreg = L NhYhreg 
h=l 

5 

SE(Yreg) = L 
h=l 
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6.5. Results and Discussion 

This section will illustrate the results of applying the double sampling tech-

nique using the linear regression estimator. Also, a discussion about the implemen-

tation of the the statistical methodology mentioned in section 6.4 will be presented. 

All 44 sample units evaluated for the field estimation (see chapter 4), were 

compared with the corresponding area obtained from classification of Landsat im-

agery. After the field visit to each sample unit took place, where necessary new field 

boundaries were noted and the area of each land-cover type (y) was measured on 

the aerial photograph. Each SU was transferred to the image using the national grid 

coordinates obtained from 1:50,000 OS maps. Once the image was classified (see 

chapter 5 ), the number of pixels ( x) in each class was calculated for each sample unit. 

The coefficient of determination (r2) for each category was computed from 

equation 6.8. Using the information obtained from the correlation analysis between 

the~ Landsat and field data, a regression curve (y = a + bx) was drawn. In 

the regression analysis the field data represented the dependent variable (y) and the 

Landsat TM the independent variable ( x). Figures 6.1 to 6.192 show the regression 

curves between the two measurements for each crop type in all strata. 
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Figure 6.4 The Linear Regression for Field and Landsat Area 

Measurements of Oilseed Rape in Stratum Three 
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Figure 6.5 The Linear Regression for Field and Landsat Area 

Measurements of Winter Wheat in Stratum One 
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Figure 6.6 The Linear Regression for Field and Landsat Area 

Measurements of Winter Wheat in Stratum Two 

Field Area Measurement (ha) 
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Figure 6. 7 The Linear Regression for Field and Landsat Area 

Measurements of Winter Wheat in Stratum Three 
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Figure 6.8 The Linear Regression for Field and Landsat Area 

Measurements of Winter Wheat in Stratum Four 

Field Area Measurement (ha) 
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Figure 6.9 The Linear Regression for Field and Landsat Area 
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Figure 6.10 The Linear Regression for Field and Landsat Area 

Measurements of Winter Barley in Stratum One 
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Figure 6.11 The Linear Regression for Field and Landsat Area 

Measurements of Winter Barley in Stratum Two 
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Figure 6.12 The Linear Regression for Field and Landsat Area 

Measurements of Winter Barley in Stratum Three 

Field Area Measurement (ha) 
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Figure 6.13 The Linear Regression for Field and Landsat Area 

Measurements of Winter Barley in Stratum Four 
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Figure 6.14 The Linear Regression for Field and Landsat Area 

Measurements of Winter Barley in Stratum Five 
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Figure 6.15 The Linear Regression for Field and Landsat Area 

Measurements of Pastures in Stratum One 
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Figure 6.16 The Linear Regression for Field and Landsat Area 

Measurements of Pastures in Stratum Two 
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Figure 6.17 The Linear Regression for Field and Landsat Area 

Measurements of Pastures in Stratum Three 
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Figure 6.18 The Linear Regression for Field and Landsat Area 

Measurements of Pastures in Stratum Four 

Field Area Measurement (ha) 
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Figure 6.19 The Linear Regression for Field and Landsat Area 

Measurements of Pastures in Stratum Five 
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Table 6.2 illustrates the information needed to calculate the area estimates 

for oilseed rape in stratum one. The data in table 6.2 were plotted in a scatter plot 

in figure 6.20. As it is clear from the figure, all the points are close to the line 

y = a+ bx, which gives a small value of Var(Yhreg). However, the large spread of 

points around the estimated line in figures 6.12 and 6.13 indicates that Var(Yhreg) can 

be relatively large due to the disagreement between both Landsat (x) and field (x) 

area measurements which in turn resulted in low correlation between both variables. 

The main reasons for this low correlation will be explained in detail later in this 

section. 
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Table 6.2 

Data used for regression estimation of oilseed 

rape in stratum· one 

su Field Landsat Deviation of x Deviation of y (Yi- fJ) Squared Deviation of y Squared Deviation of x 

n Yi Xi Y·i- fJ Xi- X (xi- x) (Yi- fJ) 2 
(x.i-x)2 

1 11.5 15.28 4.473 8.467 37.8729 20.001 71.695 

2 0.0 0.0 -7.0273 -6.8127 47.8749 49.383 46.413 

3 9.0 5.89 1.973 -0.9227 -1.8205 3.893 0.8514 

4 4.5 2.16 -2.527 -4.653 11.7581 6.386 21.648 

5 20.5 18.9 13.473 12.087 162.8482 181.522 146.103 

6 5.0 3.87 -2.027 -2.943 5.9655 4.109 8.659 

7 0.0 0.0 -7.0273 -6.8127 47.8749 49.383 46.413 

8 0.0 0.0 -7.0273 -6.8127 47.8749 49.383 46.413 

9 8.5 8.19 1.4 727 1.377 2.0279 2.169 1.897 

10 18.3 18.89 11.272 12.077 136.1319 127.074 145.861 

11 0.0 1.76 -7.0273 -5.053 35.5089 49.383 25.530 

Sums 77.3 74.94 0.0 0.0 533.9176 542.686 561.500 

l:y l:x l:(Y·i - fJ )2 l:(xi - fJ) 2 



The results obtained show that the oilseed rape has the highest coefficient 

of determination. As mentioned in section 4. 7.3, the crop in this time of the year is 

in flowering stage, which allows it to be clearly identified by the Landsat-TM sensor 

in all bands. Specifically the yellow colour of the crop gives no confusion between 

it and any other crop in the study area. The only source of error in this case is 

misleading information given by the farmers, they may have accidentally given wrong 

information about some oilseed rape fields. For example, they may say that the field 

was planted to winter wheat or grass, but in fact it was oilseed rape or vice versa. 

When the linear regression model was applied for the pasture category, 

the coefficient of determination (r2) was very low. For instance, r 2 of the pasture in 

stratum one, has scored only 0.065. The main reason for this low figure is the low 

correlation between both Landsat and field area measurements. To assess the causes 

of this low correlation, the data for pasture in stratum one were analysed further. 

When the regression analysis was carried for the data of pasture category 

in stratum one (see figure 6.15), it was noticed that there are some points which do not 

lie close to the regression line. These points were marked on figure 6.20 as A, B, and 

C. To assess the effect of these outliers on the regression estimation, the coefficient of 

determination was calculated for all the points excluding points A, B, and C. The r 2 

obtained after excluding the outliers dramatically increased to 0.556. This indicates 

that the outliers have a very strong effect on the linear regression model calculation 

for pasture in stratum one. Moreover, to emphasise this effect, the linear regression 

equation for all the points was obtained and compared with the regression equation 
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produced by using only the outliers. For all 11 points, the linear regression equation 

was 

y = 47.3- 0.286x 

while for the outliers it only was 

y = 72.4- 0.647x 

Because the regression estimation for pasture in stratum one is affected by 

outliers, further analysis was carried out. As it is clear from the scatter plot in figure 

6.20, the x and y for points A, B, and C have not the same values. In other words, 

the field area measurements (ha) for sample units A, B, and C in stratum one are 

greater than those measured from Landsat-TM. 

The same situation occurred when the linear regression model was applied 

to the pasture class in stratum two. Figure 6.21 shows that the area measurements 

obtained by the field survey were again greater than those measurements recorded by 

Landsat-TM for point D. When the data obtained from sample unit D were excluded 

from the regression analysis, the coefficient of determination (r2) of the stratum was 

increased from 0.554 to 0.886. Hence outlier D had a strong effect on the regression 

calculation for pasture in stratum two. 
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Figure 6.21 
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The large difference between the area measurements obtained by Landsat 

and the field survey may be explained in several ways. First, the farmers may not 

have distinguished between grass and cut grass in the questionnaire survey for the 

time when the Landsat sensed the study area. The main reason being the long time 

interval between the acquisition of the Landsat data and the time of the interview. 

For some farmers three years previously was a long time to remember if the field was 

cut or not. The second reason for the low (r2) for pasture class, is that the farmers 

found it easier to answer grass, if they did not remember what was in the field in 

that time. Also, there was confusion between managed grass and winter cereals (see 

section 5.3.5). As is shown later, this confusion was also a reason for low r 2 values 

for winter wheat and winter barley. 

In the case of the winter wheat and winter barley categories, the low coeffi

cient of determination value can be explained by the nature of the spectral similarity 

between both crops. The errors are partly due to the difficulties in discriminating 

between the two classes. The spectral response of these crops is shown in selected TM 

bands and illustrated in figure 6.22. This similarity has caused a confusion between 

the two crops when the likelihood classifier was applied to the Landsat-TM data. As 

a result of this spectral confusion, the Landsat area measurements obtained varied 

from those measurements recorded by the field survey. This variation between the 

two measurements has resulted in low coefficients of determination. 

225 



ON VALUES 

150 

140 Standard Error 

130 

120 

110 

100 

90 

80 

70 

60 

50 

40 

30 

20 

10 

0 
BAND2 BAND3 BAND4 BAND5 

ON VALUES 

150 

140 

130 

120 

110 

100 

90 

80 

70 

60 

50 

40 

30 

20 

10 

0 
BAND2 BAND3 BAN04 BANDS 

ON VALUES 

150 

140 

130 

120 

110 

100 

90 

80 

70 

60 

50 

40 

30 

20 

10 

0 

1 

I 

l 

BAN02 BAND3 BAN04 BAND5 

ffi MANAGED PASTURES 
0 WINTER BARLEY 
IIIII WINTER WHEAT 

F1g. (6.22) Plot of ON Values 
for W1nter Wheot, W1nter 
Barley and Managed Postures 
for TM Bands (data represent 
means ±SDJ.The doto represent 
of d 1 fferen t tro m 1ng s 1 tes 
ob to 1ned from d 1 fferen t s tro to, 

over the study or eo 



Also, difficulties arose with the spectral separability of winter cereals and man

aged pasture as shown in figure 6.22. The coefficient of determination can be increased 

by combining both winter wheat and winter barley as a winter cereals category. As 

illustrated in figure 6.23, the variation between the two measurements was reduced 

when both winter wheat and winter barley were treated as one category. The r 2 

was increased from 0.4 718 and 0.372 for both winter wheat and winter barley respec

tively, to 0.817 for winter cereals. Despite this dramatic increase in the coefficient 

of determination of winter cereals, it is still not very high. The main difficulty was 

the accuracy of the information given by the farmers. The question 'what was in the 

field'? was answered as cereal by some farmers rather than giving a specific crop 

type. Because they do not keep records on their farms, it was difficult for the farmers 

to remember which type of cereals the field was planted. 

The statistical methodology illustrated in section 6.4 was applied for each 

stratum and the results were aggregated for the whole study area to calculate the 

total crop type area estimation using the regression estimator. The r 2 obtained from 

the correlation analysis were used in the regression analysis. Tables 6.3 to 6.6 give 

detailed results of the regression estimate calculation from the application of equations 

6.9. Also, the variance and standard error of the regression estimate were calculated 

using equations 6.16 and 6.17. 
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Table 6.3 

Regression area estimates (ha) of oilseed rape for total study area 

Stratum (h) Yh xh "'£ (y - fJ)2 "£(x-x)2 2 sh Nh xh Txy bh Yhreg SE(flhreg) 

1 7.0273 6.8127 542.686 561.500 54.2682 359 5.070 0.96726 0.95092 1928 199.2 

2 8.3.571 7.9086 605.867 633.669 100.976 244 8.61 0.98517 0.96331 2204 156.7 

3 2.5000 2.5100 200.000 204.1596 25.0000 298 2.252 0.99545 0.98526 669.25 46.6 

4 -- - -- -- -- -- -- - -- -- ---

5 - - -- -- -- -- -- - -- -- ---

Table 6.4 

Regression area estimates (ha) of winter wheat for total study area 

Stratum (h) Yh xh "'£ (y- fJ)2 "£(x-x)2 s2 
h Nh xh Txy bh Yhreg S E(Yhreg) 

1 11.504 11.5036 1029.637 482.986 102.964 359 11.00 0.6869 1.00302 5364.6 785.9 

2 11.514 9.1000 655.209 267.069 109.201 244 12.89 0.90853 1.43807 4142.9 396.8 

3 7.7778 8.6900 734.056 414.231 91.757 298 10.17 0.96780 1.28834 2886.0 235.9 

4 2.929 4.024 156.214 131.024 26.036 187 7.29 0.93259 1.01830 1169.5 127.7 

5 0.35 0.675 11.025 5.778 1.225 327 0.41 0.88410 1.12353 17.10 52.7 
- --· -- -- I 



Table 6.5 

Regression area estimates (ha) of winter barley for total study area 

Stratum (h) Yh xh "£. (y- f/)2 '£.(x-x)2 2 
sh Nh xh rxy bh Yhreg SE(Yhreg) 

1 12.2045 19.4163 1166.108 852.167 116.610 359 15.65 0.6995 0.71102 3373.7 822.4 

2 14.5286 21.3814 876.734 488.681 146.122 244 25.1 0.76943 1.03067 4480 701.8 

3 14.0222 9.7311 1331.846 1026.667 166.392 298 9.25 0.6527 0.74321 4072.1 956 

4 2.500 2.7329 262.500 45.9831 43.750 187 4.157 0.97277 2.32422 1086.6 106.3 

5 2.300 2.304 476.100 274.423 52.90 327 2.01 0.98794 1.30127 625.83 114.7 

Table 6.6 

'Regression area estimates (ha) of pasture for total study area 

Stratum (h) flh Xh "£. (y- f/)2 "£. (x- x)2 s2 h Nh xh rxy bh Yhreg SE(Yhreg) 

1 69.659 27.5073 1675.289 1341.898 167.528 359 31.2 -0.25536 -0.2863 13858.1 13336 

2 35.929 17.21865 4174.214 657.095 695.702 244 29.69 0.55356 1.50906 13357.2 1996.5 

3 47.333 40.7067 2302.000 1494.528 287.750 298 57.43 0.79019 0.98069 18993.0 101.7 

4 77.286 52.2771 1086.054 1390.855 176.238 187 117.6 0.17314 0.15097 16294.1 906.8 

5 60.780 63.534 6583.756 4777.825 731.529 327 81.65 0.83727 0.98316 25699.0 1505.7 
--



There are a number of things that can be seen from these formulae. First, 

the variance gets larger as the term (Xh - xh) gets larger; that is the variance gets 

quadratically larger the further X is from x. This is to be expected because the 

further each point is evaluated from the location, x, of the sample, the more variance 

we expect to have. This was the case in computing the variance for the pasture 

category. The reasons for the high variance is the low coefficient of determination 

between both Landsat TM and field measurements. The reasons for the low r 2 were 

mentioned earlier. 

The coefficient of variation ( CV) for all strata was calculated from equation 

6.11. It was noticed that CV has decreased in all crops in the study area. For example, 

the CV for oil seed rape in stratum 3 was reduced from 66.7% to 6. 7%. This shows 

how the regression estimator has successfully reduced the variance. The CV for winter 

wheat in strata 4 and 5, was reduced from 100% (see section 4.9) to 9.8% and 18.3%. 

Table 6.7 

A Comparison of field and regression area estimate 

of oilseed rape (ha) in County Durham 

Stratum Field Area Estimate Regression Area Estimate 

h Estimate St. Error c.v Estimate St. Error C.V 

1 2522.8 797.4 31.6 1928.1 199.2 10.3 

2 2039.1 926.7 45.5 2204.0 156.7 7.1 

3 745 496.7 66.7 669.2 46.6 6.7 

4 - - -- - - -

5 - - -- - - -
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Table 6.8 

A Comparison of field and regression area estimate 

of winter wheat (ha) in County Durham 

Stratum Field Area Estimate Regression Area Estimate 

h Estimate St. Error c.v Estimate St. Error c.v 
1 5535.1 1098.3 19.8 5366 785.9 14.6 

2 2809.5 963.7 34.3 4143.2 396.8 9.6 

3 2317.8 951.5 41.1 2884 235.9 8.2 

4 5476.6 360.6 6.6 1169.5 127.7 10.9 

5 114.5 114.5 100 17.1 52.7 308.2 

Table 6.9 

A Comparison of field and regression area estimate 

of winter barley (ha) in County Durham 

Stratum Field Area Estimate Regression Area Estimate 

h Estimate St. error c.v Estimate St. error c.v 
1 4381.4 1168.9 26.7 3374.1 822.4 24.4 

2 3545 1114.8 31.4 4480 701.8 15.7 

3 4178.6 1281.3 37.8 4072.1 956 23.5 

4 467.5 467.5 100 1086.5 106.3 9.8 

5 752.1 752.1 100 625.8 114.7 18.3 
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Table 6.10 

A Comparison of field and regression area estimate 

of pasture (ha) in County Durham 

Stratum Field Area Estimate Regression Area Estimate 

h Estimate St. error C.V Estimate St. error C.V 

1 14237.6 1401 9.8 13857.7 1333.6 9.6 

2 8766.6 2432.5 27.7 13357.3 1996.5 14.9 

3 14105.3 1685 11.9 18992.1 1017 5.3 

4 14452.4 938.3 6.5 16296.6 906.8 5.6 

5 19875 2796.8 14.1 25699 1505.7 5.9 
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The final area estimate for each category using the regression estimate is 

shown in table 6.7 through 6.10 in each stratum. The standard deviation of the 

estimate was also computed and shown in the tables. The total area estimation for 

each crop type in the study area using regression estimator were calculated by using 

the equation 6.24. 

Table 6.11 

Area Estimates (ha) for Oilseed Rape 

in County Durham, May 1985 

Stratum Field Area Estimate Regression Area Estimate RE Landsat TM only 

h Estimate St. Error Estimate St. Error Estimate 

1 2522.8 797.4 1928.1 199.2 15.6 1820.2 

2 2039.1 926.7 2204.0 156.7 35 2100.8 

3 745 496.7 669.2 46.6 113.6 671.1 

4 - - -- - - -

5 - - -- - - -

Table 6.12 

Area Estimates (ha) for Winter Wheat 

Ill c ounty ur am t D h M 1985 ay 

Stratum Field Area Estimate Regression Area Estimate RE Landsat TM only 

h Estimate St. Error Estimate St. Error Estimate 

1 5535.1 1098.3 5366 785.9 2.0 3959.8 

2 2809.5 963.7 4143.2 396.8 5.9 3145.6 

3 2317.8 951.5 2884 235.9 16.3 3030.7 

4 5476.6 360.6 1169.5 127.7 8.0 1363.2 

5 114.5 114.5 17.1 52.7 4.7 134.1 
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Table 6.13 

Area Estimates {ha) for Winter Barley 

in County Durham, May 1985 

Field Area Estimate Regression Area Estimate RE 

Estimate St. Error Estimate St. Error 

4381.4 1168.9 3374.1 822.4 2.0 

3545 1114.8 4480 701.8 2.5 

4178.6 1281.3 4072.1 956 1.8 

467.5 467.5 1086.5 106.3- 19.3 

752.1 752.1 625.8 114.7 43 

Table 6.14 

Area Estimates {ha) for Pasture 

in County Durham, May 1985 

Field Area Estimate Regression Area Estimate RE 

Estimate St. Error Estimate St. Error 

14237.6 1401 13857.7 1333.6 1.1 

8766.6 2432.5 13357.3 1996.5 1.5 

14105.3 1685 18992.1 1017 2.7 

14452.4 938.3 16296.6 906.8 1.1 

19875 2796.8 25699 1505.7 3.5 
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6.6. RELATIVE EFFICIENCY 

In order to determine the success associated with applying the regression 

estimator, its relative efficiency RE is calculated (Hanuschak et al1982). The relative 

efficiency is the ratio of the variances produced by two different sampling strategies 

to achieve a given level of precision. In this study the RE was computed by using 

the variance produced from both the field and double sampling area estimates. It 

is an important guide to examine whether the regression estimator has reduced the 

variance of the estimate by using double sampling approach. 

The relative efficiency of the regression estimator based on Landsat and 

field measurements as compared with stratified random sample estimation based on 

only field data are shown in tables 6.11, 6.12, 6.13 and 6.14. TheRE was calculated 

by the equation, 

Var(fJhf) 
RE = ) v ar(flhreg 

6.27 

A gain in precision will be achieved if the RE value is greater than 1.0. 

However, aRE of less than 1.0 means that precision has been lost by using Landsat 

TM data. In this study, the RE was calculated as the ratio between the variance 

of the field area estimate and that variance produced as a result of applying the 

two-phase sampling approach. The relative efficiency of the different crop types of 

the study area are illustrated in table 6.15. The table shows that the REs for all 

categories are greater than 1.0 in all strata. 

Looking at the RE figures, it can be seen that a gam m precisiOn was 

236 



achieved by using Landsat TM data in conjunction with the field data. This indi

cates the efficiency of the regression estimator applied by using the double sampling 

approach. In other words, the hybrid technique applied by combining both Land

sat and field measurements has produced a more efficient estimate, than estimate 

obtained by field data only using stratified random sampling. 

It is clear from the figures obtained by applying the statistical methods 

described in section 6.4, that the lower values of the relative efficiency are always 

accompanied by lower values of coefficient of determination for a particular crop type. 

This explains that the relative efficiency of a particular cover type depends largely on 

the value of the coefficient of determination for the Landsat and field data. In other 

words, the RE of a crop type was increased as the correlation between the Landsat

TM an field area measurements increased. Tables 6.15 illustrates the relationship 

between the relative efficiency and the coefficient of determination of the different 

crop type in the study area. For instance, in strata 1,2 and 4 the pasture category 

scored the lowest relative efficiency. The main reason for these low REfigures is that, 

those strata had a low correlation between the Landsat-TM and area measurements. 

The reasons for this low correlation were discussed in the section 6.5. 

Oilseed rape gives the highest RE values which is expected given high 

value of coefficient of determination for this crop. This can be explained by looking 

at both RE and r 2 values for the oilseed rape in stratum 3. 

It is concluded from this analysis that the regression estimator is always 

more efficient than the field estimator. Clearly, the regression estimator has reduced 
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the imprecision in all strata but was more efficient in some strata than others. The 

maximum increase (113%) in relative efficiency by regression estimation for this study 

was obtained for oilseed rape in stratum 3. 

The main conclusion which can be drawn from applying the statistical 

methodology is that if the correlation between the field area measurements (y) and 

the Landsat-TM area measurement ( x), is sufficiently strong, significant reduction in 

the estimates' precision and bias can result when compared with single-phase sampling 

of (y) alone. 

Table 6.15 

The Coefficient of Determination (r2) and Relative Efficiency 

Efficiency (RE) for Different Crop Type in the Study Area 

Stratum Oilseed rape [Winter wheat [Winter barley Pastures 

h r2 RE r2 RE r2 RE r2 RE 

1 0.936 15.6 0.4718 2.0 0.3720 2.0 0.0652 1.1 

2 0.9706 35 0.8254 5.9 .5920 2.5 0.3064 1.5 

3 0.9909 113.6 0.9366 16.3 0.4260 1.8 0.6244 2.7 

4 --- -- 0.8697 8.0 0.9462 19.3 0.02998 1.1 

5 --- -- 0.7816 4.7 0.9760 43 0.7010 3.5 
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CHAPTER 7 

CONCLUSION AND RECOMMENDATIONS 

7.1. Crop Identification. 

7.2. Hectarage Estimation. 

7.3. Land Cover Classification. 

7.4. Timeliness. 

7.5. Cost-Effectiveness. 

7.6. Implications of Research for County Durham 

7. 7. Recommendations For Further Research 
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The overall objective of the study was to develop and test techniques util

ising satellite data for identification and determination of the aerial extent and dis

tribution of agricultural crops over County Durham. Specifically the objectives can 

be smnmarised as follows :-

- to test the role of satellite data for discrimination between different crops over 

County Durham, 

- to test the validity of applying a satellite data set for deriving hectarage esti

mates over large areas using the crop identification data obtained from the classifica

tion of Landsat-TM data, 

- To evaluate and compare the accuracy of Landsat-TM data for making im

proved hectarage estimates vis a vis field data collection techniques, 

- To assess the accuracy of a hybrid method of area estimation combining satellite 

and field data, and 

-To assess the efficiency of making hectarage estimates using the double sampling 

over the field survey using stratified random sampling. 

The results of the research concerned with these aims will be discussed 

under the following headings :

- crop identification, 

- hectarage estimation, 

- land-cover classification, 

- timeliness, and 

- cost-effectiveness. 

To achieve the research aims, the study used the following data sets :-
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- Aerial photography covering most of the study area acquired by BKS Surveys 

in the summer of 1971 at 1:10,000 scale. 

- 1 : 50,000 Ordnance Survey maps for the area dated 1976. 

- Field data obtained by applying stratified random sampling. Forty four 1km2 

sample units were visited in summer 1988 and the field data were collected using a 

pre-prepared questionnaire. 

- Satellite data obtained by Thematic Mapper sensor onboard Landsat-5. The 

image was acquired on May 31, 1985 at approximately 9.50 am. 

7.1 CROP IDENTIFICATION 

The overall Landsat-TM classification performance obtained for the study 

area was better than 80 %. Oilseed rape was the easiest crop to discriminate because 

of the characteristic yellow colour of its canopy in May. This gave the highest classi

fication accuracy (100%) among the agricultural crops used in this study. Crops such 

as potatoes and spring barley were difficult to separate because of the stage of their 

growth in May. The Landsat-TM image used for this study was not appropriate for 

identifying potatoes because the crop had just been planted at the end of May. In 

the north-east of England, spring barley is usually planted in April and normally its 

flat-leaf opens at the beginning of July. Therefore, it was not possible to identify the 

crop using the May scene. Hectarage estimates for potatoes and spring barley could 

not be produced using May TM scene of County Durham. 

The low level of accuracy obtained for the discrimination between winter 

wheat and winter barley resulted from a lack of spectral separability. The principal 
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reason for this confusion is that both crops have the same cropping cycle and are 

spectrally similar (particularly in the visible bands). Also a confusion between winter 

cereals and managed pastures existed because both crops were green at that time of 

the year (see figure 7.1). 

7.2. HECTARAGE ESTIMATION 

The following crop type hectarage estimates were obtained for County 

Durham:-

i) field estimates using stratified random sampling, 

ii) crop hectarage estimates produced by multispectral classification of Landsat

TM, and 

iii) double sampling area estimates using a regression estimation for both field 

and Landsat-TM area measurements obtained for each sample units selected by ap

plying a stratified random sampling strategy. 

The stratified random sampling approach implemented for this study was 

designed to produce a data base which could be analysed statistically in several ways. 

The information obtained from the field survey was manipulated in order to produce 

both field and regression estimates for agricultural crops. 

Using a double sampling method based on the combination of both Landsat

TM and field data, regression hectarage estimate was produced for each crop type 

in County Durham. The results showed that the regression estimator was always 

more efficient than the field estimator. Clearly, the regression estimator has reduced 

the imprecision in all strata and was more efficient in some strata than others. The 
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maximum increase (113 %) in relative efficiency produced by the use of regression 

estimation in this study was obtained for oilseed rape in stratum 3. As illustrated in 

table 6.15, the relative efficiency (RE) gave values of more than 1.0 in all strata. This 

indicates that a gain in precision was achieved by using Landsat-TM in conjunction 

with the field data. 

The sampling error estimated for a 95% confidence level associated with 

field estimates were reduced by applying regression estimation (table 7.1). However, 

these figures suggest to conclude that regression estimates always reduce the sampling 

error associated with it, which in turn makes the area estimates more precise. 

Crop 

OSR 

ww 
WB 

Past. 

Table 7.1 

Estimate of the standard error associated with the 

hectarage estimates produced for the study area 

Field hectarage Estimates Regression Area Estimates Landsat only 

Estimate SE SE 95% Estimate SE SE 95% Estimates 

5306.9 1346.59 2693.18 4801.3 257.7 515.39 4392.1 

12253.5 1784.29 3568.57 13579.8 921.86 1843.72 11633.4 

13324.61 2243.92 4487.83 9638.5 1451.64 2903.28 15933.2 

71437.0 4407.01 8814.02 88202.7 3144.55 6289.1 84250.1 

As shown in the table the regression estimator was always more efficient 

than the field estimator. In other words, the hybrid technique, combining both satel

lite and field area measurements, has produced more efficient crop area estimates than 

the estimates obtained by using field data alone for the stratified random sample used. 
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The low RE figures produced for some strata result from one or more of 

the following reasons (see figure 7.1):-

i) In some strata there were too few data points to have confidence in regression 

parameters. For instance, in stratum 4, winter barley existed in only one sample unit. 

ii) The quality of historical data had a great influence on the regression analy

Sis. In some instances, there was disagreement between the Landsat and field area 

measurements because of error in the 1985 land-cover information given by some 

farmers, especially those who do not keep records on their farms. Also, the confusion 

between different agricultural crops has caused a divergence between the two area 

measurements. 

7.3. LAND-COVER CLASSIFICATION 

A large area was mapped by multispectral classification of land-cover types 

using Landsat-TM digital data. The study produced a classification map of thirteen 

land-cover types with more than 80% accuracy. Not all land-cover categories in level 

V of land-cover classification system designed for the study area were included in the 

multispectral classification map produced. The main reason was that some land-cover 

types could not be identified on the Landsat image used in this study (see figure 7.1). 

Nevertheless, the results of a discriminant analysis of the differentiation among the 

land-cover types in County Durham using Landsat-TM was very encouraging because 

the high accuracy obtained. 

7.4. TIMELINESS 

The results obtained from this study indicate that the timing of Landsat 
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Fig. 7.1 
Schematic Diagram illustrating the Interrelated 

Factors Affecting Crop Identification and 
Area Estimation in County Durham 

CROP IDENTIF
ICATION AND 

AREA ESTIMATION 
~------------~ ~-----------
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image acquisition was a major factor influencing the accuracy of crop identification. 

The land-cover classification map produced did not include all the categories illus

trated in the system designed for the study area. This is because the image acquired 

in May was not appropriate for some land-cover classes to be discriminated. 

The atmosphere can greatly affect the availability of satellite remote sens

ing for agriculture. One of the main atmospheric examples is the cloud cover which 

may prevent a full Landsat cover for the whole area. Cloud cover is a critical fac

tor as far as the application of Landsat data in agriculture in County Durham is 

concerned. Appendix A presents the weather data obtained by the University me

teorological station in Durham. It illustrates the occurrence of dry and cloud-free 

days through the growing season (see table 2.1). The data presented in the Appendix 

shows that through the growing season there are very few cloud-free days which makes 

the acquisition of a cloud-free image for the area difficult. 

As described in chapter two, one characteristic of the study area is the 

spread of hill fog in the west and the "Sea-fret" from the east. These factors can affect 

the quality of the satellite data obtained from ground reference measurements. In this 

study haze affected a part of the study area which in turn influenced the Landsat-TM 

multispectral classification process. To overcome the problem a separate classification 

was carried out on the area affected by haze by choosing separate training data sets 

for those areas. This method is a time consuming procedure especially when the 

main objective is to benefit from the rapidity of remote sensing. Stratification on the 

environmental basis was seen to be efficient process in these circumstances. 
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The aerial photographs (AP) used in this study were a useful guide in the 

sampling design of the field survey, especially when the sample units were transferred 

from 1:50,000 OS maps to the ground. They were also used in mapping the boundaries 

of each sample unit and to measure the area of each cover type in SUs. Some problems 

arose in the use of APs due to the changes which have taken place on the ground in the 

period between 1971, when these APs were taken, and 1985, when the Landsat-TM 

image was acquired. The 1:25,000 Ordnance Survey maps were used for surveying 

those sample units with no air photography coverage. The results reveal that these 

OS maps can be successfully used instead of APs. The main reason was that the field 

boundaries are very clear on these maps. Also, this will in turn reduce the cost of 

acquiring a full coverage of AP for the whole County. 

7.5. COST-EFFECTIVENESS 

An analysis of whether the increased efficiency gained by applying the re

gression estimator is cost-effective is difficult due to the lack of precise cost figures for 

the comparison. For instance, no information is available on the cost of the agricul

tural survey carried by MAFF in their June postal questionnaire. Therefore, it is not 

possible to make a final cost comparison between the methods applied in this research 

and that used by MAFF. Previous studies have reported that the satellite-based tech

niques for agricultural crop area estimation are cost-effective when implemented over 

large geographic areas ( LACIE 1979 ; Latham et al 1982 ; Hanuschak et al1982 ; 

Hafner et al1982 ; Angelis and Gizzi 1984). 
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7.6. IMPLICATIONS OF RESEARCH FOR COUNTY DURHAM 

This research study demonstrates the ability of Landsat-TM data to dis

criminate between agricultural crops in the study area. The results obtained empha

sized that the satellite data can be used for identification of agricultural crops over 

large geographic areas with small field sizes and different environmental and physical 

features. 

The most recent land-use maps available for the area go back to early 

1960s. Satellite data can be a very good source for producing more recent detailed 

land-use maps by multispectral classification of Landsat-TM data. The details of the 

map produced in this study can be extended to include specific land-use types where 

spectral discrimination is possible. 

The quality of field data was affected by errors included in 1985 land-cover 

information given by some farmers, especially those who did not keep records on their 

farms. To minimise the effect of such errors, the study indicates the need for selected 

calibration units ( CUs) which will be useful for accurate calibration ofremotely sensed 

data. These calibration areas need to be selected on a stratum by stratum basis in 

order to fully sample the range of land-use or crop types present in each area. This 

will allow the distribution of test points within each stratum to reflect a greater range 

of crops covering all those which occur within a stratum. 

These calibration units could take into account a range of field shapes in 

order to minimise the errors resulted from misclassification of digital data due to the 

possible association of crops with a particular shape of fields. 
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The information obtained from those defined CUs will improve the classi

fication accuracy of any remote sensing surveys which will be carried on in the future. 

Lack of such information leads to low RE estimates for both field and remote sensing 

surveys. 

Using a stratified approach allows each stratum to be analysed separately 

thereby lessening the reliance on cloud free imagery for the whole county on any given 

date. Therefore, hectarage estimates could be obtained using both field and Landsat 

data for those strata which are cloud free. On the other hand strata which are cloud 

covered would have to rely on previous imagery or simply use only field estimation 

technique, while using only field estimate for those strata with cloud cover imagery. 

Also, different crops might be better identified at different times of the year in some 

strata because of agronomic practice in that particular stratum. 

The study reveals the possibility of linking remote sensing data with exist

ing county based information systems. For instance, the ability to overlay Landsat

TM image to the administrative boundaries and produce statistics at a district, parish 

or other user defined scale. 

Once Landsat data are acquired and processed, they can be used for several 

other applications such as: 

- studying the rural and urban land-use expansion, 

- forest inventories and ecological monitoring, 
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- studying the expansion of open cast mining and its effect on the soil capabilities 

and on agricultural land, and 

- comparison of land-use changes with archived maps. 

7.7. RECOMMENDATIONS FOR FUTURE RESEARCH 

Based on the results of this work, several areas for further study can be 

recommended. 

The accuracy of classification of certain land-cover types can be greatly improved by 

either :-

i) selecting imagery from certain times of the year, or 

ii) using multidate imagery. 

This research shows that the best example for (i) is the 100% classification accuracy 

obtained for oilseed rape using May Landsat-TM imagery for County Durham. If 

the discrimination accuracy between cereals and managed pastures is to be improved 

another Landsat image should be acquired in August. Because in May both crops 

are green colour but in August cereals will be yellow. This time of the year will 

also be suitable for the identification and hectarage estimation of potatoes. However, 

increased cost and unavailability of Landsat-TM cloud-free scenes for the area may 

strongly mitigate against having multidate Landsat data. Taking these factors into 

account, further research could be directed towards using the multipolarized radar 

data into a crop identification scheme to suit the the environmental conditions of 

north-east England. 

An important factor to be considered when obtaining satellite seasonal 
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coverage is the percent of cloud-free days. Cloud cover may place a great restriction 

on the scheduling of the satellite image acquisition over County Durham because of 

the relatively low number of cloud-free days throughout the year, particularly during 

the growing season. Therefore, the agricultural application of remote sensing in the 

county should investigate the supplementary use of microwave data (i.e. AIRSAR 

or ERS-1 data). One of the most important characteristics of radar is that it uses 

its own energy to map surface features. Consequently, it is not restricted by the 

availability of solar radiation and can therefore operate under any weather conditions 

such as cloud, haze and fog. 

To improve the efficiency of the regression estimates of crop hectarage in 

County Durham, both the area of the sampling units and the sample size must be 

increased for specific crops in particular strata because of the uneven distribution of 

land-cover types in each sample unit and in each stratum. 

To improve the precision of the field and regression area estimates the field 

survey must be take place at the time of the image acquisition. This will minimise 

errors in the land-cover information given by the farmers because the information can 

be checked on the ground and will in turn improve the quality of the training data 

and the classification accuracy. 

The aerial photography acquisition time should ideally coincide with the 

acquisition time of Landsat data in order to avoid the changes in the field bound

aries and in land-cover types. The experience gained from this study reveals that 

1:25,000 Ordnance Survey maps provide a useful alternative to APs for the imple-
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mentation of the double sampling technique for this study. Because of its low cost, it 

is recommended that future projects use 1:25,000 OS maps where appropriate. 

To assess the cost-effectiveness of remote sensing methods used in this 

study to estimate the crop type hectarage, the cost of an existing agricultural statis

tical survey must be studied. Such studies must be investigated by MAFF in order 

to make a final cost comparison among all methods. 

The results obtained from this study demonstrate the capability and effi

ciency of transferring the remote sensing techniques to a processing system, perhaps 

incorporating multisensor data acquisition, capable of producing accurate and precise 

crop hectarage estimates for Counties throughout the U.K. as an operational service. 
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APPENDICES 

APPENDIX A 

The Daily Meteorological Observations 1984- 1988 

APPENDIX B 

I. The Growth Stages of Cereals 

II. The Growth Stages of Oilseed Rape 
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APPENDIX A 

Daily 

Meteorological Observations 

1984-1986 

SOURCE 

Durham University Observatory 

Department of Geography 

University of Durham 
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STATION DETAILS 

The Observatory is situated on a slight hill, 0.86km south-west 
of Durham Cathedral, and south of the River Wear. The site is open and 
well-exposed. The location of the site is given by the following co-ordinates:-

National Grid Reference NZ 2672 4156 

latitude and longitude 54°46 '06" N 01°35 '05"W 

The instruments recording temperature and rainfall are located on 
the lawn in front of the south elevation of the Observatory, at a height 
of +102 metres 0.0. The Campbell-Stokes sunshine recorder is located on 
a parapet at first floor level, and the anemograph and anemometer are 
housed on the roof of the Observatory. 
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EXPLANATION OF TABLES 

Hour of observation 0900 G.M.T. unless otherwise stated 

Monthly averages of rainfall and sunshine refer to the period 1906-1935 
Average wind speeds are for 1937-1947. Monthly averages of temperature are 
for the period 1936-1965. 

Columns 2-3 Temperatures. Thermometers are exposed in a standard Stevenson 
Screen. \faximum readings are thrown back. Earth thermometers (30 em and 100 em 
under grass) are Symons pattemglass thermometers in steel tubes. All 
thermometers are graduated on the Centigrade scale (°C) 

Column 9 Rainfall. All readings are thrown back and refer to measurements 
made in a standard 5 inch diameter rain guage. Tr = Trace (less than 0.05 mm) 

Column 10 Snow. Depth of snow in em 

Column 11 Sunshine. The recorder is of the Campbell-Stokes pattern sited 
6 metres above ground level (+ 108 metres O.D.) 

Column 12 State of ground- Code figures: 

In 1982 the method of recording was changed. In this part of the record a 
figure in the first column refers to ground conditions without snow or ice 
cover; a figure in the second column refers to ground conditions with snow or 
ice cover. 

Without snow or ice cover With snow or ice cover 

0 Surface dry 0 Ground covered by ice 
1 ~foist 1 Compacted wet snow with or without ice 
.:. \'iet 2 Compact or wet snow on over half 
3 Ground flooded the ground 
4 Frozen 3 Even layer of compact or wet snow 
.) Glaze on ground 4 Snow completely covering the ground 

5 Loose dry snow covering less than 
half of the ground 

Column 13 Cloud amount is estimated in oktas (eighths of sky): 0 =sky completely 
cloudless, 8 = sky completely overcast. 

Column 15 Visibility - Code figures: 

X 0-19 metres Dense fog Screen visible from Observatory 
E 20-39 metres Dense fog Observatory Cottage visible from Observatory 
0 40-99 metres Thick fog Trees in drive visible from Observatory 

100-199 metres Thick fog Gate to Observatory on Potters Bank visible 
Fog St Aidan's College visible from Observatory 
Moderate fog Grey College visible from Observatory 
Very poor visibility l'lhinney Hill School visible (NZ 281419) 

2 300-399 metres 
3 400-999 metres 
J 1000-1999 metres 
5 2000-3999 metres Poor visibility Gilesgate Moor Estate visible 
6 4-9 km Moderate visibility Littletown spoil heap visible (NZ 340430) 

10-19 km Good visibility Burnhope ~fast visible from Observatory 

Columns 16-17 Wind speed and direction are measured bv a Dines Pressure Tube 
Anemograph (height of vane 16 metres above ground levci: +118 metres O.D. effective 
height 10 metres) 
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DAILY OBSERVATIONS AND WEATHER 

January 1984 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

DATE 
.0 .0 - :; :I 
.0 .Q 

>.. ... ... 41 
0 3: 

1 6.5 5.2 
2 5.1 3.2 
3 1.7 0.5 
4 2.0 0.8 
5 6.6 5.6 
6 5.3 3.4 
7 2.8 2.0 
8 1.4 o.s 
9 -0.8 -1.0 

10 8.4 7.3 
11 7.3 6.5 
12 2. 5 2.0 
13 5.4 4.0 
14 l.S 0.2 
IS -0.3 -0.5 
16 2. 2 0.6 
17 2. 2 1.7 
18 1.7 0.7 
19 1.0 0.1 
20 -1.9 -2.0 
21 -3.6 -3.8 
22 -0.2 -0.4 
23 0.5 -0.5 
24 -0.1 -0.5 
25 -4.5 -4.5 
26 1. 5 1.2 
27 3.6 3.S 
28 2.0 1.9 
29 2.3 2.1 
30 1.7 1.1 
31 1.0 0.2 

MONTH 2.1 1. 3 

AVERAGE 

Monthly Rainfall 

83.7mm 

.<: 
.<: ... 
... "' ... "' .: ... "' co :n FALL co co uJCO .... uJ ... ... 

§ a s "" • QQ 
:I a a a "' a ... u ... .... .... "' u 41 41 rruc. >< = co "0 0"0 

"' ..... ... ~ 3 0 = ::r ::r "' -:I 

7.4 5.2 2.2 6.6 7.1 0.1 
10.1 3.9 1.0 5.9 7.0 5.9 

3.S -2.0 -2.5 5.9 6.9 1.1 
6.9 -0.4 -2.7 4.8 7.0 Tr 
7.5 -1.0 -5.0 4.5 7.0 
7.4 4.5 o.s 4.7 6.9 0.2 
4. 7 2.0 1.2 4.7 6.9 Tr 
4.0 o.s -2.6 4.2 6.6 1.5 
8.5 -1.5 -4.0 3.8 6.S 0.1 

10.5 -1.1 -2.6 3.S 6.5 1.6 
10. 7 7.0 5.2 4.6 6.2 5.5 
11. 1 1.3 -0.9 4.6 6.2 3. 7 
5.4 -1.0 -2.1 4.5 6.2 8.1 
3.1 -0.4 -2.4 4.2 6.2 Tr 
2. 3 -1.1 -3.1 3.7 6.2 1.1 
6.0 -0.9 -2.0 3.5 6.0 7.5 
2.9 -1.7 -2.0 3.4 5.9 
3.7 0.6 -2.3 3.4 5.9 
1.2 -0.1 -3.6 3.0 5.8 o.s 
1.6 -3.4 -6.8 2. 8 S.6 
1.2 -5.7 -7.4 2.6 5.6 3.9 
0.1 -4. 1 -5.1 2.5 5.4 0.7 
0.6 -3.7 -3.2 2.4 5.3 24.5 
0.5 -0.7 -1.0 2.3 5.0 0.5 
1.6 -6.6 -9.0 2.3 5.0 1.6 
3.6 -7.9 -9.0 2.3 5.0 7.0 
4 .I 0.8 -1.1 2.3 4.9 2.5 
3.1 1.5 -0.2 2.2 4.8 2.6 
6.1 0.8 0.4 2.2 4.7 0.1 
3. 2 -o.s -3.3 2.2 4.7 3.3 
s.o -0.1 -4.2 2.2 4.7 0.1 

4.8 -0.8 -2.5 3.6 5.9 83.7 

5.3 -0.1 49.3 

% of Average Monthly Sunshine 

169.8% 58.8 hrs 

em. 
SHINE 

lying 

0900 hours 
hours 

0.0 
0.0 

2 0.9 
4.8 
s.o 
0.9 
4.9 
1.0 
0.0 
0.0 
1.4 
5.2 
2. 1 

5 ,3. 3 
5 1.1 
8 0.0 

0.6 
6.5 
4.3 
2.6 
2.1 

9 0.0 
10 0.0 
16 0.0 
16 1.1 
14 0.0 
12 o.o 
8 0.0 
4 3.5 
2 0.4 
1 7.1 

58.8 

50.2 

---

% of Average 
117.1\ 

"0 ... = 41 
:I .<: 
0 ... ... co 

"" 41 >.. :a ... ... .... 
0 ... -= .... .. "0 41 .Q ... :I "' . ... 
co 0 41 "' ... - ... .... 
Vl u ""' ··> 

1 3 01 7 
1 3 02 6 

5 8 75 4 
1 2 01 6 

1 4 02 6 
1 3 01 7 
1 2 02 7 
1 2 02 7 
4 5 03 6 
1 5 02 6 
1 6 02 6 
4 3 01 6 
1 3 02 6 

3 2 02 6 
3 4 03 6 
3 8 03 6 
1 6 01 6 
1 2 01 7 
1 4 02 6 
6 6 03 6 
6 3 01 6 
7 8 72 5 
7 8 73 5 
8 8 70 6 
8 2 01 5 
4 8 69 5 
4 8 45 0 
4 8 45 0 
2 8 45 1 
2 3 01 6 
1 1 01 6 

4.7 

% of Possible 
24.2\ 

ATE I 

I 
2 
3 
~ 

s 
6 
7 
8 
9 
10 
11 

12 
13 

1~ 

IS 
16 

I 7 
18 
19 
20 
21 
22 
23 
2~ 

2S 
26 
27 
28 
J9 
.'10 
31 

"' "' ~ ... 
0 ... = 

"' ... = .. 
0 .. = ..... . .. 
... QQ 

u " "0 
0>"0 " .. " ...... .,_ 
~ 0 Vl 

26 08 
27 I~ 
26 20 
33 09 
26 16 
20 02 
28 16 
34 10 
24 01 
22 09 
21 01 

~~~ 12 
31 27 

25 14 
2S 10 
16 OS 

30 IS 
29 IS 
3S 10 
C A L :.1 
22 02 
19 06 
12 OS 
02 07 
22 02 
10 IS 
09 01 
C A L M 
~ ~ 
22 03 
32 03 

.'lEAN 8. ~ 

AVERAGE 9. 6 

I W E ,\ T U E R 

Cloudy, strong ~ind continuing, rain at night 
Cloud, strong ~ind continuing 
Strong ~inds, sno~ showers. Cold day 
Frost, cloudy at first, becoming brighter, cold 
Frost, cloudy becoming brighter with sunny intervals 
Bri~ht at first, becoming cloudy 
Bright with sunny intervals, strong winds 
Cloudy, ground frost, becoming brighter, with snow showers 
rrost, cloudy, rain 
Cloudy, frost, rain 
Cloudy, mild, rain, becoming brighter with sunny intervals, rain 

at night and strong wind 
Cloudy,. ground frost, cold, wirod rnodcratin~. 5tron)! ~inds at night 
Cloudy becoming brighter, slight frost, strong wind, HG 76 knots, 

snow showers 
Cloudy, frost, snow showers, strong ~ind 
Cloudy, sold, snow showers 
Cloudy, heavy snow showers, sleet, rain Late afternoon. Strong 

winds at night. IIG 7S knots at about 6. 30 p.m. 
Cloudy, wind moderating, frost, cold, sunny intervals 
Ground frost, bright and sunny periods, cold day 
Cloud)', frost, becoming bright with sunny intervals, slight snow 
Cloudy, frost, becoming brighter with sunny intervals. showers 
Cloudy, becoming brighter with sunny intervals. Frost, snow sho~oer 
Cloudy, frost, snow showers. Snow covering the ground completely 
Cloudy, frost, heavy snow showers. Snow covering the ground 
Cloudy, slight snow showers, frost 
Cloudy, becoming brighter, frost, sunny intervals 
Rain at first, becoming sleet and snow showers 
Fog, rain 
Fog, rain 
~- ~. becoming b-righter rith sunny intetvab 
Frost, cloudy, becoming brighter with sunny intervals, rain after-
Frost, bright and sunny noon 
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DAILY OBSERVATIONS AND WEATHER 

February 1984 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

"0 .. 
c: ., 

.c ::1 .c .c ... em. 0 ... 
... Vl .. Vl .. .. 

DATE .: .. <II .. <II FALL SHINE "" 
., >.. .. .. UJ .. :1 ... 

.Q .Q .... UJ .. .. Lying ..... .... - -; ~ ~ a "" . "" 0 ... -::1 a c: .... 

.Q .Q e a <II e ,. 0 .. 0900 hours 
... "0 ... .Q .... .... <II 0 ... ., 

DUD. ... ::1 Vl . ... 
>.. ... >< c: .. "0 0"0 .. 0 ., Vl .. ... .. . ... .. :; 3 0 c: hours .. - .. .... 
0 :;: :z z '-' -::1 <I) u c.. > 

1 0.5 0.1 5. 2 -4.7 -6.8 2.2 4.6 5.0 0.0 4 8 03 5 
2 4.9 3.9 7.0 0.1 -1.0 2.2 4.6 0.2 l. 9 . 2 4 01 6 
3 6. 2 4.9 
4 2. 7 2. 3 
5 2.4 0. 7 
6 5.0 3.5 
7 3. 3 1.1 
8 2.8 1.4 
9 3.1 l.S 

10 7.0 5.9 
11 6.8 6.1 
12 5.3 4.4 
13 -l. 2 -1.4 
14 -1.0 -l. 3 
15 l.l 0. 7 
16 -1.9 -2.0 
17 1.2 1.1 
18 0.3 0.1 
19 -0.1 -1.1 
20 0.9 0.7 
21 2.2 1.9 
22 4.5 4. l 
23 3.0 1.5 
24 2. 3 1.0 
25 0.2 0.0 
26 1.3 0.8 
27 3. 2 2.6 
28 3.0 2. 0 
29 5.1 4.5 

MONTH 2.6 1.8 

AVERAGE 

Monthly Rainfall 

27.7mm 

6.8 3.2 0.5 2. 3 4.6 2.3 6.1 
9.5 2. 2 -l. 2 2.8 4.6 1.7 0.5 
6.0 0.7 -1.6 3.2 4.5 2.7 6.0 
5.8 1.5 -0.1 3.3 4.6 1.4 l.S 
5. 2 0.4 -2.0 3.2 4.6 3.4 7.3 
6.0 1.6 -1.4 3.2 4.6 0.1 7.8 
8.6 l.O -3.3 3.0 4.6 8.0 

10.0 3.1 0.5 3.0 4.6 0.2 2.7 
8.4 4.7 0.5 3.9 4.7 Tr 0.2 
8.6 4.8 2.8 4.3 4.7 1.4 
3.0 -1.6 -l. 8 4.2 4.7 2.7 
5.6 -2.7 -5.2 3.7 4.7 Tr 0.3 
2. 5 -l. 2 -1.6 3.7 5.0 0.3 
1.2 -2.0 -2.2 3.5 4.9 0.0 
6.1 -2.0 -2.1 3.5 4.9 1.3 
3.8 -0.4 -0.5 3.6 4.9 0.4 
2.0 -1.1 -3.6 3. 3 4.8 1.3 
2.3 -1.7 -4.2 2.9 4.8 6.1 0.1 
6.0 0.2 -1.8 2.7 4.7 0.2 2 0.3 
7.0 2.0 1.1 3.0 4.7 0.3 0.2 
4.0 2.4 l.O 3. 5 4. 7 Tr 0.0 
4.4 l. 0 -0.1 3.5 4.5 0.6. 0.0 
3.5 -l. 2 -4.2 3.4 4.5 0.3 0.0 
3.2 -0.1 -0.4 3.4 4.6 2.5 0.0 
4.0 1.0 0.2 3.4 4.6 0.1 0.0 
5.1 1.9 1.2 3.5 4.7 0.2 0.0 

11.0 -0.5 -4.5 3.5 4.7 0.4 3.6 

5.6 0.4 1.3 3.3 4.7 27. 7 S3.9 

6.0 0.1 38.1 64.1 

% of Average Monthly Sunshine % of Average 
72.7% 53.9 hrs 84.1% 

l 6 03 6 
l 8 62 5 
1 l 01 6. 
2 7 64 6 
4 2 01 6 
l 2 02 6 
4 2 02 6 
l l 02 6 
l 4 03 5 
l 6 02 6 
1 8 03 4 
4 7 02 4 
l 8 02 5 
4 9 45 3 
l 9 45 3 
l 9 45 l 
4 7 02 5 
4 8 70 5 

3 8 03 6 
l 8 02 6 
l 8 02 6 
l 8 02 6 
l 8 02 4 
1 8 77 5 
1 8 03 5 
1 8 02 5 
1 7 01 6 

6.5 

-

\ of Possible 
19.-l% 

·DATE 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
1S 
16 
17 
18 
19 
20 
21 
2:! 
23 
24 
2S 
26 
27 
2B 
29 

Vl 
c: ... ... 

Vl 
.:: ., 
0 ., ...... 
... "" 0 ., 
Cll"O .. . ........ 
0 0 

"' .. 
0 c: 
"" 
" . ... 
"0 ., .. 
c.. 

<I) 

19 02 
31 09 
28 10 
20 16 
24 14 
28 16 
31 22 
33 14 
32 06 
29 04 
29 03 
22 02 
22 06 
C A L ~ 
20 02 
22 08 
20 03 
21 10 
17 10 
1S 03 
14 02 
C A L M 
08 OS 
23 03 
C A L M 
C A L M 
OS OS 
33 01 
22 01 

~lEAN 6.1 

AVERAGE 8.4 

W E A T H E R 

Frost, cloudy, snow showers, becoming heavy.rain 
Cloudy, ground frost, becoming brighter with sunny intervals 
Cloudy, becoming bright and sunny 
Cloudy, ground frost, strong wind, rain at night 
Bright and sunny, ground frost, rain at night 
Cloudy, intermittant heavy rain and strong wind 
Bright, ground frost, strong winds, rain at night 
Bright and sunny, ground frost 
Bright and sunny, ground frost 
Bright and sunny, dry day 
Bright and sunny, becoming cloudy 
Cloudy, sunny intervals 
Frost, cloudy becoming brighter with sunny intervals 
Frost, cloudy becoming brighter, cold and damp, fog at night 
Cloudy, frost, dull, cold, fog at night 
Fog, frost, cold day 
Fog, frost, cold becoming brighter 
Fog, frost, cold 
Frost, cloudy, becoming brighter with sunny intervals 
Cloudy, slight snow showers, frost 
Cloudy, wet snow covering ground 
Cloudy, slight rain at night 
Cloudy, dull day 
Cloudy, slight ground frost, dull 
Frost, cloudy, rain at night 
Frost, slight hail at first, cloudy, cold, rain at night 
Cloudy, cold 
Cloudy, slight rain at night 
Cloudy becoming brighter with sunny intervals 
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DAILY OBSERVATIONS AND l~f:ATIIER 

March 1984 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

"' 1-o 
c QJ 

..c " ..c 
..c .... em. 0 .... ... "' 1-o "' 

1-o "' DATE .: 1-o "' "' "' FAll SHINE "" QJ >. 

"'"' UJ <OS ); .... .., .., .... UJ 1-o 1-o lying .... .... - ~ ~ a "" . "" 0 ... -" " a c .... .., .., e a "' a "" u 1-o 0900 QJ "' QJ .., .... . ... "' u QJ " nw;. hours .. " "' .... 
>. ... >< c "' "' 0'<:1 "' 0 .. "' 1-o .. "' x 1-o ~ § 0 c hours ... - 1-o .... 

Q ;l: X '"' -" <ll u 0.. > 

1 5.0 4.5 7.5 4.1 0.5 4.2 4.7 2.0 0.7 1 7 60 6 

2 2.1 o.s 4.2 0.3 -l.S 4.5 4.7 1.8 1.0.2 7 01 6 
3 2.2 o.s B.9 0.0 -3.4 4.1 4.B l.B 7.3 1 1 01 7 
4 B.9 B.2 11.0 1.9 -0.4 4.4 4.9 0.7 0.0 1 6 03 6 
5 B.4 6.9 12.S 6.3 1.3 5.0 5.3 Tr 4.9 1 5 01 6 
6 B.B 6.6 12.7 S.6 -0.1 5.B s.o 2. B 1 5 02 7 
7 6. 7 5.5 7.6 S.B 1.9 6.1 5.1 0.0 1 B 03 5 
B 5.0 3.6 6.5 3.0 1.1 6.0 5. 3 0.6 1 5 01 6 
9 6.0 4.0 7. 4 1.0 -2.1 5.6 5.5 0.1 1.2 1 3 01 5 

10 5. 8 4.9 7.5 4.2 2.6 5.B 5.5 1.5 0.0 1 B 02 6 
11 5.4 4.5 B.1 3.7 1.6 5. B 5. 5 1.1 0.2 1 7 01 6 
12 5.0 4.6 5.6 3.3 1.6 S.9 S.6 0.2 0.1 2 B 60 6 
13 3.6 2.0 4.0 3.5 1.5 5.6 5.7 1.4 0.3 1 8 03 6 
14 3. 7 2.4 4.9 2.0 1.0 5.3 s. 7 0.1 0.0 1 B 02 6 
15 3.0 1.5 4.6 2.3 l.S 5.1 5. 7 3.3 1 0.4 1 8 02 6 
16 1.4 1.1 5. 4 0. 2 -1.7 4.B 5.B 0.4 2.3 3 5 01 6 
17 l.B 1.4 4.0 0.0 -3.3 4.7 5.B o.s 0.0 1 6 03 5 
lB 2.9 1.5 5.5 1.0 0.1 4.7 5.B 0.2 1.4 1 7 03 5 
19 l.O 0.3 3.5 o.z -0.2 4.B 5.6 0.2 0.3 1 B 83 5 
20 1.9 0.5 3.2 0.5 0.1 4.6 5. 5 0.1 0.2 1 B 03 5 
21 1.2 1.0 6.0 -0.4 -1.5 4.6 5.5 Tr 0.6 1 B 71 5 
22 l.O 0.9 6.3 -2.1 -4.2 4.5 5.5 1.2 1 B 42 2 
23 4.5 3.5 7.4 0.6 -1. B 4.7 5.S 6.0 1.0 l 7 01 5 
24 3. 8 3.4 3.8 3.4 3.0 5.0 5.6 12.0 0.0 1 7 63 5 
25 2. 9 l.B 7.5 -0.1 -2.4 4.5 5.6 5.5 3.2 1 8 40 4 
26 5.2 5.1 7.4 1.7 1.5 s.o s. 7 4.3 0.0 2 B 65 

i I 

27 6.4 s.o 10.1 2.2 -1.0 S.6 s.s 0.2 8.8 2 3 01 
28 s. s 4.S 10.0 2.0 -1.4 6.1 5.6 3.S 1.6 1 4 02 
29 4.5 3.9 7.5 1.9 0.4 6.3 5.7 1.9 2.5 2 5 02 6 
30 2. 5 2.2 6.B 1.5 -1.3 6.2 5.9 3.0 2. 2 2 8 60 5 
31 3.1 2. 3 6.2 -O.S -2.9 5.8 5.8 0.4 6.5 2 4 01 5 

MONTH 4.2 3.2 6.9 1.9 -0.31 5.2 s.s 52.2 Sl. 3 6.4 

AVERAGE 8.6 1.3 44.9 106.4 

-----· 
Monthly Rainfall \ of Average Monthly Sunshine \ vf ,\verage \ of Possible 

5 2 . 2nun 116 . 3% 5 l. 3 h rs 4 8. 4\ 14. 1\ 

·DATE I 

1 
2 
3 
4 
s 
6 
7 
B 
9 

10 
ll 
12 
13 
14 
IS 
16 
17 
IB 
19 
20 
21 
22 
23 
24 
25 
26 
27 
2B 
29 
30 
31 

"' "' c ... .. 0 ... c 
"' ... 

c .. 
0 QJ c 

.... 1-o .... 
... "" u .. "' ""' .. 
1-o .. ........ "'" Q 0 <ll 

C A l M 
31 IS 
34 14 
32 OS 
31 06 
31 09 
03 03 
OS 03 
C A l M 
32 OS 
C A l M 
10 04 
07 OB 
OB 06 
07 03 
C A l M 
06 02 
06 04 
C A l M 
C A l M 
C A l ~ 
C A l M 
11 03 
13 01 
17 04 
10 01 
21 01 
C A L M 
3S 03 
04 03 
07 OS 

MEAN 3. S 

AVERAGE 7.3 

I W E A T tl E R 

Cloudy, slight rain at first, becoming brighter 
Slight snow showers, strong winds, becoming.brighter 
Bright and sunny, slight ground frost, rain at night 
Cloudy, slight ground frost, rain at night 
Bright and sunny. Mild 
Cloudy, becoming brighter with sunny intervals 
Cloudy, dry 
Cloudy, becoming brighter 
Bright and sunny at first, becoming cloudy 
Cloudy, rain in tho evening 
Cloudy, rain 
Rain at first, cloudy, becoming brighter 
Bright at first, cloudy, rain 
Cloudy, rain at night 
Cloudy, becoming brighter late afternoon 
Snow showers, becoming brighter 
Cloudy, ground frost, slight rain 
Bright at first, becoming cloudy with sunny intervals 
Cloudy, ground frost, slight snow showers, sunny intervals 
Cloudy, becoming brighter 
Cloudy, slight snow showers, becoming brighter 
Fog, frost, becoming brighter with sunny intervals 
Cloudy, ground frost 
Rain, heavy at times 
Cloudy, frost becoming brighter with sunny intervals 
Rain, heavy at times 
Bright and sunny, slight ground frost 
Cloudy, ground frost, becoming brighter 
Rain, becoming brighter with sunny intervals 
Cloudy, slight rain becoming brighter 
Snow. Sleet and snow showers. Becoming brighter 
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DAILY OBSERVATIONS AND WEATHER 

April 1984 

T E M P E R A T U R E oc 
., ... 

RAIN- SUN- § Ql --· 
~ ..c ..c 0 ... ... .. ... "' ... '" .: ... "' '" "' 00 .. >.. DATE ., ., 
uJ f ll: ... ... ... .... uJ ... FALL SHINE ... . ... 

~ a 00 • 00 0 ... ..... - - ~ a c: .... :I :I ... .Q a a "' a "' u ... .. ., Ql .Q .... .... "' u .. .. ... :I Ill . ... 
>.. ... >< c: ., ., O'tJ ., 0 Ql Ill ... .. "' .... ... 0 c: 0 c hours ... u ... . ... 

Q ;;o:: ::;: ::;: "" ..... :I -:I IIDII • Ill a. > 

1 4.8 1.9 7.0 0.8 -1.4 5.5 6.0 0.6 9.0 1 3 01 6 
2 5. 1 ~- 3 8.9 -0.2 -3.2 5.5 5.6 6.8 2 6 03 6 
3 4.1 2.6 8.5 -3.2 -5.9 5.6 6.0 9.5 1 3 01 6 
4 4.0 1.7 7.5 -1.8 -4.9 5.8 6.0 9.8 0 3 02 6 5 5.0 3.0 10.0 -3.2 -6.0 s. 7 6.0 0.2 9.7 0 2 02 6 
6 5.3 4.6 6.2 1.6 -1.2 6.5 6.0 5. 3 0.0 1 8 03 6 
7 6.2 4.9 8.6 2.7 -0.8 6.3 6.2 0.2 2.0 2 4 01 6 
8 5.9 4.9 10.0 o. 2 -3.4 6.5 6.2 0.1 0.7 1 6 02 5 9 8.0 5.1 9.4 0.5 -1.7 6.5 6.2 1.5 0.4 1 7 02 6 

10 6. 1 s. 3 9.0 -0.4 -2.7 6.3 6.3 2.4 0.6 1 7 02 s 
11 8. 8 5.9 10.5 5.2 3.8 6. 7 6.4 0.5 7.8 1 3 01 6 
12 7.9 4.5 10.9 -0.5 -4.7 6.5 6.4 8.8 1 1 01 7 
13 8.7 7. 2 12.2 6.0 4.5 6.8 6.5 2.8 1 6 03 7 
14 9.3 6.9 11.8 6.8 s. 2 7. 2 6.5 0.2 2.3 0 6 02 6 
15 s.s 3. 2 12.4 3.5 2.4 7. 5 6.6 1.1 5.6 1 6 02 6 
16 7. 5 4.5 11.6 2. 1 -1.5 7.5 6.6 0.6 8.9 1 2 02 7 
17 8.4 5.0 11.5 0.3 -3.6 7.5 6.6 0.2 9.0 1 2 02 7 
18 7.6 6.2 11. 7 5.3 4. 1 7. 5 6.9 1.2 1 7 03 6 
19 11.7 8.8 12.5 7. 3 5.8 7.5 7.0 3. 5 0 5 02 7 
20 12. 5 10. 5 16.3 9.5 8.1 7.5 7.0 5.0 0 6 01 6 
21 12. 7 8. 6 18.3 8. 2 4.1 7.7 7.1 6.7 0 6 01 6 
22 9.8 8.0 12.6 5.0 0.9 7.9 7.3 8.3 0 4 02 7 
23 9.1 5.8 15.4 -0.6 -4.2 8.5 7.5 12.5 0 1 02 7 
24 11.0 6.5 18.0 1.9 -1.5 9.1 7.6 12.6 0 0 02 7 
25 14.5 10.2 19.6 3.0 -0.9 9.8 7.8 12. 2 0 1 02 7 
26 13.7 11.0 15.0 1.7 -2.3 10.1 8.0 10.8 0 0 02 7 
27 7.2 6.9 18.9 4.5 4.0 11.0 8.1 9.1 0 2 02 6 
28 13.1 7.0 16.9 4.4 1.1 11.4 8.3 12.2 0 1 02 7 
29 7.9 6.5 15.1 2.1 ~1.5 11.1 8.3 8.3 0 6 03 5 
30 9.0 7.0 16.6 1.0 -3.5 10.6 8.7 11.3 0 2 01 5 

MONlli 8. 4 6.0 12.4 2.5 -0.4 7.7 6.9 12.9 207.4 3.9 

AVERAGE 11.8 3.3 45.9 134. 1 

Monthly Rainfall 

12.9mm 

\ of Average Monthly Sunshine \ of Average \ of Possible 

28.1\ 207.4 hrs 154.7\ 49.4\ 

r 
I I 

"' "' c ... .. 0 ... c 
Ill .... 

·DATE I 5 ~ c . ...... . ... 
... 00 
u .. ., .. ., Ql ... <1.1 ........ "'" co Ill 

1 08 10 
2 02 04 
3 24 02 
4 22 02 
5 C A L M 
6 04 06 
7 02 02 
8 34 02 
9 32 03 

10 C A L M 
11 29 06 
12 29 06 
13 26 07 
14 24 16 
15 30 06 
16 30 12 
17 31 05 
18 20 08 
19 23 14 
20 23 10 
21 16 03 
22 OS 03 
23 17 06 
24 18 05 
25 20 01 
26 OS 03 
27 18 01 
28 18 02 
29 17 05 
30 18 02 

~lEAN 5. 1 

-
AVERAGE 8.1 

W E A T II E R 

Bright and sunny, ground frost 
Bright at first, becoming cloudy, ground frost, sunny intervals 
Frost, bright and sunny, warm dry day 
Frost, bright and sunny, dry day 
Frost, bright and sunny, warm dry day 
Slight ground frost. Cloudy, rain 
Slight ground frost. Bright and sunny 
Cloudy, ground frost 
Bright at first, becoming cloudy, ground frost. Rain 
Cloudy, frost, becoming brighter, rain at night 
Bright and sunny, showers 
Frost, bright and sunny 
Cloudy, cool SW wind 
Bright at first, becoming cloudy with sunny intervals 
Cloudy at first, becoming brighter. Rain and sleet showers 
Ground frost. Bright and sunny, sleet showers 
Ground frost. Bright and sunny, rain at night 
Cloudy, cold SW wind, becoming a little brighter 
Quite cloudy, with strong SW wind, mild 
Cloudy, becoming clearer with sunny periods 
Cloudy, becoming clearer, with long sunny periods. Warm, dry day 
Dry, sunny day 
Frost. Bright and sunny, dry day 
Ground frost. Bright and sunny, warm dry day 
Ground frost, bright and sunny, continuing warm and dry 
Ground irost, bright and sunny, fog at night 
Fog at first, becoming brighter, warm and dry day 
Bright and sunny, continuing all day, quite warm. light SW wind 
Cloudy, becoming brighter, ground frost 
Ground frost, bright and sunny 
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DAILY OBSERVATIONS AND WEA111ER 

May 1984 

-
T E M P E R A T U R E oc 

"0 ... 
-- -· RAIN- SUN- c 41 

-::; :1 ..c ..c 0 ... ... "' ... "' ... al 

.: ... Ill al Ill "" 41 >.. DATE al al u.Jal Jl ... 
""' ""' ... u.J ... ... FALL SHINE ... ... 
:; - § ~ 

a "" . "" 0 ... -:1 a c ... 
""' .Q Ei "' a"' u ... 41 "0 41 .Q ... ... "' u 41 41 ... :1 Ill ... 
>.. ... X c al "0 0"0 al 0 41 Ill ... "' "' ... ... 0 c 0 c hours ... u ... .... 

Q 3; ~ :E <.:l "':1 -:1 DIID • U) ... > 

1 12.0 9.9 15.6 4.0 -0.5 10.6 3.9 10.4 0 2 02 6 
2 13.5 10.0 16. 1 5. 1 2.1 11.1 9.0 11.2 0 1 02 6 
3 6.7 6.0 [5. 5 3.5 J.9 11.2 9.0 6.5 . 0 8 03 5 
4 6.8 6.4 14.8 4.6 2.6 11.5 9.1 5.8 0 8 02 4 
5 9.2 8.8 14.8 1.2 0.2 11.2 9.2 7. 7 0 2 01 5 
6 9.-l 6.6 9.9 6.6 4.2 12.1 9.5 Tr 1.2 0 5 03 6 
7 6.9 5.0 8.9 4. 7 0.0 11.1 9.6 Tr 1.6 0 6 02 6 
8 5. 5 3.8 10.5 2. 9 0.4 10.8 9.6 7.6 0 7 03 6 
9 9.0 6.3 11. 1 2.0 1.1 10.6 9.6 0.4 1.2 0 7 02 6 

10 9.5 7.5 11.2 0.6 -3.0 10.1 9.5 4.3 1.0 1 8 62 6 
11 11.0 8.1 12.4 3.0 1.5 10.0 9.6 12.3 1 3 01 7 
12 10.4 7.3 12.4 -0.6 -4.6 10.1 9.5 11.8 1 4 02 6 
13 11. 2 6. 2 13.6 -2.2 -6.3 10.1 9.6 12.1 0 1 01 7 
14 12.0 7. 1 16.0 -0.5 -3.5 10.2 9.6 13.4 0 1 02 7 
15 13.5 9.1 15.9 3.3 1.3 10.9 9.7 11.5 0 2 02 7 
16 11.1 8.0 13.8 S.4 1.9 11.2 9.7 0.0 0 7 03 6 
17 10.6 9.S 13.S S.8 2.8 11.2 9.7 0.3 3.7 0 7 02 6 
18 8.0 6.4 11. s 6.6 5.6 11.2 9.7 0.2 0.0 0 8 03 6 
19 11.-l 10.1 16.6 s.o 2.S 11. 2 10.0 6.2 7.1 0 3 01 6 
20 11.6 10.3 12.9 6.9 s.o 11.6 10.0 4.1 0.7 1 6 02 5 
21 7. s 7.0 12. 1 s.s 4.6 11.3 10.1 7. 3 0.2 1 8 03 s 22 11. 1 10.0 14. 1 7.2 6.6 11.1 10.1 0.8 0.2 1 8 02 s 23 13.9 11. s 19.2 7.8 6.0 11.S 10. 2 10.7 0 4 01 6 24 18.8 lS.O 20.4 8.3 4.S 12.6 10.2 1.0 10.9 0 2 02 7 2S 8.1 7.3 10.3 7.4 7.0 13.0 10.3 Tr 0.0 1 8 03 6 26 9.S 6.9 12. 1 6.2 4.9 12.6 10.6 2.1 3.1 0 4 02 7 27 6.4 s. 9 8.8 3. 7 0. 7 11.8 10.6 2.4 0.0 1 7 62 5 28 B.S 7.8 11. 1 s. 7 S.4 11.3 10.6 Tr 0.0 1 6 02 6 29 10.0 8.0 17. 1 S.6 3. 8 11.1 10. s 8.4 1 6 01 7 30 17.1 13.2 19.8 3.3 2.0 12.2 10. s 12.6 0 2 01 7 31 15.6 11.7 19.S 7.7 S.3 13.1 10.6 1.6 12.0 0 1 01 7 

~IONTII 10. S 8. 3 13.9 4.7 2.2 11.3 9.8 30.7 184.9 S.1 

AVERAGE 14.8 s.s S4.1 159.96 
'---

Honthly Rainfall 

30. 7mm 

\ of Average Monthly Sunshine \ of Average \ of Possible 

S6.8\ 184.9 hrs 11S.6\ 37.3\ 

·DATE 

1 
2 
3 
4 
s 
6 
7 
8 
9 

10 
11 
12 
13 
14 
1S 
16 
17 
18 
19 
20 
21 
2:! 
23 
24 
2S 
26 
27 
28 
29 
30 
31 

"' c 
41 ... 

"' c Ill 
0 Ill ...... 
... "" u Ill 
41"0 ... ...... 

Q 0 

04 
04 
21 
20 
C A 
OS 
03 
02 
29 
35 
09 
07 
09 
21 
20 
C A 
10 
03 
12 
OS 
34 
OS 
03 
01 
OS 
02 
35 
03 
03 
09 
21 

Ill ... 
0 
c 
-" 
c ... 

"0 
Ill ... 
0.. 

U) 

04 
04 
03 
04 

L M 
07 
08 
04 
04 
OS 
04 
02 
02 
03 
02 

L M 
03 
OS 
01 
02 
06 
10 
03 
06 
OS 
12 
14 
10 
OS 
01 
03 

MEAN 4.6 

AVERAGE 7.0 

N E A T H E R 

Slight ground frost, bright and sunny 
Bright and sunny 

Fog at first, cloudy, becoming brighter with sunny periods 
Fog at first, cloudy becoming brighter with sunny intervals 
Bright and sunny 
Bright and sunny at first, becoming cloudy 
Cloudy with sunny intervals 
Bright at first, becoming cloudy with sunny intervals 
Cloudy, becoming brighter late afternoon 
Cloudy, rain, cold day 
Bright and sunny, warm,dry 
Bright and sunny, frost 
Frost, bright and sunny 
Frost, bright and sunny. Warm and dry 
Bright and sunny. Warm and dry 
Cloudy all day 
Cloudy becoming brighter. Rain at night 
Cloudy, slight rain 
Bright and sunny. Rain at night 
Bright at first, becoming cloudy. Rain at night 
Rain at first, cloudy, rain at night 
Rain at first, cloudy, sunny intervals 
Bright and sunny. Warm and dry 
Bright and sunny. Warm, dry day 
Rain at first, cloudy 
Cloudy with sunny periods 
Cloudy, rain 
Cloudy,rain 
Cloudy, becoming brighter with sunny intervals 
Bright and sunny. Warm & dry. (Annular eclipse 6.14-8.00 pm) 
Bright and sunny. Warm, dry day 
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DAILY OBSERVATIONS AND WEATHER 

June 1984 

T E M P E R A T U R E oc ., ... -- RAIN- SUN- 3 .. 
.<: 

.<: .. 0 .... 
.... "' ... .. ... .. ... "' .... ... .. >.. 

DATE c .... u.IOI ll: .... 
.a .a .... u.lk ... FALL SHINE .... .... 

~ 
a ... . ... 0 .... ... - -; a a c .... :I 
"' a '"' u 1-< .. ., .. .a .a .a ... ... "' u .. .. .... :I "' . .. 

>.. ... >< c .. ., 0"0 .. 0 .. .. ... .. .. i 1-< 0 c 0 c hours .... u 1-< . .. 
Q ! ~ X ..., ... :I -::~ DIID • Cll Q,. > 

1 13.2 11.4 14.9 10.0 9.0 13.3 10.8 S.6 0.6 0 7 03 6 
2 12. 2 9.6 1S.2 6.9 4.6 13.3 10.0 3. 2 8.3 1 s 01 6 
3 10.0 9.7 1S.3 7.1 3.9 13.1 11.1 1.8 0.6 1 8 62 s 
4 12.4 11. 3 14.S S.4 2.S 12. s 11.1 10.S 0.1 1 8 03 s s 11.0 10.8 12.1 10.0 8.2 13.0 11.2 6.7 0.1 2 9 43 2 
6 12.0 11. 7 15.2 9.4 8.9 12.8 II. 2 0.1 0.0 2 8 03 4 
7 IS. 2 13. s 17. s 9.5 7.S 12.8 11.2 6.8 1 s 01 6 
8 10.3 9.2 14.2 6.6 3. 2 13.6 11.4 4.3 0 7 02 6 
9 12.4 10.4 16.2 6.0 4.3 13.4 11.4 9.0 0 s 01 6 

10 11.8 10.8 14.3 s. 2 2.6 13.8 11.4 0.2 0 7 03 5 
11 13.9 11.8 17.5 8.5 6.5 13.8 11.6 5.0 0 5 01 6 
12 15.9 12.2 16.8 10.8 7. s 14.2 11.6 2.2 0 s 01 7 
13 IS. S 14. 1 17.2 12.4 10.5 13.8 11.6 0.9 0.0 0 8 03 6 
14 14.7 11.0 18.3 8.S 5.8 13.5 11.8 7.2 0 6 01 6 
IS lS.O 12.6 21.2 7.8 2. 3 13.7 12.0 7.0 0 6 02 6 
16 19.S 17.0 23.0 13.5 9.6 14. s 12.0 0.1 4.3 0 s 02 6 
17 21. s 18.1 22.3 13.9 10.7 lS.l 12.0 4.8 S.3 0 5 02 6 
18 18.1 15.4 23.2 10.5 6.8 15.S 12.4 Tr S.8 0 7 03 6 
19 20.1 17.9 2S.O 13.8 10.2 16.1• 12.4 8.3 0 5 01 6 
20 20.6 16.9 23.2 11.2 7.S 16.4 12.6 0.1 9.0 0 3 01 6 
21 14. 5 10.5 16. 3 8.4 3.9 16.2 12.7 o.s 9.4 0 4 02 6 
22 16.1 11.9 16.6 9.9 8.S lS.S 13.0 7.0 0 4 02 6 
23 13. s 9.7 14.5 7.9 4.7 14.7 13.0 4.5 0 8 03 7 
24 14. 1 10.9 17.8 S.9 3.0 14.1 13.0 2.7 0 6 02 7 
2S 17.6 13.0 20.2 12.0 10.2 14.S 13.0 12.7 0 4 02 7 
26 17.0 13.4 22.0 12.1 9.S 14.8 13.0 10.S 0 7 03 6 
27 16.9 13.6 19.S 13.S u.s 1S.S 13.0 2.S 6.4 0 4 01 7 
28 12.5 8.8 16.1 7.9 s.s 1S.2 13.0 7.8 1 6 03 7 
29 13.3 9.0 1S.6 6.1 2. 2 14.8 13.0 6.8 0 6 02 7 
30 14.4 9.7 16.1 6.0 3.0 14.6 13.2 7.6 0 4 01 7 

~IONTI! 14. 84 12. 2 17.7 9.22 14.3 12.0 36.8 1S9.5 5.9 

AVERAGE 17.9 8.S so.o 174.6 

Monthly Rainfall \of Average Monthly Sunshine \of Average \of Possible 

36. Bmm 73.6\ 1S9.Shrs 91.4\ 31\ 

·DATE 

I 
2 
3 
4 
s 
6 
7 
8 
9 

10 
11 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 
29 
30 

VI 
c .. ... 

"' c .. 
0 .. 
·~ .. 
... 00 
u .. .. ., 
1-< 
·~ .... 
Q 0 

"' .... 
0 
c .... 
c 
·~ ., .. .. 
c. 

Cll 

21 04 
24 06 
09 09 
04 03 
09 08 
C A L M 
02 08 
01 08 
06 02 
OS 02 
23 02 
24 13 
2S 08 
32 07 
C A L M 
C A L M 
23 04 
21 04 
24 04 
20 04 
31 11 
29 17 
24 10 
34 10 
31 17 
32 11 
30 14 
02 09 
33 10 
01 OS 

~lEAN 7 

AVERAGE 6. 3 

I~EATHF.R 

Cloudy with sunny intervals, rain at night 
Bright and sunny, warm dry day, rain at night 
Thunderstorm, rain, cloudy, mild. Clearing by late afternoon 
Cloudy. Thunder showers at night 
Fog, damp day, rain at night 
Cloudy, dull, damp day 
Cloudy at first becoming brighter with sunny intervals 
Cloudy becoming brighter with sunny intervals 
Bright and sunny, warm dry day 
Cloudy dull day 
Bright and sunny, cloudy with sunny intervals 
Bright and sunny. Strong SW wind. Cloudy with sunny intervals 
Cloudy, rain 
Bright and sunny at rirst, becoming cloudy with sunny intervals 
Bright and sunny, warm dry day 
Bright and sunny at first, becoming cloudy 
Bright and sunny, becoming cloudy, with thunderstorm 
Bright at first, becoming cloudy, warm, dry day 
Bright and sunny, warm, dry day 
Bright and sunny, warm dry day, rain at night 
Bright and ~unny, cool NW wind, rain at night 
Bright and sunny, strong westerly wind. Becoming cloudy 
Dull with westerly winds and sunny intervals 
Cloudy with sunny intervals 
Bright and sunny, strong N to NW winds 
Cloudy with west wind continuing and sunny intervals 
Bright and sunny, rain at night 
Bright and sunny, becoming cloudy with sunny intervals, NW winds con 
Bright and sunny, NW wind continuing 
Bright at first, becoming cloudy, with sunny intervals, dry day 



N 
CXl 
0'\ 

DAILY OBSERVATIONS AND WEATHER 

July 1984 

T E M P E R A T U R E oc 

--

DATE 
.Q .Q - -:I :I 
.Q .Q 

>- .... .. "' Q 3: 

1 15.6 12.0 
2 11. 1 9.2 
3 14.1 11.5 
4 15.0 12.0 
5 13.1 11.6 
6 21.0 15. 5 
7 21.0 20.7 
8 21.0 16.1 
9 21.3 18. 2 

10 18. 2 15. 2 
11 17.6 15.9 
12 18.1 16. 5 
13 17.6 13. 2 
14 12.7 12. 5 
15 15.9 12.2 
16 16.9 13.3 
17 18.7 14.9 
18 16.5 15.6 
19 15.5 14.0 
20 1Jl.5 15. 7 
21 13.6 12. 5 
22 14.0 12. 3 
23 16.5 12.8 
24 17.2 12.7 
25 19.5 14.9 
26 16.5 14.4 
27 15.5 13. 1 
28 19.2 16.6 
29 19.3 15.4 
30 19.9 15.7 
31 15.2 14.9 

MONTii 16.9 14.2 

AVERAGE 

Monthly Rainfall 

21. 4mm 

'tl .. 
RAIN- SUN- § .. 

-::: ..c: ..c: 0 ... ... "' .. "' .. .. 
.. "' .. .. co .. >. c .. .. UJ .. :J ... ... UJ .. .. FALL SHINE ..... ... 

~ a a co • co 0 ... ... a ~ .. c ... 
a "' a .. .. 'tl .. .a ... ... "' u .. .. ... :I .. ... 
>< c .. 'tl O'tl .. 0 .. .. 
"' ... .. 0 c 0 c 

DDII. hours ... G .. . .. 
::;: ::;: .., .... :I -:I Ill .,.. > 

20.1 8.2 4.5 14.8 13.2 5.2 7.3 0 4 02 7 
14. 3 8.3 7.1 15.0 13.2 Tr 1.6 1 6 03 7 
17.6 5.6 2.5 14.4 13.3 11. 1 0 4 01 7 
21.0 4.5 ·1.8 14.9 13.2 11.0 0 1 01 6 
21.6 6.4 3.5 15.2 13.3 8.1 0 6 03 6 
26.0 7.7 5.8 15.9 13.3 10. 7 0 3 01 7 
26. 2 9.0 3.6 16.2 13.5 11.7 0 2 02 7 
26.0 10.1 7.0 16.4 13.5 11.7 0 6 02 6 
22.5 12.5 9.0 17.0 13.7 7.3 0 6 02 5 
22. 3 13.9 9.5 16.9 13.7 4.9 0 7 02 6 
22.1 11.2 7.2 16.5 13.9 9.6 0 6 02 6 
21.0 10.8 7.1 16.3 14.0 6.8 0 6 02 6 
20.2 9.7 5.4 15.9 14.0 3.1 s. 7 0 5 02 6 
19.6 11.4 9.5 15.7 14.0 0.3 3.2 1 8 02 5 
18.1 10.0 7. 2 16.0 14.1 0.4 4.6 0 4 01 7 
18.2 11.7 7.5 16.0 14.0 4.3 0 6 03 7 
24.0 10.5 7.4 16.0 14.0 0.1 5.1 0 6 02 7 
21.5 15. 1 13.0 16.6 14.0 0.3 7.0 1 8 62 s 
18.6 12.5 11. 4 17.0 14.0 0.5 0 8 03 6 
23.0 9.5 6.0 16.5 14. 3 10.1 0 5 01 6 
19.2 12.6 11. 1 16.6 14.4 3. 3 0 8 01 6 
23.9 12.4 11.1 16.5 14.4 2.9 0 8 01 6 
21.1 6.2 2.5 16.0 14.5 6.9 0 3 01 7 
22.2 8.3 4.8 16.2 14.5 7.7 0 7 03 7 
24.0 8.3 4.0 16.6 14.4 0.3 12.4 0 1 01 7 
21.0 12.9 10.6 17. 1 14.5 4.5 0 7 03 6 
19.2 9.5 5.7 16. 7 14.5 8.7 0.0 0 7 02 6 
20.3 13.6 11.0 16.4 14.6 Tr 0.0 1 7 02 6 
22.5 15.1 12.5 16.6 14.8 9.8 0 4 01 6 
22.8 9.7 6.7 16.8 14.6 3.0 8. 5 0 4 02 6 
20.1 13.6 9.1 16.6 14.5 Tr 4.5 1 8 63 5 

21.3 10.3 7. 2 16.2 14.0 21.4 202.8 s.s 

19.4 10.1 65.8 1S9.3 

% of Average Monthly Sunshine \ of Average \ of Possible 

32.5\ 202.8 127.3\ 39.3\ 

·DATE I 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 
29 
30 
31 

"' "' c ... .. 0 ... c 
"' ... c .. 

0 .. c . .... ... 
... co 
u .. 'tl 
Ql'tl .. .. .. . ....... Q. 

Q 0 Ill 

01 02 
01 10 
34 02 
C A L M 
08 01 
22 04 
23 OS 
18 03 
C A L ).1 

22 02 
23 07 
22 10 
32 10 
C A L M 
04 06 
OS 04 
3S 04 
C A L M 
03 07 
C A L M 
08 02 
C A L M 
21 OS 
14 02 
17 01 
07 01 
28 08 
27 09 
24 12 
23 07 
C A L M 

~lEAN 4.16 

AVERAGE 6.1 

I W E A T II E R 

Bright 
Cloudy, cool and sunny intervals 
Bright and sunny, warm dry day 
Bright and sunny, warm dry day 
Cloudy becoming bright and sunny, warm dry day 
Bright and sunny, warm dry day 
Bright and sunny, warm dry day 
Bright and sunny, warm dry day 
Bright and sunny 
Cloudy with sunny intervals 
Bright and sunny, becoming cloudy with a cool SW breeze 
Bright and sunny, dry day 
Bright and sunny 
Rain, becoming brighter with sunny intervals 
Cloudy with sunny intervals, rain at night 
Cloudy with sunny intervals 
Cloudy becoming brighter with sunny intervals 
Rain at first, clearing to give a bright, sunny, warm day 
Cloudy, becoming brighter late afternoon 
Bright and sunny 
Cloudy, becoming brighter with sunny intervals 
Cloudy, becoming brighter wi~h sunny intervals 
Cloudy, becoming brighter with sunny intervals 
Bright and sunny at first, becoming cloudy, warm, dry and sunny 
Bright and sunny, warm, dry day 
Cloudy, becoming brighter with sunny intervals 
Cloudy, rain 
Cloudy 
Bright and sunny 
Bright and sunny, warm, dry day 
Rain, cloudy with sunny intervals 
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August 1984 

T E M P E R A T U R E oc 
"0 "' ----· RAIN- SUN- c:: .. 

-;; :I ..c:: ..c:: 0 ... ... ., "' "' "' .. 
.: "' Ill 

.. Ill .... .. >-. IIATE .. .. ~ .. l: ... 
"' "' ... u.JI< "' FALL SlllNE .... ... - ~ ~ s .... ..... 0 ... .... 
:I :I a c:: ... 
"' -" -~ s "' a "' u "' .. "0 .. -" ... "' u .. .. ... :I Ill ... 
>-. ... >< c:: . .. "0 0"0 .. 0 .. Ill 

"' .. .. . .. "' 0 c:: 0 c:: hours ... - "' . .. 
Q .. ::z ::z <.:l .... :I -:I DDII. Ul u 0.. ;> 

' 
1 16.9 13.5 22.5 9.0 4.5 16.2 14.6 S.6 6.3 0 s 01 7 
2 14.5 14.0 1S.5 12.5 8.6 16.2 14.6 10.2 0.0 1 8 63 s 
3 13. 1 13.0 13.7 12.6 11.3 16.2 15.6 22.5 0.0 2 8 63 s 
4 12. 3 12.0 14.9 11.4 10.0 15.0 14. 7 0.5 0.0 2 8 63 5 
5 14.5 12.4 18.8 9.8 6.3 15.0 14.5 Tr 2.6 1 8 02 7 
6 14.4 12.0 17.2 7. 5 4.0 15.1 14.5 1.5 0. 2 1 8 02 7 
7 12. 5 12.0 18. 1 10.3 7.5 15.0 14.5 3. s 4.0 1 8 62 6 
8 15.0 14.0 18.9 12. 5 10.4 15.3 14.4 Tr 1.8 1 8 01 6 
9 18.5 15.0 19.0 10.2 7.0 15.7 14.4 2.2 1 5 03 7 

10 15.0 12.4 21.4 7.0 2. 8 15.5 14.4 10.7 1 2 02 7 
11 19.1 15.0 23.4 7.0 4.0 15.9 14.4 11.1 0 2 02 7 
12 18.0 14.4 22.2 9.1 5.9 16.5 14.5 11.3 0 2 02 7 
13 12.5 11. 3 23.7 9.2 4.8 16.8 14.5 6.5 0 8 01 5 
14 20.5 16. 5 23.6 10.6 7.1 16.8 14.6 0.1 S.4 0 4 02 6 
15 19.0 15. 3 21. 1 12.0 7.5 17.0 14.7 4.S 0 4 02 6 
16 16.9 15.1 22.3 10.9 7.2 16.8 14.8 6.4 0 8 01 6 
17 15.0 14. 1 23.6 10.8 9.8 17.0 14.8 3.4 0 8 02 s 
18 18. 2 15. 5 23.0 13.5 9.S 17.0 14.8 2.3 0 7 03 7 
19 21.3 17.2 26.8 10.9 6.S 16.9 14.9 11.7 0 1 01 6 
20 21.3 17. 3 25.3 12.0 8.9 17.1 15.0 11.5 0 0 02 7 
21 16.0 15. 5 24.4 10.2 6.3 17. 3 15. 1 Tr 8. 3 0 9 4S 3 
22 16.6 16.4 20.0 10.5 7.0 17.3 lS. 1 0. 1 0 8 so s 
23 16.6 15.5 20. 1 14.6 13.0 17. 3 15. 2 0.0 0 8 03 s 
24 16.5 15.9 17.5 15.5 13.5 17.3 15.2 0.0 0 9 43 4 
25 17. 5 lS.O 21.1 12.4 9.1 17.0 15.3 10.1 0 4 02 7 
26 14.6 12.5 22.5 5. 7 2.0 16.8 15.3 10.6 0 4 02 6 
27 19.4 17.0 23.8 10.0 6.1 17.0 15.3 5.0 0 4 02 6 
28 17.9 14.8 21.7 10.7 6.6 17.0 15.3 1.2 6.3 0 5 03 7 
29 16.5 12.5 20.7 ll. s 7.1 16.8 15.3 10.0 0 3 03 7 
30 16.7 13.0 20.3 12.4 7.2 16.3 lS. 3 Tr 6. 1 0 6 01 7 
31 18.8 14.4 21.9 13.3 12.5 16.4 lS. 3 10.6 6.7 0 4 02 7 

1-· 

HONTII 16. 6 14.3 20.9 10.8 7.S5 16.4 14.9 S5.7 16S.l 5.7 

r-
,\VEI!AGE 19.0 10.2 68.8 146.9 

----· 
~1onthly Rainfall % of Average Monthly Sunshine % of Average \ of Possible 

55.7 80.9 % 165.1 hrs l12\ 3S.8\ 

"' .. 
c:: ... .. 0 ... c:: 

"' ""' DATE I 5 : c:: 
. .. "' ... ... .... 
u .. "0 .. .., .. 
"' .. ...... c.. 
Q 0 Ul 

1 17 OS 
2 09 OS 
3 OS 06 
4 04 OS 
s 03 OS 
6 21 03 
7 01 06 
8 01 06 
9 34 02 

10 C A L M 
11 03 02 
12 C A L M 
13 19 06 
14 C A L M 
lS OS 03 
16 OS 02 
17 21 03 
18 22 04 
19 20 OS 
20 19 03 
21 08 01 
22 06 02 
23 07 03 
24 OS 07 
2S OS -06 
26 10 02 
27 33 01 
28 25 08 
29 30 12 
30 26 18 
31 28 18 

HEAN 4.8 

AVERAGE 5. 4 

I WEATIIER 

Cloudy with sunny intervals 
Rain 
Rain 
Rain, becoming dry and cloudy 
Cloudy dr)" day with sunny intervals 
Cloudy with showers 
Cloudy with showers and sunny intervals 
Cloudy dry day with sunny intervals 
Bright and sunny becoming cloudy but remaining dry 
Bright and sunny 
Bright and sunny 
Bright and sunny 
Mist at first becoming warm and sunny 
Warm and sunny becoming cloudy with some rain showers 
Warm and sunny becoming cloudy with sunny spells 
Cloudy with morning mist clearing to become generally sunny 
Cloudy with morning mist clearing to give sunny periods 
Cloudy, warm, dry day 
Bright and sunny, warm dry day 
Bright and sunny, warm dry day 
Fog at first, becoming brighter, warm, dry and sunny 
Cloudy, slight drizzle 
Misty at first, cloudy day 
Fog at first, has become thinner in past hour 
Bright and sunny day. Warm and dry 
Bright and sunny, warm, dry day 
Cloudy with sunny periods, continuing dry and warm 
Cloudy with sunny periods. Showers late evening 
Bright and sunny, cloudy at times with moderate W breeze 
Cloudy with moderate W to SW bree:e. Long sunny periods 
Cloudy with moderate W to SW breeze. Long sunny periods 
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September 1984 

T E M P E R A T U R E oc 

IJ,\"j 

1 
2 
3 
4 s 
6 
7 
8 
9 

10 
11 

112 13 
14 
lS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 
29 
30 

fi 

-

,,10/ITII 

-" -:J 
-" 
>-. 

"' Q 

8.3 
10.2 

9.6 
10.4 
11.0 
10.3 
14.8 
11.9 
10. 7 

13.0 

·----
:,VERAGE 

.0 -:J 
-" 
... .. 
" 

7. 6 
9.1 
9.4 
8.S 

10.3 
9.5 

13.0 
11.8 
9.0 

11.4 

Honthly Rainfall 

96.3mm 

.: .... 
~ ~ a 

a "' ... ... .. 
>< = .. 
"' ... ... 
::z ::z ~ 

12.3 S.7 2.9 
1S.O 6.8 s.s 
12.4 7.0 6.3 
13.8 6.7 4.S 
16.0 8.8 7. 8 
1S.9 6.7 4.0 
17.1 10.0 9.S 
17.0 11.4 10.6 
12.5 10.2 13.1 

16.08 9.27 7.3 

16.9 8.S 

\ of Average 

190.3\ 

ItA IN- Sll/1--:; -<: ... "' ... "' ... "' .. "' .. .. UJ .. ....... ... FALL SlllNii 1>0 •I>Q 
a 

a "' ... ... ... .. .. 
""' 0'0 

0 = 00: hours .... :J - :J 
IIIID. . 

12.S 13.9 4.1 3.0 
12.3 13.8 8.3 2.3 
12.2 13.S 2.S 1.3 
11.9 13.5 0.4 0.6 
12.1 13.3 Tr 3.9 
12.2 13.2 Tr I. 1 
12.8 13.2 7.7 2.5 
13.1 13.0 4.4 3.4 
13.0 13.0 1.3 7.8 

13.8 14.1 96.3 98.8 

50.6 126 

Monthly Sunshine \ of Average 

98.8 hrs 78.4\ 

""' ... 
= .. 
:J -<: 
0 ... ... .. .,. .. ~ 

~ ... .... . .. 
0 ... -= ... .. ""' .. .a ... :J Ill . .. .. 0 .. "' ... - ... ... 
V) u a.. ;;;. 

1 6 02 7 
1 6 02 7 
2 s 02 6 
1 7 03 6 
2 6 01 6 
1 7 03 6 
1 s 01 6 
2 8 60 4 
2 4 01 7 

5. 7 

\ of Possible 

2S.9\ 

·DATE 

1 
2 
3 
4 

! I S 
6 
7 
8 
9 

10 
11 
12 
13 
14 
lS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 
29 
30 

"' "' c ... 
.. 0 
... c 

"' ... c .. 
0 .. c ..... ""' .... ... .,. 
... .. ""' ...., .. ... .. 
·~c...,. c.. 
Q 0 V) 

30 06 

27 12 
31 09 
02 08 
34 08 
OS 01 
C A L M 
31 08 
31 20 
32 OS 
29 08 
C A L M 
21 OS 
32 04 
3S 06 
22 01 
C A L M 
33 04 
28 07 
29 OS 
22 OS 
23 02 
3S 12 
34 10 
33 06 
3S 04 
21 06 
20 13 
3S 02 
31 11 

~lEAN 6. 3 

AVERAGE 6. 8 

WEATIIER 

Overnight rain. Cloudy with sunny intervals. Rain at night 
Bright and sunny, west to SW breeze 
Cloudy becoming brighter with sunny intervals, heavy rain at night 
Cloudy, slight rain at first, becoming brighter, sunny intervals, 
Cloudy, slight rain becoming brighter with sunny intervals. rain 
Bright and sunny, ground frost, warm, dry day 
Bright, with sunny intervals 
Cloudy, sunny intervals 
Bright and sunny, strong NW wind 
Bright at first, becoming cloudy 
Cloudy, becoming brighter, sunny intervals 
Cloudy with sunny intervals, rain at night 
Cloudy, rain at night 
Cloudy, becoming brighter with sunny intervals 
Cloudy, slight ~rizzle 
Cloudy, becoming brighter, sunny intervals 
Rain, clearing by late afternoon 
Cloudy, becoming brighter with sunny intervals 
Cloudy, becoming brighter with sunny intervals & fresh W wind 
Bright and sunny. Rain at night 
Bright at first, becoming cloudy, rain 
Bright, wiLh sunny intervals and showers 
Rdght, <unny intervals aud showers 
Rain, becoo•ing brighter, sunny intervals and showers 
Cloudy, sunny intervals 
Rain at first, becoming brighter with sunny intervals 
Bright at first, becoming cloudy, slight rain at night 
Bright at first, becoming cloudy, sunny intervals, rain at night 
Rain, becoming brighter with sunny intervals, rain at night 
Bright and sunny, fresh NW wind, moderating by late afternoon 
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October 1984 

T E M P E R A T U R E oc 

---- ·-=-- RAIN- SUN-
.<:: .... 
.... Ill "' .. .: "' "' "' "' 11.\H: .. "' ~"' -" .<1 ... <UN "' FALL SHINE - ... g g a .,. . .,. 

::1 ::1 a 
.<1 .<1 .~ a "' 5 ~ <J .. ... "' .. 
>.. ... >< = "' ., 0"0 .. I " .. .... .. 0 = 0 = ODD • hours Q I ~ ::;: ::;: '-' .., :> ... :I 

-

1 8.1 7.3 14.5 4.7 1.5 12.3 13.1 Tr 5.6 
2 6.6 6.5 12.5 1.6 -0.6 11.9 13.0 0.1 3.3 
3 6.1 5.6 12.6 3. 8 1.1 11.1 13.0 1.4 3.5 
4 8.5 6.8 13.6 4.0 1.0 10.9 12.8 Tr 9.0 
5 8.5 7. 2 14.1 2.5 -1.0 10.6 12.7 5.5 
6 10.9 8.2 13.4 5.4 2.9 10.6 12.6 4.3 
7 12. I 9.6 16.2 5.3 1.2 10.5 12.5 5.5 4.7 
8 16.1 14.6 18.2 8.9 6.1 10.8 12.2 1.9 3.2 
9 10.1 8.5 14.6 7.5 3.5 11.4 12.2 Tr 8.0 

10 12. 1 10.0 14. 5 6.3 2.5 10.9 12.1 7.4 
11 12.2 10.0 13.0 9.5 6.8 11.0 12.1 1.7 
12 10.5 9.1 14.5 7. 3 4.6 10.8 12.0 2.2 2.6 
13 14.4 12.2 15.9 10.3 9.6 11.4 12.0 Tr 1.1 
14 15. 3 14.0 19.7 13.3 10.5 11.9 12.0 4.3 
15 15.0 13.2 19.0 11.0 8.4 12.4 12.0 1.7 
16 11.0 9.5 14.5 5.0 3.0 12.5 12.0 7.9 
17 12.0 10.9 13.4 10.5 8.6 12.3 12.1 6.5 0.4 
18 10.6 8.0 12. 1 8.9 5.1 12.3 12.1 2.7 5.9 
19 11.7 11.1 13.0 8.0 5.9 11.5 12.0 5.2 4.9 
20 9.6 6.9 13.0 5.0 1.7 10. 7 12.0 2.0 
21 8.9 6.8 15.5 5.1 3.5 10.1 12.0 0.8 4.7 
22 15.4 14.0 17.9 8.5 6.8 10.3 11.9 2.8 2.3 
23 10.0 7. 0 12.0 6.5 2.5 10.9 11.7 Tr 6.8 
24 7.5 6. 7 11.2 6.3 2.0 10. 2 11.7 9.4 0.0 
25 10.9 10.4 13.1 6.9 6.4 10.4 11.6 4.8 
26 8.1 6.2 13.0 7. 5 4. 7 10.2 11.5 2.6 
27 5.4 4.1 11.1 1.3 -2.1 9.2 11.5 0.9 8.8 
28 9.1 8.7 13.5 5.1 2.6 9.0 10.3 1.1 0.0 
29 13.4 13.0 17.5 8.6 6.1 9.5 11.2 Tr 0.3 
30 12.0 10. 7 12.5 10.9 9.0 10.5 11.0 0.2 0.1 
31 7.5 6.8 13.5 6.5 3.4 10.4 11.0 Tr 5.0 

i'llN'll! 10.6 9.1 14.3 6.8 4.1 10.9 11.9 39.8 128.4 

--
•.VERA<.;E 13.2 5.8 64.3 91.76 

~lonthl)• Ruinfall % of Average Monthly Sun5hine % of Average 

39. Bnun 61.8% 12.8.4hrs 139.9% 

"' 
._ 

= II> 
::1 .<:: 
0 .... ._ .. .,. II> ;:.-:l .... ..... 
0 ... ... 

c: ... 
4> "' II> .<1 .... ::1 Ill . ... .. 0 4> en .... u .. . .. 
II) Q.. ;;.. 

2 7 03 6 
1 9 45 2 
1 8 02 6 
1 1 01 6 
1 2 02 6 
1 3 02 7 
1 1 02 6 
2 7 03 6 
1 4 01 6 
1 4 02 6 
0 4 02 7 
0 4 02 7 
1 7 03 6 
1 6 02 7 
1 1 01 6 
1 1 02 5 
0 8 03 6 
1 4 01 7 
1 6 03 6 
1 7 02 7 
1 2 02 7 
1 6 03 6 
1 1 01 6 
1 7 03 5 
2 6 01 5 
1 6 02 7 
1 1 01 6 
1 7 02 5 
2 8 03 4 
1 6 01 6 
1 3 01 6 

4.7 

--
% of Possible 

39.5\ 

·DATE 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

"' c: 
II> ... 

"' c .. 
0 .. ..... ... .. 
u " """ .. ....... 

Q 0 

Ill .... 
0 
c ... 
0:: . .. 

"0 .. .. 
0. 
II) 

17 03 
23 03 
22 03 
20 03 
35 06 
31 12 
32 11 
25 15 
21 03 
24 08 
33 13 
25 02 
19 06 
27 04 
C A L M 
25 04 
C A L M 
23 25 
21 12 
27 20 
29 12 
25 08 
30 06 
19 03 
23 04 
29 08 
21 06 
20 08 
19 10 
20 01 
20 03 

MEAN 7.1 

AVERAGE 6.9 

WEATHER 

Rain at first, becoming brighter with sunny .intervals 
Fog ~t first and frost, clearing to give sunny intervals & showers 
Cloudy, becoming brighter with sunny intervals, rain at night 
Bright and sunny 
Ground frost, bright and sunny 
Bright and sunny, bocoming cloudy with sunny intervals 
Bright and sunny, becoming cloudy at night 
Rain at first, cleuring, cloudy, strong SW wind, sunny intervals & 
Bright and sunny rain 
Bright and sunny, dry day 
Cloudy at first, becoming brighter with sunny intervals 
Cloudy at first, becoming brighter, rain at night 
Cloudy, strong west winds, moderating, sunny intervals 
Cloudy at first, becoming brighter, sunny, dry warm day 
Bright and sunny, warm, dry day 
Bright and sunny, mild, dry day 
Cloudy dry day, becoming bright late afternoon 
Rain. Strong winds, becoming brighter, sunny intervals & showers 
Bright, winds moderating, showers 
Cloudy, strong W wind with some afternoon sunshine 
Bright and sunny, rain at night 
Cloudy, rain at first. becoming brighter, sunny intervals, rain at 
Bright and sunny, mild dry day night 
Cloudy, rain, heavy showers 
Cloudy, becoming brighter, sunny intervals in afternoon 
Hazy sunshine, colder than of late 
Ground frost, bright and sunny dry day 
Cloudy, rain 
Cloudy, rain, clearing to give a little sunshine 
Cloudy, mild day, rain at night 
Cloudy, becoming brighter with sunny intervals 
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November 1984 

T E ~~ P E R A T U R E °C 

"' - "G .... RAIN- SUN- § .<: .... 0 
..,W1 J.4V) k 

• Men !UV) co 
~ COCO UJCU 

-'1 .Q . .,.. Wk M . f.H 
- - a a a 110 • 110 FALL SUINE 0 

:I ::~ " " • a D D a a "' a ... u... ., 
.... ·1""4 "' 0 4) cu ... 

>- .... x c tU -u o-a as 

liATE 

"' :I 
0 -u 

... .. 
.<: .... .. .. 
l: 

.... 
c: .. 
"' .. ... 
Q. 

.... .... -.... 
D .... 
"' . ... 
> cS I ~ i! ·x .'3 ~ § ~ § nun. hours ~ ____ .. ' --'---

1 
2 
3 
4 
s 
6 
7 
8 
9 

10 
11 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

12.7 
10.6 
7.0 
7.3 
3.3 
3.5 
7.5 

10.0 
7.9 

10.2 
6,5 
9.5 
7.2 
7.9 
6.5 
6.8 
6.0 
4.8 
4.9 
3.7 
6.1 
7. 8 
8.4 
7.7 
6.3 
6.1 
8.7 
9.1 
7.9 
7.5 

11.4 
8.7 
6.6 
6.7 
1.8 
3.0 
7.4 
9.6 
7.6 
8.6 
6.3 
8.9 
7.0 
7.4 
6.4 
6.5 
5.6 
4.5 
4.5 
3.0 
5.9 
6.5 
6.9 
4.9 
4.6 
4.8 
6.8 
8.0 
7.3 
6.5 

16.0 
11.1 
8.1 
7.9 
7.2 
7. 5 

10.1 
11.9 
11.1 
13. 1 
11.4 
10.1 
9.4 
8.0 
8.0 
7.2 
6.0 
5.6 
7.1 
9.1 

10.8 
9.0 
9.8 
9.2 
9.0 
8.9 

10. 5 
9.5 

10.0 
10.8 

7.2 
9.6 
6.1 
5.8 
0. 2 
1.3 
3.4 
6.6 
6.7 
7.5 
5.4 
6.0 
6.6 
5.5 
5.5 
5.9 
5.4 
4.4 
3.2 
2.2 
3.6 
6.0 
4.0 
6.1 
5.0 
4.3 
2. 5 
7.8 
6.0 
7.0 

4.9 
8.5 
5.2 
4.4 

-2.6 
-0.1 
1.8 
3.2 
4.5 
5.5 
1.9 
5.3 
5.8 
3.1 
3.9 
4.9 
4.5 
3.5 
2.8 

-1.9 
2.5 
3.6 
0.2 
3.1 
l.S 
0.7 
0.1 
s.s 
3.1 
S.6 

10.3 
10.7 
10.3 
9.5 
9.5 
8.0 
8.0 
8.5 
9.0 
9.2 
9.0 
9.2 
9.1 
8.9 
8. 7 
8.5 
8.4 
8.0 
8.0 
7.5 
7.0 
7. 5 
7. 2 
7.2 
6.9 
6.5 
6.3 
6.3 
6.9 
7.3 

11.0 
11.0 
11.0 
11.1 
11.1 
10.8 
10.8 
10.5 
10.3 
10.3 
10.3 
10.3 
10.3 
10.2 
10.2 
10.2 
10.1 
10.0 
10.0 
9.8 
9.8 
9.5 
9.4 
9.3 
9.2 
9.1 
9.0 
9.0 
8.8 
8.8 

Tr 
26.6 
19.9 
0.3 
1.2 
5.1 
0. 2 
3.2 
7.7 

3.9 
10.8 
0.3 
5.3 
4.6 
7.6 
6.7 

13.0 
0.2 
3.0 
2.0 
6.4 
0.5 

0.3 

2.7 
Tr 

2.8 

4.8 
0.2 
0.0 
0.3 
5.9 
0.0 
0.0 
0.0 
0.0 
7.6 
0.0 
0.0 
2.5 
0.0 
0.0 
0.0 
0.0 
0.0 
0.6 
5.2 
3.0 
0.0 
3.1 
6.3 
5.7 
6.0 
o.o 
4.8 
1.1 
0.0 

1 
1 
2 
2 
2 
2 
2 
1 
2 
1 
1 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 

2 02 
s 03 
8 62 
7 62 
2 01 
7 03 
8 4S 
9 03 
8 02 
1 01 
8 4S 
8 63 
8 03 
8 61 
9 43 
8 02 
8 so 
8 62 
8 02 
3 01 
6 01 
4 01 
4 02 
2 02 
1 02 
2 02 
8 03 
6 01 
3 01 
8 03 

6 
6 
s 
6 
6 
6 
1 
4 
s 
7 
1 
6 
s 
s 
4 
s 
5 
4 
5 
5 
6 
6 
6 
7 
6 
7 
6 
6 
6 
6 

--- I 
~ION'nl 7.31 6.46 9.4S 5.23 3.16 8.25 10.04 134.3 

1-
.WE RAGE 8.9 3.0 56.9 

57.1 

58.8 

~lonthly Rainfall 

134.3mm 

% of Average Monthly Sunshine % of Average 

236\ 57.1 hrs 97\ 

5.9 

\ of Possible 

22.6\ 

·DATE 

1 
2 
3 
4 
s 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

I 19 
20 
21 
22 
23 
24 
2S 
26 
~7 

2S 
~9 

30 

"' c: .. ... 
"' c: .. 

0 .. 
. ...... 
.... 00 
u .. .,_, ... ....... 
0 0 

"' ... 
0 
c: 

""' c: . ... 
"' .. .. 
c. 

<II 

20 10 
28 02 
3S 24 
35 18 
31 04 
C A L M 
C A L M 
09 04 
C A L M 
24 02 
22 08 
24 01 
C A L M 
C A L M 
C A L M 
04 02 
OS 06 
12 02 
C A L M 
C A L M 
28 01 
25 06 
22 10 
24 14 
24 06 
31 06 
22 07 
24 11 
18 OS 
18 12 

~lEAN S. 4 

AVERAGE 8.0 

N E A T II E R 

Bright and sunny, dry mild Jay 
Cloudy, rain at night 
Rain, heavy continuous 
Rain, clearing by late afternoon. Cold night 
Ground frost, bright and sunny, with rain at night 
Ground frost, cloudy damp day, with rain at night 
fog at first, dull damp day 
Cloudy, rain 
Cloudy, rain 
Bright and sunny, warm dry day 
fog, dull damp day 
Rain 
Cloudy, becoming brighter with sunny intervals 
Cloudy, rain 
fog at first, clearing, dull damp day, rain at night 
Cloudy, rain 
Rain 
Rain 
Cloudy, becoming brighter with sunny intervals 
Ground frost, bright and sunny 
Rain at first, becoming brighter with sunny intervals. 
Rain 
Rain 
Bright and sunny, cold dry day 
Bright and sunny intervals, rain at night 
Bright and sunny 
Cloudy, strong SW winds, rain at night 
Cloudy, becoming brighter with sunny intervals 
Cloudy, becoming brighter 
Cloudy, strong 5 to SW wind 

Rain at nig 



N 
1.0 

December 1984 

1 
2 
3 
4 
s 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

5.3 
6.2 
5.2 
7.8 
9.1 
4.5 

10.0 
3. 2 
5.1 
9.1 
3.0 
1.0 
4.0 
6.1 
0.8 
0.8 
3.9 
2. s 
7.5 
8.6 
4.0 
6. 1 

12.0 
4.0 
1.5 

-1.1 
-3.5 
-0.9 
-1.8 
1.5 
4.2 

IJAII.Y OBSERVATIONS ANO tiEATIIER 

T E M P E R A T U R E °C 

4.9 
5.9 
5.0 
7 0 7 
8.8 
3.0 
7. s 
2.6 
3.5 
7.0 
2. 3 
0.9 
3.8 
6.0 
0.5 
o.s 
3.0 
1. 1 
6.0 
7. 2 
2.3 
5.5 

10. 7 
3.4 
1.0 
0.0 

-3.0 
-1.1 
-2.0 
1.4 
3.0 

7.3 
7.1 
7.9 
9.2 

12.0 
10.4 
10.9 
8.3 
9.1 
9.5 
6.9 
4.1 
6.1 
6.7 
2.8 
5.7 
4.6 
7. 8 

10.0 
9.9 
6.3 

12. 1 
12. s 
5.2 
4.2 
4.2 
1.0 
1.1 
1.5 
9.0 
6.5 

3.9 
4.5 
2.8 
s.o 
5.2 
4.0 
4.1 
2.4 
2.6 
4.7 
o.s 

-1.7 
o.s 
3. 2 
0.2 

-0.1 
o.s 
1.4 
1.0 
6.4 
1.8 
1.9 
5.3 
3.3 

-0.3 
-0.6 
-4.0 
-3.8 
-3.3 
-2.1 
1.4 

0.0 
3.9 
0.4 
3.8 
4.5 
0.3 
0.6 

-1.6 
-0.8 
2.0 

-2.2 
-4.5 
-0.1 
1.9 

-1.6 
-1.1 
0.2 

-1.6 
-1.9 
4.3 

-1.2 
-1.4 
4.1 
2.3 

-3.6 
-5.4 
-5.5 
-5.8 
-4.2 
-2.5 
-0.6 

7.3 
7.2 
7.2 
7.2 
7.3 
7.3 
7.0 
7.1 
6.4 
6.5 
5.9 
5.1 
5.1 
5.3 
5.3 
5.2 
5.3 
4.7 
4.7 
s.o 
s.o 
5.5 
5.6 
6.5 
5.3 
s.s 
3.7 
3.3 
3.0 
2.9 
3.3 

8.8 
8.6 
8.6 
8.6 
8.6 
8. 6 
8.5 
8.5 
8.6 
8.5 
8.3 
8.3 
8. 3 
8.0 
7.9 
7.8 
7.6 
7.6 
7.6 
7.3 
7. 3 
7.2 
7.2 
7.1 
7.2 
7.2 
7.1 
7.0 
6.8 
6.5 
6.4 

;N-

'"ll 

3.5 
1.1 
1.6 
2.0 
0.3 

0.4 
Tr 

Tr 
0.5 
0.1 
Tr 
0.9 
3.5 

Tr 
3.4 
0.1 
0.2 
1.8 
0.5 
0.8 

2.2 
0.3 
0.5 

IUlNlll 4.1 3.5 7.0 1.6 -0.5 5.5 7,8 23.9 

,\VERAGE 6.4 1.0 61.5 

SUN-

SHINE 

0.0 
0.0 
0.0 
0.0 
1.6 
s.o 
0.0 
0.0 
2.2 
0.5 
3.2 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
4.8 
2.7 
2.0 
3. 7 
0.0 
0.8 
2.8 
0.0 
4.1 
2.0 
0.0 
0.0 
0.0 
6.4 

41.8 

41.85 

-a 
c 
:3 

) . • .... 
0 

1 
1 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
4 
4 
1 
4 
1 
1 
2 
4 
4 
4 
4 
4 
2 
1 

8 
9 
8 
8 
8 
2 
7 
2 
1 
6 
s 
9 
8 
9 
9 
9 
8 
2 
s 
7 
2 
8 
6 
8 
7 
1 
2 
7 
9 
9 
2 

6.2 

;:;-... ... .... 
.a .... 
Ill ... 
;.;. 

63 4 
40 4 
53 4 
44 4 
65 s 
01 7 
03 6 
01 5 
01 6 
03 6 
01 6 
43 3 
40 4 
45 3 
45 1 
45 2 
so 6 
01 6 
02 6 
03 6 
01 6 
60 s 
02 6 
63 6 
02 6 
01 7 
48 2 
02 4 
49 1 
45 0 
02 7 

·--
~1onthly Rainfall \ of Average Monthly Sunshine '.; of Average \ of Possibi<J 

23.9DDD 38.9\ 41.8hrs 99.8\ 18.5\ 

·DATE 

1 
2 
3 
4 
5 
0 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

Ill 
c .. ... 

Ill 
c .. 
0 .. . ..... 
... "" u .. 
01"'0 .. ........ 

Q 0 

Ill ... 
0 
c .... 
c . ... 
-a .. .. 
0. 
:1) 

C A l /ol 
C A L ~ 
18 08 
20 02 
21 09 
25 02 
24 09 
19 04 
24 06 
23 OS 
22 02 
22 01 
16 02 
C A l /ol 
18 01 
C A l /of 
18 06 
21 04 
23 OS 
25 OS 
27 11 
20 02 
23 16 
3-t 14 
18 10 
21 02 
C A L ~ 
21 03 
19 07 
C A [./of 
30 15 

~lEAN 4. 9 

AVERAGE 9.1 

ti E A T II E R 

Cloudy, dull damp Jay 
Fog, rain, fog at night 
Rain, dull damp Jay 
Cloudy, rain 
Rain at first, becoming brighter with sunny periods 
Bright and clear, sunny intervals 
Cloudy 
Ground, frost, cloudy 
Ground frost, bright with sunny intervals 
Cloudy, dry day 
Ground frost, cloudy, fog at night 
Fog, cold damp day 
Cloudy, ground frost, dull damp day 
Fog, dull, damp day 
Fog, dull damp day 
Fog, rain at night 
Cloudy, slight drizzle, rain and sleet showers 
Ground frost, bright and sunny 
Ground frost, becoming bright with sunny intervals 
Cloudy, becoming brighter with sunny intervals 
Ground frost, bright and sunny, rain at night 
Cloudy, rain, groundfrost 
Cloudy, becoming brighter 
Rain at first, becoming brighter, cold at night 
Frost, rain, dull day 
Frost, bright and sunny 
Fog, frost, becoming bright with afternoon sunshine 
Frost, cloudy dull day 
Frost and fog at night. Cloudy and dull with rain at times 
Fog at first. Cloudy dull day 
Bright and sunny day 
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MEAN TEMPERATURES. SUNSHINE AND RAINFALL 
AT DURHAM. 1985 

2~ 1985 Mean • 1985 Mean Daily Maximum 

--- -- - 1936 • 65 Average + 1985 Mean Daily Minimum 
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\0 
~ 

DAILY OI!SF.RVATIO:-IS \Nil lii'ATIIf:R 

T E M P E R A T U R E oc 
I!AIN- SNOW SUN-

"0 k 
<: .. 
:l .<: ... em. 0 ... ... "' k "' k "' DATE .: ... "' <1 •n FALl. SIIINE ... .. >. 

"' "' :.:.J ="' ll ... 
.0 .c ·e ........ ... lying ... .... 

0 ... --; -; 3 e .,. • C4 
<: .... :l e 

.0 .c e e "' e ... u .... 0900 .. "0 .. .0 .... ·~ "' u .. .. mm. hours ... :l "' . ... 
>. ... >< <: "' "0 0"0 "' 0 .. "' ::> <: hours ... u ... .... ... "' "' ·~ 

'"' ~ § "' Q.. > Q ::: ::<: ::<: <.:) 
- :l 

I 3.0 1.9 4. I 2.0 -0.4 3.1 6.2 12.6 - 0.6 1 7 01 7 
2 1.5 1.2 3.9 0.11 -1.3 3 .I 6.2 3.7 - 2.9 2 8 84 6 
3 1.8 1.1 - > -0.1 -2.9 3.0 6.0 3.3 - 0.5 . 1 6 01 6 .l.-

4 2.4 2.0 4.5 1.0 -1.3 2.9 6.0 3.2 - 1.5 4 6 02 7 
5 0.3 0.0 3.1 -0.6 -2.1 3.0 5.9 4.8 2 0.1 3 7 72 4 
6 3.1 2.5 4.5 -1.9 -2. 1 2.9 5.8 5.5 - 1.2 I 4 01 6 
7 -I. 3 -2.0 1.0 -2.3 -3.2 2.8 5.8 1.5 2 0.0 7 8 70 6 
s 1.0 0.2 2.5 -1.5 -3.0 2.6 5.6 - 3 2.3 7 7 01 6 
9 1.3 1.1 2.3 -0.4 -2.6 2.6 5.6 2.1 2 0.0 7 7 02 6 

10 1.4 1.0 3.0 0.4 -2.6 2.6 5.5 0.1 1 2.4 2 3 01 6 
II -0.3 -1.5 4.1 -1.0 -4.3 2.5 5.5 - 1 5.0 2 4 02 6 12 -2.7 -3.2 2.1 -4.8 -7.6 2.:! 5.4 3.2 1 0.0 2 4 02 6 
13 0.5 0.3 0.5 -2.9 -4.0 2.0 5.3 6.6 1 0.0 3 8 71 3 
14 -0.5 -1.0 2.1 -2.3 -2.5 2.0 5.2 2.5 6 0.0 7 g 70 5 
15 0.6 -0.3 0.9 -I. 0 -2.2 2.0 5.2 4.3 7 0.5 7 g 70 5 
16 1.0 0.2 1.0 -1.6 -1.8" 1.9 5.0 6.5 ICJ 0.0 7 8 70 5 
17 -2.0 -2.4 2.0 -2.6 -2.0 l.S 5.0 - 13 0.0 7 !I 70 3 18 1.9 IJ.o 2.5 -4.0 -4.1 2 .. :! 5.0 - 10 0.0 7 8 01 6 19 0.!1 0.3 2.0 0.2 -1.4 2.0 5.0 - 10 0.0 7 8 02 6 20 -6. I -o.2 2.0 -u.s -7.5 2.0 4.9 2.6 10 0.0 7 9 45 1 21 2.0 1.9 4.2 -u.s -7.2 2.0 4.9 9:0 6 0.0 7 8 63 5 
22 2.9 1.1 3 .. 3 1.3 -0.4 1.8 4.!1 - 3 2. 7 6 3 01 6 
23 -0.9 -1.6 1.9 -2.2 -4.6 1.9 4.8 - - 7.0 I I 01 6 24 0.7 O.o 1.7 -1.3 -4 .I 1.!1 4.5 4.2 - 0.0 1 6 03 6 
25 0.2 -0.2 1.1 -1.1 -I. 8 1.7 4.5 0.8 5 0.0 7 8 02 5 26 -0.5 -l.o 0.0 -I. u -4. u 1.6 4.5 - 3 6.9 7 2 01 6 27 -4.9 -5.2 3.0 -6.9 -7.1 1.5 4.4 2.6 3 0.2 7 6 03 6 
28 2.8 2.5 7.2 -3.5 -5.5 1.5 4.5 1.4 1.4 I 8 63 5 29 7.2 6.4 8.5 1.4 -1.7 l.S 4.4 0.1 0.0 1 4 01 6 30 5.2 4.3 8.8 2.5 -1.4 1.5 4.3 1.4 0.0 1 5 03 5 
31 5.1 4.2 11.5 4.2 1.8 1.4 4.2 - 1.8 2 3 02 6 

~IONTH 0.9 0.3 3.3 -1.4 -3. I 2.2 5.2 82 37 6 .I 

AVERAGE 5.3 -0.1 49.3 50.2 

~lonthly Rainfall 

82 mm 
% of Average ~lonthly Sunshine 9; of Average % of Possible 

116 37 73.7 15 

·OATE 

1 
2 
3 
4 
5 
5 
7 
a 
9. 
10 
11 
12 
13 
14 
15 
16 
17 
18 
J:j 

20 
21 
2Z 
23 
24 
25 
26 
27 
28 
29 
30 
31 

"' ~ .. 
"' " "' 0 "' ·~ ... ...... 

u "' 

"'"' k 
·~ .... 
c 0 

"' ... 
0 
<: ... 
" ·~ 

"0 

"' "' 0. 

"' 

WEATHER 

33 
35 
33 
QS 
34 
34 
07 
32 

18 Cloudy, ~round frost, sunny intervals, w. sleet ~ snow showers. 
06 Groundfrost, sleet ~snow showers~ sunny intervals. 
Q5 Frost, slight snow. Cloudy, rain & sleet showers. 
03 Groundfrost, cloudy becoming brighter, rain at night. 
01 Cloudy, snow, sleet & snow showers 
10 ~rost, sunny intervals, snow at night 
03 Snow, cloudy, snow showers 
07 Cloudy, frost, snow covering ground completely, becoming brighter 

w. sunny intervals. 
33 05 
30 07 

CAL~I 
CALM 

14 02 
02 02 
09 05 
09 OS 
20 03 
06 05 

CALM 
CAU1 

13 10 
23 18 
29 14 
27 10 
35 01 
30 11 
20 02 
19 07 
22 03 
24 04 
28 16 

Cloudy, showers 
Groundfrost. Showers. Cloudy becoming brighter w. sunny intervals. 
Frost, calm, bright & sunny 
Frost, calm cold day 
Snow 
Slight snow showers 
Snow showers & sunny intervals. Heavy snow at night 
Cloudy, snow showers 
Snow showers at first, cold day 
Cloudy 
Cloudy calm day 
Freezing fog 
Rain, frost 
Ground frost, sunny intervals 
Frost, cold but bright day 
Cloudy, snow showers, snow covering ground completely. 
Cloudy 
Bright & sunny, frost, snow showers. 
Cloudy, snow showers, frost. 
Rain, frost, becoming brighter with sunny intervals. 
Cloudy, groundfrost 
Cloudy, groundfrost 
Cloudy, becoming brighter with sunny intervals. 

~lEAN = 5. 9 knots 

AVER.\C.E 9.6 Knots 



N 

"' \J1 

FEBRUARY 

DAILY OBSERVATIONS AND l~fATIIER 

T E M P E R A T U R E oc 

DATE .: 
.a .a ·a :; ..... § § :J 
.a .a e a "' .... .... "' ,., ... >< c:: .. ... ¢1 .. . .... ... 
0 "' ::t ::t .., 

1 9.5 6.5 10.0 4.5 2.5 
2 7.5 5.5 9.5 5 .. 4 3.4 
3 4.1 3.4 8.0 2.6 1.1 
4 6.4 5.5 8.0 3.5 2.5 
5 5.1 4.1 6.8 4.4 3.1 
6 6.4 6.2 6.4 -1.3 -4.8 
7 2.3 0.8 3. 1 1.0 -1.1 
8 2.2 0.5 2.1 0.1 -1.0 
9 -0.9 -1.2 -0.5 -1.6 -2.5 

10 -1.9 -2.0 -0.3 -2.6 -4.1 
11 -2.3 -2.3 -0.8 -4 .1 -5.5 
12 -2.8 -3.2 1.9 -4.5 -9.3 
13 0.3 0.1 1.0 -6.5 -8.6 
14 0.1 0.0 3.5 -2.6 -8.0 
15 -3.7 --t.O 3.7 -7.7 -10.6 
16 -2.5 -2.8 5.9 -6.6 - 8.9 
17 0.0 -0.6 2.0 -5.1 -8.5 
18 -1.8 -2.0 0.2 -5.0 -7.5 
19 -2.3 -2.6 4.1 -4.4 -5.7 
20 3.5 2.6 10.0 -2.5 -2.8 
21 -1.9 -2.1 7.0 -5.1 -7.0 
22 0.0 -0.-1 7.9 -2.7 -4.1 
23 7.9 6.8 9.9 -0.5 -1.4 
24 7.8 6.2 10.5 5.4 1.4 
25 2.8 1.7 7.2 -0.2 -2.5 
26 3.9 2.5 10.7 -1.2 -3.5 
27 1.1 0.8 9.9 -1.5 -4.6 
28 4.0 4.0 5.0 1.1 -0.2 

MONTIJ 1. 96 1.21 5.5 -1.4 -3.5 

AVERAGE 6.0 0.1 

Monthly Rainfall 
5.7 

\ of Average 
15% 

RAIN-
.c 

.c ... 
... "' ... "' 
... "' C1 "' FAt.L .. .. LLI CO 

LLI M ... 
QO • QO 

a .. ... u ... 
u ¢1 ¢1 mn:. 

"' O't:l 

~§ 0 c:: 
..... ::2 

3.3 4.4 -
3.8 4.4 0.1 
3.9 4.1 0.2 
4.4 4.5 -
4.6 4.7 -
4.1 4.8 0.1 
3.8 4.8 1.1 
3.5 4.9 -
2.9 5.0 -
2.5 4.9 0.3 
2.4 4.9 -
2.0 4,7 -
2.0 4.7 2.0 
1.8 4. 5 . -
1.6 4.4 -
1.5 4.3 -
1.4 4.2 -
1.3 4.2 -
1.3 4.2 -
1.3 4.2 -
1.2 4.1 -
1.1 3,8 -
1.3 3.8 -
2.1 3.7 -
2.7 3.8 1.3 
2.7 4.5 -
3.0 3.9 -
3,8 4.0 0,6 

2.5 4.4 5.7 

38.1 

Monthly Sunshine 
78 

SNOW SUN-

CID. 
SltiNE 

Lying 

0900 hours 
hours 

0.5 
3.7 
0.0 
0.0 
0.5 
0.0 
0.0 
0.0 
0.1 
1.7 

1 0.8 
1 6.2 

0.3 
2 4.0 

8.7 
7.2 
3.3 
4.5 
0.0 
7.9 
3.1 
3.5 
0.0 
8.6 
0.4 
5.6 
7.4 
00 

78 

64 

% of Average 
121.6\ 

"' ... 
c:: ¢1 

::2 .c 
0 ... ... .. 
QO ¢1 ,., 

Jl ... .... . ... 
0 ... ..... 

c:: .... 
¢1 "' ¢1 .0 ... ::2 <II .... .. 0 ¢1 <II ... ..... ... .... 
Ill u a. > 

1 3 02 6 
1 4 02 6 
1 7 03 5 
1 6 01 6 
1 8 03 5 
1 9 -t3 4 
1 7 01 6 
1 6 02 6 
1 6 02 5 
1 7 72 5 
2 8 03 6 
2 2 01 6 
1 6 03 6 
7 6 70 6 
2 1 01 6 
1 1 02 5 
1 1 02 5 
1 6 03 5 
1 7 03 5 
4 3 01 6 
4 9 45 0 
4 7 40 3 
1 6 02 6 
1 2 01 5 

1 5 02 5 
1 2 01 5 
4 2 02 5 
1 9 43 1 

5.2 

\ of Possible 
29% 

FEBRUA.qy 

·OATE 

ll I 
2 
3 
4 
5 
6 
7 
a 
9 
10 
II 
12 
13 
14 
IS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 

"' <: 
Cl ... 

"' <: ¢1 
0 .. . ..... 
... QO 

u "' .,., ... ......... 
0 0 

"' ... 
0 
c 
"" 
c .... 
"' ¢1 .. 
"' <II 

29 26 
30 24 
20 06 
24 02 
18 02 

CALM 
IS 04 
II 16 
II 16 
II 14 
IS 10 

CALM 
10 04 
OS 03 
32 01 

CAUl 
20 01 
21 08 
22 03 
33 01 
22 OJ 
22 03 
24 12 
24 02 

CALM 
CALM 
CAL/1 

19 03 

liEATilER 

Cloudy, strong U. to NW wind, sunny Intervals. 
Cloudy, becoming brighter 
Cloudy, slight rain 
Cloudy 
Cloudy, becoming brighter with sunny Intervals 
Fog, frost, cloudy day 
Cloudy, groundfrost, rain 
Cloudy, strong east to SE winds, snow showers 
Cloudy, cold, snow showers 
Cloudy, snow showers, cold 
Cloudy, cold day 
Calm, bright l sunny, frost, cold day 
Cloudy, sunny tnterval 
Snow showers, becoming bright & sunny, cold day 
Frost, bright l sunny, cold day 
Frost, bright & sunny, cold day 
Frost, cold, with sunny Intervals 
Frost, cloudy, becoming brighter with sunny intervals. 
Frost, cloudy 
Frost, bright & sunny 
Freezing fog, clearing to give sunny Intervals, fog at night 
Frost, fog at a distance, becoming brighter w. sunny Intervals 
Frost, cloudy 
Bright & sunny, mild 
Frost, becoming brighter at first, cloudy, rain 
Frost, bright & sunny 
Frost, bright & sunny 
Fog, cloudy-rain at night 

~lEAN S. 85 knots. 

AVERAGE G.4 Knots 



N 
\.0 
0\ 

~IARCII 85 

DAILY OBSERVATIONS AND WEATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN- -a '" c .. 

.:: :I .:: 
.:: ... em. 0 ... 
... <ll 

'" <ll '" 01 
DATE .: '" "' .. <ll FALL SHINE 00 .. >.. 

.. 01 U.IOI :& ... 
.<:> .<:> .... U.l'" ... Lying .... . ... 
:; ..... ~ ~ s 00 • 00 0 .... -c .... :I s 

"' -a .. .<:> .<:> .., s s "' s ... u ... 0900 .... . ... "' u .. .. mm. hours ... :I Ill . ... 
>.. .... >< c 01 -a 0"'0 .. 0 .. "' '" "' 01 .... ... ~ § 0 c hours ... ..... '" . .. 
Q 3: ;;: ;;: '"' ..... :I (I) u "" > 

1 1.8 1.~ 2.-t 1.0 0.3 3.9 4.0 3.6 0.0 1 8 03 5 z 1.6 1.5 3.5 0.0 -1.0 3.5 4.0 0.1 0.0 1 7 02 5 
3 3.4 3. 1 7.2 0.9 -2.3 3.5 4.3 3.1 0.0 1 7 60 4 
4 5.8 4. 5 7.5 3.0 2.7 3.5 4.3 0.1 0.7 I 6 01 6 
5 6.7 4.7 10.7 3.4 0.1 4.1 4.4 8.4 I 5 01 7 
6 2.8 1.7 10.5 -0.5 -4.0 4.1 4.4 9.0 1 6 02 5 
7 7.9 6.3 12.5 2.6 2.5 4.7 4.5 7.6 I 3 02 6 
8 5.2 3.5 10.0 -1.5 -5.2 4.8 4.7 2.7 I 3 02 6 
9 7.2 5. 1 9.7 4.6 2.1 5.2 4.8 0.3 I 7 03 6 

10 9.1 8.0 9.9 5.5 1.2 5.3 4.9 3.7 3.0 I 5 02 6 
11 5.3 4.0 10.3 -1.9 -5.3 5.0 4.6 tr 8.8 I 2 01 6 
12 4. 2 2.5 9.8 -2.5 -6.4 5.3 5.1 tr 8.1 I 2 02 6 
13 5.5 3.6 7.6 3.2 -1.5 5.4 5.2 0.6 1 6 03 6 
14 4.7 2.1 7.9 0.5 -2.4 5.3 5.1 8.4 1 2 01 7 
15 3.5 1.4 5.5 -3.0 -6.9 5.4 5.1 7.1 4.4 4 3 02 7 
16 0.6 0.1 3.8 -1.7 -6.0 5.4 5.1 0.2 6 6.3 7 8 72 5 
17 2.4 0.4 6.2 -3.8 -7.6 5.4 5.1 1.4 6.6 2 4 02 6 
18 2.8 0.1 6.5 -4.1 -7.7 5.4 5.2 tr 9.0 I 2 01 5 
19 2.3 0.1 4.6 -2.0 -6.2 5.4 5.1 2.0 6.9 1 2 02 7 
20 0.3 -0.3 3.5 -1.6 -6.0 5.4 5.1 tr 2 1.3 2 8 71 4 
21 2.1 0.2 4.1 -2.9 -5.9 5.4 5.1 3.2 1.7 1 4 03 5 
22 4.0 3.6 5.1 1.7 -1.0 5.4 4.9 6.5 0.0 2 8 61 5 
23 5.1 4.9 5.0 3.1 2.0 5.4 4.8 9.0 0.0 2 8 62 2 
24 3.6 3.3 6.5 2.5 1.6 5.4 4.8 1.1 0.0 2 7 60 5 
25 6.0 3.9 9.4 0.7 -2.9 5.4 4.8 9.7 2 3 01 7 
26 3.2 2.6 9.5 2.5 -5.8 5.4 4.8 1.4 7.0 1 8 03 5 
27 2.5 0.6 6.8 1.4 -1.0 5.4 4.8 tr 6.1 1 8 02 6 
28 4.5 2.8 8.5 -0.3 -3.8 5.4 5.0 2.8 3.4 1 8 02 6 
29 2.2 2.0 10.4 0.1 -1.1 5.4 5.0 9.5 0.0 2 8 63 5 
30 10.4 8.8 12.1 1.8 1.3 5.7 5.2 0.9 3.6 2 6 02 6 
31 10.3 7.6 12.0 6.6 4.6 5.9 5.4 6.4 5.0 1 4 01 6 

~IONTH 4.4 3.0 7.7 0.6' -0.03 5.0 4.8 62.1 128.6 5.4 

AVERAGE 8.6 1.3 44.9 106 

Monthly Rainfall \ of Average Monthly Sunshine \ of Average \ of Possible 

62.1 138 128.6 121 35 

!lATE 

I 
2 
3 
4 
5 
5 
7 
8 
9 
10 
II 
12 
13 
14 
IS 
15 
17 
18 
19 
20 
21 
22 
23 
24 
25 
25 

27 

28 
29 
30 

-"li 

,\lEAN 

"' § 
.... 

<ll 

c " 0 .. ...... 
... C4 
u .. 
u-a .. . ...... 

Q 0 

13 
23 
22 
23 
25 
24 
31 
22 
23 
28 
33 
25 
34 
33 
29 
05 
31 

C.'\U1 
15 

CAL~ 
12 
09 
05 

C.:\L'i 
24 
04 

35 

33 
07 
22 
•r 
~· 

"' .... 
0 
c 
""' 
c 

-a .. .. .,. 
(/) 

W E A T II E R 

04 Cloudy, rain, sleet ! snow showers 
01 Cloudy, ground frost, rain 
04 Cloudy, ground frost, rain 
10 Cloudy becoming brighter, showers 
03 Bright & sunny 
04 Frost, bright & sunny dry day 
02 Bright and sunny dry day 
04 Frost, bright and sunny 
10 Bright at first, becoming cloudy 
05 Cloudy, rain clearing by early afternoon to gfve sunny Intervals 
01 Frost, bright and sunny 
03 Frost, oright and sunny 
05 Bright at ffrst becoming cloudy ground frost 
09 Ground frost, brfght & sunny 
04 Frost, bright & sunny, slight snow showers 
05 Snow, cold day 
05 Frost, bright & sunny. Slight snow showers 

Frost, slight snow showers, bright & sunny cold day 
04 Frost, bright & sunny 

Snow showers 
06 Frost becoming bright w. sunny intervals, rain at night 
05 ~ain, ground frost 
10 ~ain, heavy showers 

~a in 
06 Bright & sunny, ground frost 
01 Bright i sunny at first, becoming cloud, ground frost, sunny 

Intervals, rain at night 
10 Cloudy, ground frost, slight snow shower, becoming brighter, sunny 

05 
01 
10 
' 

Cloudy, frost, becoming bright w. sunny Intervals. 
Rain, ground frost 
Rain, becoming brighter w. sunny Intervals. 
Ul ltjiTt;'"\1"'" ~UIIII1t \US,U. 

Intervals. 

= 4.9 knots 

AVERAGE 7.3 Knots 



N 
\.0 
'-l 

APRil 1985 

DAllY OBSERVATIONS AND I~EATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN- ., .. 

c Ql 
.c :I .c .c .... em. 0 .... 

.... "' .. "' .. "' DATE .; .. "' "' "' FAll SHINE ... Ql >.. 

"' "' uJOI :a .... 
.0 .0 ..... uJ .. .. lying .... ..... 
-; -; a ~ a .,. • 00 0 .... ..... 

:I a c ..... 
.0 .0 a a "' a " <J ... 0900 hours 

.. ., Ql .0 ..... . .... "' <J " Ql ... :I "' . .... 
>.. .... >< c "' 

., 0"<1 mm. 
"' 0 Ql Ill .. " "' i .. ~ § 0 c hours .... - .. .... 

Q 3: ~ <.:l -:I <ll u "- ;:. 

I 12.0 IO.o 15.1 6.3 5.4 6.5 5.4 0.2 0.6 2 7 01 6 
2 10.2 7.5 14.2 7.8 5.2 7.0 s.s 0.7 5.8 I s 01 7 
3 11.9 11.2 12.5 6.5 5.5 7.8 5.8 2.3 0.0 1 7 so 6 
4 10.~ 9.0 11.9 7.4 3.4 7.9 6.0 7.0 0.7 1 7 01 6 
5 10.0 8.5 13.8 5.8 2.2 7,9 6.1 2.1 4.3 I 4 03 6 
6 9.8 7.6 11.6 5.5 4.1 8.3 6.3 - 5.7 1 4 03 7 
7 8.6 7,0 10.2 3.1 -1.4 8,0 6.5 13.2 2.5 I 2 02 6 
8 7.0 6.9 9.3 5.5 4.7 7.8 6,6 2.4 o.s 2 8 61 6 
9 5.~ 4.9 5.7 4.2 3.0 7,8 6.7 5,8 0.0 2 8 61 6 

10 4.5 3.8 6.2 3.1 2.3 7.8 6.6 4.1 0.0 2 8 60 5 
11 5.~ 4.8 8.5 4.1 2.5 7.3 6.8 9.0 0.0 2 8 63 6 
12 8.5 5.8 11.0 2.6 -1.1 7.0 6,8 1.7 6.9 2 1 01 7 
13 7.4 5.0 8.6 3.5 0.1 7.0 6.8 0.1 3,9 2 6 03 7 
14 8.0 5.9 11.9 4.4 0.6 6.6 6.8 12.5 5.1 2 6 02 7 
15 8.6 5.7 12.5 2.3 -2.5 6.6 6.9 tr 3.4 2 6 02 6 
16 11.9 10.0 14.5 8.4 5.9 7.4 7,0 - 2.2 2 6 02 6 
17 12.4 10.2 15.2 8.7 5.3 8.2 7.0 - 2.2 I 6 02 6 
18 12.4 9.8 16.1 4.8 1.8 8.7 7.1 - 10.9 1 3 01 7 
19 11.6 9.3 12.0 8.9 5.9 8.7 7.1 - 3.6 1 5 02 6 
20 5.3 3,8 7.5 2.2 -0.2 8.7 7.5 4.0 4.3 0 7 03 6 
21 6.2 5.3 7.0 4.0 2.5 8.3 7.5 tr o.o 1 7 02 5 
22 6.2 4.5 10.6 4.1 2.3 7.8 7.5 1.0 4.7 1 8 03 6 
23 5.6 3.2 10.1 3.1 1.1 8.5 7.5 - 7.4 1 7 02 6 
24 10.0 6.8 15.2 -2.5 -6.2 8.1 7.6 0.4 12.5 1 1 01 7 
25 3.4 1.4 8.1 2.0 0.1 9.0 7.8 - 7.6 1 6 03 7 
26 7.4 4.5 11.8 -1. 7 -4.5 8.5 7.8 I. 0 2.2 1 5 01 7 
27 6.1 3.1 6.3 1.5 -1.1 8.4 8.0 0.8 8.0 1 4 02 7 
28 5.4 2.1 6.7 -0.6 -4.2 7.8 8.0 4.0 2.7 0 5 03 6 
29 3.9 3.6 11.1 -0.1 -1.4 7.4 7.9 2.4 o.o 2 8 03 s 
30 11.0 10.3 15.0 3.9 3,6 8.9 7.9 0.1 6.6 2 7 01 6 

~tO NTH 8.2 6.4 11.00 4.0 1.5 7.9 7.0 74.8 114.3 5.7 

AVERAGE 11.8 3.3 45.9 134. I 
-

Monthly Rainfall % of Average Monthly Sunshine % of Average \ of Possible 

74.8 mm lu3~; 114.3 hrs 85% 27\ 

·Ot\TE 

1 
2 
3 
4 
s 
6 
7 
a 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 
29 
30 

"' § ... 
"' 

c "' 
0 "' ..... 
... 00 

u "' .. ., .. ....... 
Q 0 

"' ... 
0 
c 
"" c 

., .. .. c.. 
<ll 

24 06 
32 11 
22 06 
13 03 
19 08 
23 09 
17 02 
33 02 
33 OS 
10 02 
19 10 
30 08 
24 13 
3S 16 

CALM 
23 OS 

CAL11 
21 OS 
27 11 
34 08 
02 14 
OS 04 
06 10 
32 10 
04 08 
27 06 
33 16 
34 10 
2S 02 
31 03 

~lEAN 7. 1 knots 

W E A T II E R 

Cloudy, sunny intervals. 
Bright & sunny, becoming increasingly cloudy.. !Hndy at night. 
Cloudy, mild, rain 
Cloudy with a little sunshine, rain late afternoon~ evening 
Bright and sunny becoming cloudy 
3right and sunny becoming cloudy 
gright and sunny at first, becoming cloudy w. rain. 
Rain becoming dry with a 1 ittle sunshine late afternoon 
Rain 
Rain. Cold day 
Rain 
Bright & sunny, ground frost, rain at night 
Bright & sunny, strong s.w. wind, rain. 
Bright & sunny, hail storm afternoon 
Bright & sunny, becoming cloudy w. sunny intervals. 
Cloudy, sunny intervals 
Cloudy, becoming brighter 
Bright & sunny, warm dry day 
Cloudy, strong west wind, sunny intervals 
Cloudy, slight ground frost, sunny intervals, rain at night 
Cloudy, cool day 
Cloudy, becoming brighter w. sunny Intervals, rain at night 
Cloudy, becoming brighter w. sunny Intervals, frost at night 
Frost, bright and sunny, warm dry day 
Cloudy, becoming brighter w. sunny intervals, cold N.E. wind. 
Cloudy, frost, becoming bright w. sunny Intervals. 
Ground frost, bright & sunny 
Frost, bright at first, becoming cloudy w. snow showers 
Frost, cloudy, rain at night 
Cloudy, mild with sunny intervals, rain at night. 

AVERAGE 8.1 Knots 



N 

"' CXl 

~lAY 1985 

DAILY OBSERVATIONS AND I~EATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

DATE 
.0 .0 

-; -; 
.0 .J:J 

>. ... 
"" " 0 3: 

l 9. ~ 6.4 
2 7.1 5.2 
3 6.9 5.0 
4 7. 6 S.D 
5 6.8 5.7 
6 8.5 6.8 
7 11.9 8.1 
8 10.8 9.6 
9 11.~ 9.9 

10 8. 7 7. 7 
ll 7.7 5.9 
12 7.2 5.6 
13 7.6 7.5 
l~ 7.8 7.4 
15 9.0 8.9 
16 15.0 12.2 
17 15.2 12.7 
18 10.5 10.3 
19 8.1 8.0 
20 13.5 10.5 
21 7. 6 6.6 
22 7.0 6.4 
23 10.3 8.1 
24 11.6 10.6 
25 12. 1 11. 1 
2o 14. 1 13.2 
27 16.9 15.0 
28 12.~ 7.9 
29 15.0 11.4 
30 14.5 10.6 
31 15.1 10.0 

NO NTH l0.6°C 8.7 

AVERAGE 

Monthly Rainfall 

63. ~ ffilll 

-o '"' c .. 
.J:! :I .J:! 

.J:! ., em. 0 ., 
., "' '"'"' '"' "' "" "' "' "' FALL SIIINE "" .. >-. 

c "' "' UJ "' l: ., 
'6 UJS.. '"' Lying .... .... 

Ol !3 00 . "" 0 ... ..... 
:I Ei c .... 
Ei Ei "' Ei ... u ... 0900 .. -o .. .J:J .... .... "' u .. .. mm. hours ... :I "' . ... 
)( c "' -o o-o .. 0 .. "' .. 

"" :;; § a c hours ... G ... ;: ::<:: ::<:: <.:l ..... :I Vl 0.. 

1~.8 3.3 0.1 8.7 7.9 3.8 11.9 1 3 01 7 
10.-1 2.1 -1.-1 8.9 7.9 tr 4.2 1 7 03 6 
9.~ 5.2 2.7 8.9 7.9 tr 0. 7. 1 8 02 6 
8.-1 4.5 3.0 8.8 8.0 0.0 1 8 01 6 
9.0 ~.3 3.4 8.8 8.0 0.2 0.0 1 8 02 5 

14.6 3.2 -1.~ 8.4 8.0 9.1 1 7 02 7 
15.6 1.0 -2.8 8.4 8.0 7.2 12. l 0 l 01 7 
12.~ 7.5 6.3 10.1 8.2 0.1 0.0 2 8 03 6 
12.8 6.7 5.9 10.3 8.~ 1.8 0.1 2 8 02 5 
12.0 5.9 4.6 10.1 8.4 tr 4.4 2 8 02 5 
9.3 6.0 s.o 10.1 8.4 tr 0.0 l 8 02 5 

11.5 3.3 -1.2 9.9 8.6 1.1 4.2 l 6 02 6 
8.9 5.3 4.5 10.4 8.7 5.9 0.0 2 8 64 5 
9.2 6.4 5.3 9.9 9.0 17.3 0.0 2 8 65 5 

15.1 6.5 5.2 9.0 8.9 0.2 0.2 2 8 65 6 
17.8 7.9 3.6 9.7 9.0 7.3 l 4 01 7 
18.6 5.5 2.5 10.9 9.0 2.1 6.7 l 4 02 7 
13.6 9.5 8.2 11.8 9.0 6.7 1.0 2 8 62 3 
13.7 6.6 5.6 11.8 9.4 1.1 0.0 1 8 so ~ 
14.0 5.9 3.0 10.9 9.5 0.5 5.5 1 5 01 6 
9.5 5. 7 4.4 11.1 9.5 0.4 0.0 I 8 03 6 

10.5 5.6 4.6 10.8 9.5 tr 0.0 1 8 02 6 
12.7 6.1 4.6 10.7 9.6 6.2 1.8 1 6 01 6 
14.~ 9.-1 8.0 11.2 9.6 0.9 5.7 2 8 03 6 
16.8 9.5 6.1 11.3 9.8 1.7 0.8 1 6 01 6 
21.5 11.6 9.6 11.6 9.9 tr 4.0 1 7 03 5 
19.3 10.6 8.2 12.5 10.0 6.7 1.4 0 6 01 6 
15.2 6.3 3.0 12.6 10.2 13.1 0 1 01 7 
16.0 4.5 -0.1 12.6 10.2 5.9 0 3 02 7 
18.1 2.9 0.4 12.2 10.5 12.7 0 0 02 7 
18.0 3.6 0.1 12.8 10.5 12.7 0 2 02 7 

13.6 5.9 3.6 10.5 9.0 63.9 125.5 6 

14 .8 5'.5 54 .l 159. '• 
-

% of Average ~tonthly Sunshine % of Average % of Possible 

11!1~. 125.5 hrs 78.5 25 

DATE 

1 
2 
3 
4 
s 
6 
7 
8 
9 
10 
11 
12 

' I 13 
14 
lS 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 
29 

"' ;; ... 
"' ... 

"' c " 
0 " ... .. 

0 
c .... 

... 00 
u .. -o 

" " "'" 
""" .. . ....... 
0 0 "' 
31 
3S . 
01 

lS 
08 
08 

10 
16 
02 
04 
3S 
02 
07 
04 
06 
01 
18 

20 
21 
06 
05 
04 
01 
13 
21 
23 
20 
19 
24 
18 

CALM 
02 
OS 
OS 
06 
OS 
02 
06 
08 
06 
OS 
07 

CALM 
03 
01 
06 
04 
04 
01 
02 
09 
04 
OS 
04 
08 
03 

1'1 E A T II E R 

Bright & sunny. Strong NW wind. Rain by afternoon & night 
Bright at first, becoming cloudy, groundfrost 
Cloudy day · 
Cloudy, calm day 
Cloudy, dull day 
Cloudy, bright with sunny Intervals. 
Ground frost, bright ! sunny, warm dry day, overnight rain 
Cloudy · 
Cloudy, rain at night 
Cloudy, becoming brighter with sunny Intervals 
Cloudy 
Groundfrost, cloudy, becoming brighter w. sunny Intervals. 
Cloudy, rain heavy at times 
Rain, thunderstorm at night 
Rain at first, dull damp day 
Bright & sunny, warm dry day 
Bright & sunny, warm dry day 
Rain, mild day 
Drizzle, cloudy 
Bright & sunny, 
Cloudy, rain at 
Cloudy, showers 

day, rain at night 
showers late afternoon 
night 

Bright & sunny, becoming cloudy, rain at night 
Rain, cloudy 
Cloudy, rain, sunny fntervals 
Cloudy, becoming brighter, warm dry day 
Cloudy, few bright intervals, showers later, some quite heavy 
Bright and sunny, dry day 
Bright & sunny, slight groundfrost, becoming cloudy with sunny 

30 
31 

21 
23 

03 Bright ! sunny, warm dry day 
01 Bright & sunny 

Intervals. 

~lEAN 4. 57 knots 

AVERAGE 7. 0 Knots 

~-----------------------------------------



N 
1.0 
1.0 

JUNE 19!!5 

DAILY OBSERVATIONS AND I~EATHER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

""' .. 
" "' .t:! :I .t:! 

.t:! ... em. 0 ... 
... "' .. "' .. .. DATE .: .. "' .. "' FALL SHINE "" "' 

,... .. .. uJ .. :J ... 
.0 .0 ·e uJ .. .. Lying .... ..... 
-; -; e e 00 . .,. 0 ... -:I :I e " ..... 
.0 .0 E e "' E " 

u .. 0900 .. 
""' "' .0 ..... .... "' u "' "' hours ... :I <II ..... ,... ... >< " .. ""' o., nun. .. 0 "' Ill .. "' "' .... .. ~ 3 0" hours ... u .. . .... 

::::> "" ;:;:: ~ ~ - :I Cl) c.. > 
I 16.5 11.~ 18.~ 2.8 -0.8 13.3 10.7 13.7 0 1 02 7 
2 15.3 11.8 18.5 2. 1 -1.6 13.6 10.9 12.9 0 I 01 5 
3 17.1 12 -~ 19.0 2.4 0. 1 13.9 11.0 13.6. 0 1 02 6 
~ I~ .U 12.9 17.3 8.6 5.3 14.5 ll.3 0.1 6.3 0 6 03 6 
5 II. 2 10.·1 11.7 9.2 8.9 H.7 1l..J 0.9 0.0 0 8 03 6 
6 9 . .J 3.0 1~.1 7.3 6.9 13.8 11.6 O • .J 1.2 I 8 03 6 
7 8.8 6.1 12.4 ~.3 2.8 13.3 II. 7 tr 2.6 I 8 02 6 
8 II. 9 7. 7 l.J. 6 2.6 0.6 12.7 II. 7 5.9 6.9 0 3 01 7 
9 11.6 10.2 15.0 7.3 6.9 13.1 11.6 4. 7 I 6 03 7 

10 14.3 10.5 15.4 6.3 4.5 13.0 ll.S 1.3 6.3 0 5 02 6 
II 14 . I 12.3 15.0 8.0 5.5 13.0 11.7 4.5 0.6 0 7 03 6 
12 9.6 7.8 15.6 6.3 5.5 12.8 II. 7 6.4 4.0 I 7 62 6 
13 11.8 8.8 13.2 6.7 5.0 12.8 11.7 4.3 .J.3 I 7 03 6 
14 11.0 8. 0 13.6 5.8 4.6 12.8 11.6 0.8 3.6 I 5 01 6 
15 10.9 8.3 15.5 4.4 1.6 13.0 11.6 0.2 1.8 I 6 02 7 
16 11.5 10.~ 15.6 4.6 1.0 12.8 11.6 9.2 0 6 02 6 
17 15.6 11.3 16.2 4.3 2.1 12.8 ll.6 0.5 4.4 0 5 OJ 6 
18 14.0 10.6 16.9 9 . .J 5.4 !3 . .J II. 7 2.0 3,4 0 7 03 6 
19 14.5 11.6 16.5 5.9 4.1 13.8 ll.8 8.5 I 4 01 7 
20 12.4 10.5 18 .I 6.2 4.0 13.!! II. 9 1.2 6.5 I 3 01 6 
::1 10.9 10.3 14.0 9.0 7.4 14.3 12.0 1.2 0.0 2 8 63 5 
22 14.0 12.9 15.6 10.6 10.4 13.7 12.0 1.5 0.1 I 8 02 6 
23 13.9 12.4 14.7 11.6 11.3 13.9 12.2 1.1 0.6 1 7 02 7 
2.J 14 .6 11.7 15.6 10.5 9.9 13.9 12.2 4.0 I 6 02 6 
25 14.9 10.6 17.8 7. 7 4.5 13.7 12.4 tr 9.7 0 .J 01 6 
26 12.9 11.~ 18.1 6.7 4.9 13.7 12.4 2.1 3.8 0 7 03 6 
27 14.2 11.8 18.0 10.2 8.9 14.0 12.4 0.2 6.3 1 7 02 6 
28 11.6 9.3 15.6 10.5 9.4 14.0 12.4 4.0 I 7 62 6 
~9 15. 1 10.5 17.6 7.2 2.5 13.8 12.4 7.4 0 4 OJ 6 
30 16.8 13.4 19.1 7. 3 4.5 14 .I 12.5 tr 3.3 0 5 03 7 

~IONTII 13.2 10.5 15.9 6.9 4.9 13.5 ll.8 34.6 153.7 5.6 

AVERAGE 17.9 8.5 so 174.6 

Monthly Rainfall % of Average Monthly Sunshine % of Average % of Possible 

34.onun 69% 153.7hrs 88~; 30% 

I 

DATE 

1 
2 
3 
4 
s 
6 
7 
8 
9 

10 
11 
12 
1 3 
14 
lS 
16 
1 7 
18 
19 
20 
21 
22 
23 
24 
2S 
26 
27 
28 
29 
30 

"' c: 

" ... 
<II 

c " 
0 " ....... 
... 00 

u " 
"""' .. . ...... 

0 0 

"' ... 
0 
c: 

"" c .... 
""' " .... 
"" Cl) 

07 01 
19 01 
14 02 
06 01 
05 03 
06 OS 
02 OS 
30 04 
32 05 
33 OS 
27 05 
33 06 
33 06 
35 02 

CALM 
06 02 
20 01 
32 06 
14 01 
19 02 
1 7 06 
lS 04 
23 10 
31 05 
26 08 
21 03 
32 08 
29 08 
32 09 
22 08 

~leA.'~ 4 .4 Knots 

W E A T II E R 

Bright & Sunny, wann dry day 
3right & sunny, warm dry day 
Bright S sunny, uar~ dr~ day 
Cloudy, becoming brighter w. sunny intervals, rain at night 
Cloudy, rain at night 
Rain, becoming brighter with sunny intervals 
Cloudy, sunny intervals, 1 ight rain 
Bright & sunny, rain at night 
Cloudy, becoming bright with sunn1 intervals 
Bright & sunny, becoming cloudy w. sunny intervals, rain at nignt 
Cloudy, sunny intervals, rain at night 
Bright at first, becoming cloudy, rain 
&right & sunny, becoming cloudy, rain 
Cloudy, becoming brighter w. sunny intervals, rain 
Cloudy, sunny intervals & showers 
Bright & sunny, becoming cloudy w. sunny intervals 
Bright & sunny, becoming cloudy, showers 
Bright at first, cloudy w. rain in evening 
Oright & sunny 
Cloudy at first, becoming brighter, wann & sunny 
Rain, cloudy 
Cloudy, showers 
Cloudy, sunny intervals, rain 
Cright at first, becoming cloudy w. sunny intervals 
Gright & sunny S. westerly breeze 
Bright at first, beco~ing cloudy, showers, sunny intervals, rain 
Cloudy, becoming brighter with sunny intervals 
Cloud/, rain, becoming brighter w. sunny intervals 
Brignt & sunny becoming cloudy w. sunny intervals 
Bright & sunny, becoming cloudy 

I r-------------------------------------------------------------------------
,1\'ERAGE 6.3 Knots 

L-----------------------------------------------------~ 



w 
0 
0 

.JULI 1 ~~~~ 

DAILY OBSERVATIONS AND lif:ATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

"'C " <: "' :> ..c:: 
..c:: ... em. 0 ... 
... "' ""' " '" DATE " "' "' "' FALL SIIINE e.o "' >-<: "' '" UJCO l: ... 

..0 ..0 '" UJ " " Lying .... '" :; :; s s s "" . "" 0 ... -:> :> s <: '" ..0 ..0 s s "' s ·~ u ... 0900 ., "'C "' ..0 
'" "' u "' "' mm. hours ... :> "' '" ;.. ... >< <: '" "'C 0"'0 .. 0 "' "' ... 

~ J '" '" " 0 <: 0 = hours ... u " ;: .::::) :::;: :::;: "' "':> - ::l V'J c.. 

1 16.3 13.b 17.~ t:.u 10.0 14.~ J:!. b - ~-~ 0 7 03 6 
~ 17.6 1·1. 2 2l.S 7.3 3.8 14 .I 13.6 - ~. s 0 ~ 01 7 
3 ~~-~ IS.I 23.6 II. 9 10.7 IS.O 12.3 - s.s 0 ~ 02 6 
~ 19.1 IS.~ 22.S 11. b 9.ll IS.7 12.8 - 11.6 0 2 02 s 
s 18.3 lu.2 19.2 II.S :>.6 IS.7 1:!. 9 2.9 1.7 0 6 03 5 
b 1·1. 7 10.8 18.2 10.3 8.S 15.o 13.0 - II. 4 0 4 02 7 
7 16.S 11.6 20.b 7.9 3.2 IS.~ 13.~ 1.1 9.8 0 3 02 7 
8 1S.S 13.9 20.~ 10.9 9.5 15.6 13.3 4.0 1.1 I 8 03 7 
9 1S.-I 12.1 19.6 11.0 8.4 1S.u 13.3 - S.2 1 4 01 7 

10 17.6 13.9 20.1 11.0 4.3 !S.S 13.6 - 7. 7 0 4 02 7 
11 17. u 14. s Ill. s 13.3 !U.S !5. 7 13.7 tr 0 .I 0 8 03 7 
12 18.-1 15.6 19.6 15.1 13.9 !5.S 13.5 0.2 2.0 0 5 01 7 
13 13.0 12.3 16.6 10.5 6.4 15.5 13.5 2.0 0.0 1 8 63 5 
14 16.6 15.S 17.6 12 .I 11.8 IS. 3 13.6 tr 2.3 I 7 01 6 
IS 14 .1 10.0 16.5 6.8 1.6 14.9 13.6 3.4 3.2 0 6 03 7 
16 16.5 12.8 18.3 9.9 8.2 14.5 13.6 - 8.2 1 4 03 7 
17 14. s 12.5 18.0 10.S 7 .I 14.6 13.5 0.9 0.3 0 8 01 6 
18 13. s 10.S 16.6 9.~ S.6 14.3 13.S I.S 3.3 0 8 01 7 
19 12 .·1 !U.S 17.3 10.2 6.S 1·1. I 13.S 1.8 6.7 1 8 62 6 
20 12.0 9.6 17.0 8.S ~.s 14.3 13.S tr 8.4 I s 62 7 
21 13.~ 9.S 18.0 8.1 S.3 14.0 13.5 0.8 9.4 0 s 03 7 
22 13.S 13.2 19. ~ II.~ 9.4 1~ .·1 13. s I. I 1.1 I 8 62 s 
n 1~. 1 1 0.~ 20.8 8. I 3.7 14.0 13.4 tr 5.8 I) s 03 7 
24 20.8 17.S 23 .I 14.0 12. I 14.3 13.~ - 4.2 0 4 02 7 
2S 20.5 18.6 24 .I 12.2 8.S 15.4 !3.S 0.4 10.2 0 4 02 6 
26 14 .8 14 .8 16.9 12.2 10.8 16.0 13.5 18.0 0.0 1 9 45 4 
27 15.0 12.3 17.2 13.5 12 .I !S.S !3.6 1.2 4.3 1 5 02 7 
28 9.1 8.9 16.S 8.9 ~.0 15 .I 13.8 10.~ 0.0 1 8 so 3 
29 14.7 14.S 17.0 12.7 9.2 15.0 13.8 10.0 0.0 2 8 02 5 
30 11.9 11.7 Ul.U 11.4 10.8 15 .I 13.8 0.1 2.0 2 8 63 5 
31 13.9 12.4 17.9 II. S 10.0 15.2 13.8 - 0.3 1 8 03 5 

~10NTH 15.5 !3.1 19 10.7 8.0 15.0 13.4 59.6 134.7 6.1 

AVERAGE 19.4 10.4 65.8 1S9.3 

-

Monthly Rainfall \of Average Monthly Sunshine %of Average %of Possible 

59.6mm 90~• 134.7hrs 84~• 26~• 

I 

·DATE 

I 
2 
3 
~ 

5 
6 
7 
8 
9 
10 
II 
12 
13 
14 
15 
16 
I 7 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

"' ;:; ... 
"' c .. 

0 " '" ... ... co 
u " :J"'C 

" '" .... c 0 

"' ... 
0 
<: 
"" 

"" " " "-
V'J 

I~ E A T II E R 

30 
20 
I 7 
2') 

07 3right at first, becoming cloudy with sunny intervals 
03 Bright ~ sunny. !!ann, dry day 

33 
31 
29 
31 
30 
23 
25 
06 

29 
28 
19 
23 
23 
25 
27 
20 
29 
27 

II 
27 

05 
35 

04 Bright ~ sunny. t!arm dry day 
o:; 

CAL~ 
12 
07 
04 
03 
05 
II 
03 
01 

CAL't 
I 0 
08 
05 
13 
07 
06 
10 
06 
08 
08 

c.,L~1 

06 
14 

CAL.'1 
04 
09 

C.~L~ 

Sright & sunny 
Cloudy, rain at night 
Bright ! sunny. H.west breeze, dry day. 
9right !. sunny. \/ann dry day. ~ain at night. 
Cloudy with sunny intervals, rain at night 
Cloudy becoming brighter, with sunny intervals. 
aright t sunny, warm dry day 
Cloudy with a S.westerly wind. Showers. 
Bright at first, becoming cloudy, strong S.:l. wind. 
Cloudy, rain. 
Cloudy day w. some evening sunshine 
Bright & sunny at first, becoming cloudy. 
Overnight rain. Bright t. sunny 
Cloudy day, rain showers during evening. 
Cloudy but bright. Sunny intervals. 
Cloudy with rain showers and sunny periods. 
Bright ~ sunny. 
9right & sunny 
Cloudy with rain becoming brighter w. a little sunshine 
Bright & sunny, cloudy at times. 
1/ann humid day. Cloudy with sunny spells 
Harm humid sunny day 
Fog at first. Cloudy w. thunderstorms & heavy rain. 
Cloudy, heavy rain & sunny intervals. 
Cloudy, slight drizzle 
Fog at first, cloudy, rain, heavy at night. 
Rain, cloudy becoming bright w. sunny intervals. 
Cloudy. Sunny intervals. 

~lEAN 6.16knots. 

A\'ER,\GE 6 .I Knots 
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AUGUST 1985. 

DAILY OBSERVATIONS AND I~EATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

1 

DATE 
-" .0 

:; :; 
.0 .0 

;... ~ 

M " :::: 3: 

I 14.5 11.6 
2 Is .I 14 .1 
3 14.0 13.4 
4 14.5 14.1 
5 13.0 11.0 
6 14.:.! 12.3 
7 13.1 12.3 
8 13.8 13.1 
9 14.5 13.1 

10 14.5 13.6 
11 11.5 10.5 
12 14.4 12.7 
13 14.1 13.8 
14 13.9 13.8 
15 13.5 13.3 
16 16.1 16.0 
17 16.4 15.7 
18 12.6 12.2 
19 16.2 15.1 
2D 13.5 13.4 
21 15.1 14.9 
22 12.9 12.7 
23 12.3 12.1 
24 14.9 14.7 
25 13.3 13.2 
26 13.5 11.2 
27 14.0 12.9 
28 16.3 13.4 
29 13.0 11.5 
30 I 5 .1 14 .1 
31 12.5 11.6 

NO NTH 
14.1 13.1 

AVERAGE 

Monthly Rainfall 

81.5 mm 

., M 
c: ., 

.c: ::l .c: 

J .c: ... em. 0 ... ... "' M "' M .. 
.:: M "' .. "' FALL SHINE QO " .. .. w .. :. ... 
·a w M M Lying .... 

~I Ei e QO • 00 0 ... 
::l ::l e c: e e "' e M U M 0900 hours 

., ., ., .0 .... . ... "' u ., ., nun. ... ::l "' :~ I "' c: .. ., 0"0 .. 0 ., .. .... M :;; § 0 c: hours ... u M ;:;:: ;:;:: t:l - ::l (J} 0.. > 

17.6 10.2 7.3 15.2 13.8 3.0 2.6 I 4 01 6 
18.5 10.3 9.2 15.0 13.7 0.1 7.5 1 8 52 6 
16.9 10.4 7.8 15.0 13.7 - 7.9 I 5 01 6 
16.5 8.9 4.5 14.7 13.9 24.3 6.4 0 5 02 7 
16.9 9.9 9.0 14.5 13.8 2.7 6.4 2 6 02 6 
17.9 9.6 6.9 14.5 13.8 5.0 6.1 I 5 02 7 
16.1 8.8 6.2 14.6 13.8 0.3 0.3 1 8 03 6 
17.0 7.7 3.3 14.3 13.8 3.0 7.3 0 4 02 7 
18.2 9.6 5.6 14.3 13.8 - 7.1 1 5 02 7 
18.3 6.5 3.1 14.3 13.1 tr 10.2 0 3 02 6 
14.6 9.0 5.5 14.5 13.7 I 0. I 1.4 0 8 03 6 
17.0 9.3 6.9 14.5 13.7 0.8 12.2 1 4 01 7 
17.8 8.9 5.5 14.0 13.5 1.0 5.0 1 8 60 6 
16.8 11.5 9.4 14.3 13.6 12.6 2.2 1 8 65 5 
17.5 8.9 5.7 14.3 13.6 5.6 2.5 I 8 03 6 
18.5 11.5 8.4 14.0 13.5 1.5 5.7 1 4 01 7 
20.1 11.9 9.6 14.2 13.6 tr 7.9 1 4 01 7 
18.6 10.6 10.1 15.0 13.6 0.8 0.4 1 8 03 4 
19.5 12.5 11.3 15.0 13.6 2. 1 3.6 I 5 01 6 
17.3 12.6 8.3 15.0 13.6 0.3 2.9 1 8 03 6 
18.4 12.6 10.2 14.6 13.9 - 4.4 I 6 02 7 
16.7 11.5 8.3 14.6 13.9 - 3.6 0 8 03 6 
16.2 10.6 7.0 14 .1 13.9 3.9 1.0 0 8 02 6 
16.5 11.7 9.8 14.0 13.7 0.2 8.2 1 4 02 7 
16.0 8.7 5.7 13.8 13.7 1.1 2.7 0 7 03 7 
17.4 10.0 8.2 13.7 13.6 0.7 5.9 1 5 03 7 
20.7 7.5 4.5 13.7 13.5 - 2.8 1 7 03 7 
18.1> 13.0 10.5 14.3 13.5 - 6.3 0 4 03 7 
15.1 10.1 7.6 14.4 13.5 1.1 0.0 0 8 02 6 
20.5 11.3 10.0 14.3 13.5 0.1 6.9 1 6 01 5 
17.5 11.6 9.4 14.5 13.5 1.2 4.7 1 8 62 6 

17.6 10.2 7.6 14.4 13.7 81.5 152.1 6.1 i 

I 

19.0 10.2 68.8 146.9 I -

% of Average Monthly Sunshine \ of Average \ of Possible 

118% 146.9 hrs 103.5 33 

flATE 

1 
2 
3 
4 
5 
6 
7 
a 
'l 
10 
11 

12 
13 
14 
lS 
16 
17 
18 
1 9 
20 
21 
22 
23 
24 

25 
26 
27 
2B 
29 
30 ,. 

'1\ 

::; 
.... 

"' - " 0 :.J . ... ~ 

.... "" ~ :J 
:.>~ ... - .... = 0 

'1\ ... 
0 

"" 

~ 

" ~ 
til 

32 07 Cloudy, sunny intervals 

I~EATIIER 

23 10 Cloudy, rain, becoming brighter with sunny intervals. 
25 12 3right & sunny. Strong westerly wind. 
23 16 Bright & sunny becoming cloudy, heavy rain at night 
3S 16 3right & sunny with showers 
32 11 Sright & sunny, becoming cloudy with thunderstorms 
18 08 Cloudy, rain, becoming brighter in evening. 
24 04 Sright & sunny, rain Jt night 
23 aa aright & sunny, rain at night 
25 OS Bright & sunny 
21 OS aright at first, beccrning cloudy with heavy rain, strong westerly 

winds. 
26 14 Bright ~sunny. S. westerly breeze. Heavy showers. Sunny periods. 
19 09 9right at first, becoming cloudy. Slight rain. S-S:! wind. 
17 03 Cloudy, rain, heavy at times, sunny intervals later. 
18 11 Cloudy, strong 5-S west winds, sunny intervals. 
23 09 aright & sunny. Sll wind. Showers in afternoon & evening. 

CALM 3right & sunny, showers at night. 
19 05 Cloudy, rain at night 
26 02 ~ain at first, becoming brighter, with sunny intervals. 
20 06 ~ain at first, becoming brighter with sunny intervals. 
26 08 Cloudy, sunny intervals. 
30 05 3ri<Jht at first, cloudy, some sunny intervals. 
20 04 Cloudy, with sunny intervals and heavy showers 
25 14 Bright, becoming cloudy, strong S!·l wind, sunny intervals with 

occasional showers. 
25 
30 
20 
24 
10 
I g 
10 

16 Becoming cloudy after bright start. 
07 Bright ~ sunny becoming cloudy with sunny intervals. 
07 Cloudy, dry day w. fresh SH breeze. Sunny Intervals. 
07 Bright & sunny, cloudy at times, remaining dry. 
02 Cloudy day with a few showers 
03 Cloudy and misty becoming bright ! sunny 
og Cla11dv ,.dth cain hpcorninn hrinht -~ c;.unnv 

:·IEAt: 7. 8 knots 

AVERAGE 5.4 Knots 
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SEPTHIBER I ~85 

DAILY OBSERVATIONS AND l<IEATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

DATE 
.0 .0 

:; :; 
.0 .0 

>. .... ... OJ 
0 "' 

I 13.3 11.5 
2 12.2 10,9 
3 14.3 13.0 
.j 10. 1 9, 1 
s 12.S 10.1 
6 11.0 7.1 
7 3.1 7.4 
8 12.3 12.1 
9 12.-1 12.0 

10 18.5 14.~ 

11 14 .o 13.3 
12 17 .I 14.8 
13 13.5 12. 7 
14 14.0 13,9 
IS 12.8 11.1 
16 II. I 10.6 
17 IS.2 14.9 
18 11.-l 10.8 
19 IS. S 14.5 
20 IO,S 9 0 2 
21 I 7. 1 IS.S ,, 

10.~ 10.6 
23 14. ·I 13.6 
24 13.6 12.7 
2S 12.-1 11.0 
26 16. 7 15.8 
:.7 16.0 14. ~ 
28 14.3 13.7 
29 13.9 13.0 
30 16.1 14.7 

~IONTH 13. s 12.3 

AVERAGE 

Monthly Rainfall 

S1.Y mm 

"0 ... c: ~ 
:l ..c: 

..c: .... em. 0 .... 
.... Vl .. Vl .. cu 

" 
.. Vl cu Vl FALL SI!INE "" ~ >. 
cu .. wcu ~ .... 

·s w .. .. Lying .... .... 
s s 00 • 00 0 .... .... 
" :l a c: .... 
a a Vl a " u .. 0900 hours 

~ "0 ~ .0 .... Vl u .. .. mm. .... :l Vl . ... 
>< = cu "0 0"0 cu 0 .. "' :E! 

.... .. 0 = 0 = hours .... u ... .... 
~ 

.., 
"':l -" Vl "' > 

17.~ 11.1 9.0 14.D 13.5 0.1 3.8 1 6 62 7 
14 .-I 10.0 6,9 14.0 13.5 4,4 0 1 8 03 6 
15.0 9.7 7.5 13.5 13.6 5.4 2. 3 . 2 7 01 6 
12.6 6.0 2.7 13.-1 13.5 2.8 0.1 1 8 02 5 
15.1 9.7 7.8 13.4 13.5 tr 8.9 1 6 01 7 
14.8 s.o 0.2 13.0 13.4 0.5 10.1 1 1 01 7 
12.3 4.6 1.2 12.9 13.4 14.1 0 1 7 so 5 
13.3 7.1 7.0 12.9 13.2 0.1 0 1 7 02 6 
19.7 9.S 8,5 12.9 13.2 - 0.9 1 8 03 5 
22.3 12.2 11.5 13.5 13.1 - 9.9 1 1 01 7 
20.3 8.7 S.6 13.5 13.1 - 6.1 1 3 01 s 
23.5 10.5 6.4 14.2 13.2 0.1 8.1 1 0 02 6 
16.·1 8.9 4,8 14.3 13.3 0,8 8.1 0 4 02 6 
16.3 10.5 8.5 13.8 13.4 0.1 7.2 1 7 62 5 
1S.2 8.9 7.1 13.5 13.3 - 8.3 0 3 01 7 
17.S 8.7 6,7 13.0 13.3 0.3 . 0.3 0 8 03 6 
17.6 10.5 10.0 13.3 13.4 - 8.6 0 2 01 7 
16.3 9.~ 7.3 13.3 13.2 4.7 0 0 8 03 6 
15.3 11.1 10.7 13.4 13.2 0.1 2.0 I 8 02 6 
17 .I S.3 l.S 12.9 13. 1 3.1 1.4 1 7 01 7 
20.0 9.2 8.5 12. 7 13. 1 13.8 3.2 1 5 01 7 
14.5 9.3 9.1 12.9 13.1 0.2 0 2 8 n 3 
17.7 I 0.1 8.3 13.0 13.1 - 3.2 2 7 01 6 
16.~ 12.0 9.5 13.3 13.1 - 3.9 0 4 01 7 
17.6 7. 7 4.6 13.2 13.1 1.3 0.3 0 7 03 6 
20.5 12.2 12.0 13.6 13.2 - 1.8 1 7 02 6 
23.2 13.6 II .8 14 .1 13.4 - 2.8 0 6 01 6 
21.0 9,D 6.9 14.3 13.1 - 7.2 I 4 40 4 
17.3 9,4 7.2 14.3 13.2 - 3,9 1 3 40 4 
22.7 13.5 10.7 14.3 13.2 tr 3.5 1 7 02 5 

17.S 9.5 7.3 13.5 13,3 Sl.9 115.9 5,6 

16.9 8.S S0.6 126 

-

~, of Average ~lonthly Sunshine % of Average % of Possible 

102% 115,9 hrs 92•• 30•• 

I 

I 
I 

I 

I 

i 

I 

I 

·DATE 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
1'.3 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

<II 
c .. ... 

"' c .. 
0 ~ ....... 
... 00 

u " <>"O ... ........ 
0 0 

<II .... 
0 
c 
~ 

c . ... 
"0 

" " "-Vl 

29 14 
16 02 
21 02 

CALM 
35 09 
35 09 

CALM 
07 04 
21 02 
22 07 
24 02 
21 06 
27 09 
24 12 
29 20 
23 08 
30 13 
18 04 
24 07 
24 09 
25 20 
10 02 

CALM 
27 06 

CALM 
26 06 

CAUl 
CALM 

19 06 
21 02 

~lEAN 6 knots . 

W E A T II E R 

Cloudy, becoming brighter with sunny intervals. 
Cloudy, rain 
Bright at first, becoming cloudy with heavy rain 
Cloudy, rain 
Bright ! sunny. Dry day 
Bright & sunny, rain at night 
Cloudy, slight drizzle 
Rain 
Cloudy, becoming brighter late afternoon 
Bright & sunny, wann dry day 
Cloudy at first, becoming brighter, warm dry 
Bright & sunny, warm dry day. Slight rain at night 
Bright & sunny. Cool N-N.west wind. 
Cloudy, becoming brighter with sunny intervals, rain at night. 
Bright & sunny, Strong SW wind. 
Cloudy, rain, becoming brighter by late afternoon. 
Bright & sunny. Strong NW wind. Continuing sunny. 
Cloudy, dull, rain 
Cloudy, rain, clearing becoming brighter w. sunny intervals. 
Cloudy, becoming brighter, sunny intervals. 
Cloudy, becoming brighter, mild. Rain at night. 
Rain. Dull damp day. 
Cloudy, becoming bright w. sunny intervals. Warm dry day. 
Bright & sunny intervals. 
Cloudy 
Rain at first, cloudy, mild becoming brighter, w. sunny intervals. 
Cloudy, mild becoming brighter w. sunny intervals. Fog at nignt. 
Fog at first, becoming bright warm dry day. Fog at night. 
Fog at first becoming brighter w. sunny intervals. 
Cloudy, warm with sunny intervals. Slight rain at night & fresn 

S-SW wind. 

AVERAGE 6.8 t:nots 
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OCTOBER 1985 

TABLE 1 DAILY OBSERVATIONS AND WEATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

"' .... 
"' ... 
::l ...:: ...:: ... em. 0 ... ... "' .... "' .... "' DATE .: .... "' "' "' FALL SIIINE 00 ... >-. 

"' "' w"' ~ ... 
.0 .0 ·a w .... .... Lying ..... .... 
-; -; e; e; 00 • QQ 0 ... -::l ::l e; "' .... 
.0 .0 e; e; Vl e; .... u .... 0900 ... "' " .0 .... .... "' u " " mm. hours ... ::l "' .... 
>- ... )( "' "' "' 0'<] "' 0 " "' .... •U "' ... 0"' 0"' hours ... u .... . ... 
0 3: ::0: ~ <..:l "'::l - ::l (J) c. > 

1 1!!.5 17.o 24.1 15.9 13.6 14.!! 13.3 - 5.2 0 3 01 5 
2 16.0 15.~ 19.6 12.3 9.0 15.0 13.-t 0.7 4.2 0 3 02 6 
3 15.3 15.2 16.0 14.5 12.3 14.8 13.4 2.7 2.7 1 8 62 5 
~ 1". 0 13.8 16.5 10.5 8.5 14.1 13.3 1.~ 6.8 1 3 01 6 
s 1-1. 2 I~. 0 15.3 10.~ 7.5 13.6 13.5 tr 6.9 I 3 01 6 
6 12.3 11.5 I 5 .I 8.9 4.2 13.1 13.5 10.7 0,4 1 7 03 6 
7 11.0 9.7 14.0 7.6 3.1 12.7 13.5 0.3 5.2 2 ~ 01 6 
8 10.1 9. 7 12. s 5.7 2.0 12.3 13.2 0.3 5.4 I 5 02 6 
9 11.0 9.9 13.7 6.9 2.8 11.9 13.0 2.6 1 7 03 6 

10 12.0 11.7 16.9 8.5 5.5 11.6 12.9 4.5 1 4 01 7 
11 12.~ 12.3 15.6 10.7 8.2 12.2 13.1 7.1 0 4 02 7 
12 8.9 7.7 14.6 2.5 -0.6 11.6 13.1 8.~ 1 2 01 6 
13 10.8 9.2 17.6 5.1 2.4 11.4 13.0 7.7 1 1 02 6 
14 13. 7 11.5 19.5 9.3 5.6 12.0 13.2 9.0 1 1 02 6 
IS 14.6 13.2 15.1 12.0 8.2 12.5 13.2 0.5 1 7 03 6 
16 11.3 10.0 16.4 9.9 6.4 12.3 13.2 4.7 0 8 02 5 
17 8.5 8.4 13.0 4.5 2.6 12.3 13.1 1.3 1 9 45 4 
18 10.4 10.0 12.0 8.1 7.5 12.3 13.1 1.0 1 8 02 5 
19 6.0 5.0 12.6 1.3 -1.6 11.5 12.9 7.3 1 2 01 6 
20 8.0 7.8 13.0 5.8 4.6 10.6 12.5 0.8 1 9 45 4 
21 9.0 8.0 14.~ 5.9 1.8 11. ~ 12.3 3.8 1 3 01 5 
2~ 11.3 10.2 11.7 8.4 5.7 11.4 12.3 0.6 0 4 02 6 
23 10.2 8.6 11.6 6.3 2.2 11.2 12.2 0.5 0 5 02 5 
24 9.8 9. 1 12.5 8.7 7.5 11.1 12.1 4.6 0 9 43 4 
25 10.1 9.5 12.6 4.0 -1.1 1D.7 12.0 4.7 0 9 01 5 
26 9.4 8.1 11.0 7.5 4.5 10.8 12.0 0.0 0 7 01 5 
27 8.5 7.2 10.2 6.1 0.8 10.6 11.9 1.0 0 8 01 6 
28 8.0 7.1 10.7 4.0 0 .I 10.3 11.8 tr 0.4 0 6 01 6 
29 9.0 8.5 11.3 7.7 3.5 10.1 11.6 0.3 0 8 03 6 
30 3.-1 2.8 9.9 -0.5 -3.5 10.0 11.5 3.4 1.8 1 4 01 6 
31 6.6 6.4 8.1 3.1 -0.9 9.5 ll. 5 1.7 0.3 2 8 62 6 

INONTH 10.8 10.0 14.1 7.5 4.3 11.9 12.7 21.2 109.7 5.3 

13.2 5.8 64.3 91.8 .AVERAGE 
I 

~tonthly Rainfall % of Average ~lonthly Sunshine 9; of Average % of Possible 

21.2 32.9 109.7 120% 33. 89; 

DATE I 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
I 2 
I 3 
14 
15 
16 
I 7 
18 
I 9 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

"' "' "' ... ... 0 ... "' "' -" 
"' "' 0 "' "' . ...... . ... 
... co 
u " "' ""' ... ... " . ... '- :;; =- 0 

19 05 
18 06 
20 I 2 
20 14 
23 10 
19 15 
23 06 
25 07 
30 10 
23 08 
31 15 

CAU1 
CAL'i 

31 02 
28 01 
23 02 

CALM 
35 05 
29 02 
10 01 

CALM 
11 05 
12 04 
19 03 
06 06 
02 02 

CALM 
33 04 
04 02 
23 03 
05 03 

HEAN 4. 94 knots 

I W E A T II E R 

Cloudy at first, becoming brighter, warm dry day. 
Bright ~ sunny, warm becoming cloudy, rain at night 
Cloudy, rain, strong S to 5!1 wind, becoming brighter w. sunny Int. 
Bri')ht ~sunny, strong 5 to 511 winds, rain at nl')ht 
Bri<Jht .\ sunny, warm day with rain at night 
Rain, heavy a~ times 
Bright ~ sunny, rain at night 
Bright ~ sunny becoming cloudy by afternoon w. rain at night 
Cloudy, fresh N-NW wind, sunny intervals 
Cloudy, becoming brighter w. sunny intervals 
Bright & sunny, warm dry day 
Slight ground frost, bright ~sunny dry day 
Bright & sunny dry day 
Bright & sunny, wann dry day 
Cloudy, dry day 
Cloudy, becoming brighter w. sunny intervals, fog at night 
Fog, clearing by the afternoon, to give a little sunshine 
Cloudy, becoming brighter in the afternoon. Sunny intervals 
Ground frost, bright & sunny 
Fog, cloudy 
Bright & sunny 
Cloudy at first, becoming brighter 
Cloudy, a 1 ittle sunshine late afternoon. Fog at night 
Fog; cloudy becoming brighter with sunny intervals 
Fog at first, becoming brighter 
Cloudy, calm day 
Cloudy, becoming brighter late afternoon, sunny intervals 
Cloudy, sunny intervals 
Cloudy, becoming brighter 
Frost, bright! sunny, becoming cloudy 
Slight ground frost, rain. 

AVERAGE 6. ~ Knots 
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0 
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NOVEHBER 

DAILY OBSERVATIONS AND 1¥EATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

"0 '"' c ., 
:I .t: 

.t: '"' em. 0 '"' ... <II 
'"' <II '"' '" DATE .: '"' <II '" <II FALL SIIINE "" 

., >-

'" '" UJ '" 
:1 .... 

.0 ..0 .... 
UJ '"' "' Lying ... .... 

:; - e e e Oil • Oil 0 '"' -:I :I :I e c .... 
..0 .0 e e <II e "' u '"' 0900 ... "0 ., .0 .... . ... <II u "' 

., 
nun. hours '"' :I <II .... 

>- .... )( c '" "0 0"0 '" 0 ., 
"' '"' 

., 
'" .... 

'"' ~ § 0 c hours '"' G "' .... 
Q 3: ;:;: ;:;: <.;) -:I U) 0.. > 

1 5.8 4.6 8.9 1.2 -3.0 9.0 11 .3 1.0 4.8 1 2 01 6 
2 2.3 0.6 5.6 -1.1 -4.6 8.4 11.3 - 8.1 1 1 02 7 
3 0.9 -0.5 6.4 -3.4 -6.9 7.4 11.1 - 2. 7 . 1 6 03 6 
4 3.1 2.0 7.9 -0.5 -3.6 6.9 9.8 7.6 4.1 1 3 01 5 
5 5.8 5.4 8.5 3.7 2.9 7. 1 10.5 0.9 2.3 2 7 03 6 
6 3.9 1.8 9.1 0.1 -2.4 6.9 10.3 0.1 2.8 1 4 01 6 
7 7.7 6.0 10.0 3.6 2.5 6.9 10.3 4.2 S.9 1 3 02 6 
8 8.1 3.0 12.9 2.5 -O.S 6.9 10.0 2.2 0.0 2 9 43 j I 9 9.3 7.S 10.6 7.1 4.1 7.6 9.9 14.6 1.9 1 4 01 

10 0.8 -1.1 3.9 -1.1 -3.3 7.4 9.8 - 8.1 2 1 01 ~ I 11 2.4 0.4 4.S -O.G -3.2 6.1 9.6 - 6.6 4 1 02 
12 0.4 -0.1 5.2 -1 .0 -2.2 5.4 9.5 0.1 3.7 4 2 02 6 ' 
13 2.0 0.3 7.7 0.1 -2.0 5.2 9.3 - 6.2 1 4 02 6 I 

14 0.5 0.1 3.5 -3.5 -5.6 4.9 9.1 2.2 0.0 4 9 45 3 I 
15 3.0 2.9 4.6 0.3 -0.7 5.4 8.9 1.8 0.0 2 9 45 3 
16 2.6 2.2 5.1 0.9 -1.6 5.2 8.7 6.S 0.0 2 8 62 4 i 

I 1 7 2.4 1.6 !l. 1 0.0 -3.2 5.6 8.5 0.1 5.2 2 3 01 6 
18 2.8 2.8 5.1 -0.4 -3.3 5.6 8.4 0.6 0.2 2 9 45 0 
19 2.9 2.3 4.0 l.S -2.4 5.6 8.3 1.2 0.4 2 8 62 6 
20 3.6 2.7 4.9 1.9 -0.3 5.6 8.3 1.0 0.0 2 7 01 6 
21 3.5 2.8 5.6 2. 3 0.9 5.7 8.0 1.8 1.5 2 8 62 5 
22 3. 5 2.6 5.1 1 .9 0.1 4.7 7.9 3.4 0.5 1 8 so 6 
23 s .1 4. 7 5.3 2.9 1.8 5.0 7.8 3.4 0.0 2 6 02 6 
24 4.2 3.9 6.5 1.9 -1 . 9 5.1 7.7 2.2 2.7 2 s 01 5 
25 3.5 3.0 6.1 2.3 -0.2 5.0 7.6 1.6 2.4 2 4 01 6 
26 2.0 1.1 4.0 0.6 -1.6 5.0 7.6 tr 3.3 2 4 02 6 
27 0.2 -1.4 2.9 -2.5 -6.4 4.3 7.5 2.2 5.9 4 1 01 6 
28 -3.0 -3.0 3.0 -4.0 -6.7 3.5 7.4 1.2 3 4.6 7 2 02 6 
29 -3.1 -3.2 3.5 -4.2 -8.2 3.4 7.3 3 . 3.9 7 4 02 5 
30 0.5 -0.1 12.4 -5.9 -8.1 3.0 7.2 8.2 3 0.0 7 5 02 5 

~IONTI! 2.9 2.0 6.4 0.2 -2.3 5.8 (9.0)68.1 87 .8 4.9 

AVERAGE 8.9 3.0 56.9 58.8 

~lonthly Rainfall % of Average Monthly Sunshine \ of Average \ of Possible 

6 8. 1 mm 1 2 0~ 8 7 . 8 h rs 14 !J% 34% 

·DATE 

1 
2 
3 
4 
5 
6 
7 
8 
!) 

10 
11 
12 
13 
14 
15 
16 
1 7 
18 
19 
20 
21 
22 
23 
24 
25 

26 
27 
28 
29 
30 

VI 

::; 
.... 

VI 

" .. 
0 " ·- .. .... co 
u " 

""" .. ·- ..... Q 0 

<II .... 
0 

" "" 

"" .. 
~ 

Vl 

29 04 
32 12 
20 02 
26 02 
32 10 
27 05 
31 12 
17 04 
24 12 
32 18 
31 10 
34 O!J 
33 OS 
19 04 

C/\Lt1 
21 06 
31 03 

CAUl 
09 02 
06 05 
07 05 
01 06 
06 08 
OJ 02 
01 03 

32 07 
CAUl 

31 Ol 
CAU1 
CALM 

W E A T H E R 

Groundfrost, bri!Jht & sunny, rain 
Frost, brignt ~sunny, rain at night . 
Frost, bri~nt ~sunny becoMing cloudy cold day 
Frost bright & sunny cold day 
Rain at first, cloudy showers & sunny intervals. U winds 
3right & sunny, ~round frost, rain 
Bright & sunny, 11 li IJind 
Ground frost, cloudy rain at first 
Bright.!. sunny, rain at night 
Frost bright ~sunny cold day 
Bright .!. sunny frost, cold day 
Frost, cold, bright & sunny. Slight shower 
Ground frost, bright ~ sunny 
Frost fog. Dul: damp day 
Fog ground frost du 11 
Rain, groundfrost 
Gright ~ sunny, ground frost 
Fog, frost, clearing to give a little sunshine. Then cloudy 
Rain, ground frost, bcco~ing brighter 
Cloudy, rain 
Rain, be~orning bright with sunny intervals 
Cloudy, slignt drizzle 
Cloudy, rain 
Cloudy, uround frost, sunny intervals, rain at night 
Cloudy, slightly ground frost, rain beco~ing brighter, w. sunny 

intervals 
Ground frost, bright ~ sunny 
Frost, bright ; sunny 
Snow, bright & sunny, snow showers at night 
Frost, brignt & sunny, snow covering the ground completely 
Frost, cold dull day snow covering the ground 

~IEA~l : 5.23 Knots 

A\'f:RAGE 8.0 Knots 
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DECEMBER 

DAILY OBSERVATIONS AND I~EATIIER 

T E M P E R A T U R E oc 
RAIN- SNOW SUN- ., .. 

c: Q) 

::l .s::. 
.s::. ... em. 0 ... 
... <ll .. <ll .. ~ 

DATE .. <ll ~ <ll FALL SHINE "" Q) >.. 
c: ~ ~ """' 

); ... 
""' ""' a "" .. .. Lying ... . .... 
-; -; '" § QO • QO 0 ... -::l a c: ..... 

""' ""' e e <ll e '"' u k 0900 "' ., 
"' ""' ..... ..... "' u Q) Q) mm. hours ... ::l "' . .... 

>.. ... ;< "' ~ ., O"<l ~ 0 Q) "' .. "' "' . .... .. 
0 "' 0"' hours ... u '"' 

... 
0 3: :<: :<: <.:) 

"' ::l - ::l 
Vl c.. > 

1 11.9 11.5 14.5 -0 .l -0.9 3.2 7. l 0.1 0 2 6 03 5 
2 9.6 9.6 14.3 0.5 7.0 5.0 6.0 1.6 0 l 7 02 6 
3 11.9 9.1 12.5 8.7 7.5 6 .l 6.8 - 4 .5. l 3 01 6 
4 9.0 8.6 9.4 8.2 4. 5 6.4 6.8 3.5 0 l 8 03 6 
5 6.5 6. 3 6.6 4.2 2.4 6.2 7.1 2.6 0 2 9 45 3 
6 3.4 2.8 6.4 2. 7 0.2 5.8 7.1 2.8 0.0 2 5 01 6 
7 5.1 4 .2 4.9 3.2 1 .0 5.5 7. 2 3.0 0.1 2 3 01 7 
8 0.3 0.2 1 .8 -0.2 -0.9 5.4 7.2 0.1 0 2 9 45 0 
9 0.1 -0.4 5.0 -2.5 -5.5 4. 5 7.0 tr 4.5 4 6 01 5 

10 -2.4 -2.5 1 . 9 -3.2 -6.2 3.8 7.0 3.2 0 4 3 Ol 4 
11 1.0 1.0 8.3 -2.7 -4.3 3.4 6.9 0.2 3.7 4 6 46 l 
12 7.6 7. 1 11.2 -0.1 -1.5 3.6 6.7 tr 0 2 5 02 5 
13 7.5 6.6 10.2 7.1 4.1 4. 7 6.6 - 0 l 7 02 6 
14 10.0 9.1 1 2 .l 5. 7 2 .l 5.2 6.6 - 0 l 7 02 6 
15 12. 1 9.3 12.3 9.1 7.2 5.9 6.5 - 0 1 5 02 6 
16 11.0 8.3 11 .3 9.5 7.4 6.4 6.8 0.3 0 1 6 02 6 
17 9.6 9.1 ll .0 8.9 6.0 6. 7 6.9 7 .l 0 2 8 03 5 
18 6.3 5 .l 9.0 6.0 3 .l 6.9 6.9 0.3 5.6 2 l 01 6 
19 5. 3 3.9 9.3 4.0 1 .0 6.9 6.9 3. l 1.3 l 4 02 6 
20 7.0 5.2 12.0 4.8 1.5 6.8 7 .l 2.2 0 1 8 03 6 
Zl 11.9 10.2 12.9 5.4 4.4 6.5 7 .l 0.8 0.8 2 6 02 7 
22 4.6 4.0 6.6 4.0 1.5 6.7 7.1 0.1 0.6 2 5 02 6 
23 5.9 5.0 7. 5 2.8 -0.4 5.7 7.2 0.5 0.3 2 4 62 6 I 

24 0.6 0.5 7. l 0.1 -2.8 5.3 7.2 6.5 4.0 2 1 Ol 5 ' 
25 5.1 5.0 5. 5 -1 .4 -3.2 4.6 7.0 1.8 0 2 7 62 5 
26 3. 1 1. 4 3.2 1.4 -0.6 4.7 6.9 tr 0 l 7 02 6 
27 -2.6 -3.0 -1 .8 -3.8 -6.4 4.0 6.8 tr 6.4 4 2 02 7 
28 -4.2 -4.4 -1.0 -5.0 -7.1 3.3 6.8 - 6.1 4 l 02 7 
29 -3.1 -3.4 -0.4 -5. 6 -0.5 2.8 6.6 - 3.2 4 3 02 7 
30 -3. 1 -3.3 3.4 -6.2 -8.9 2.4 5.4 0.4 0 4 6 03 6 
31 3.2 2. 7 3.9 -3.5 -4.6 2.1 6.2 0.3 0 4 7 62 5 

MONTH 5.0 4.2 7.4 2.3 -0.03 5.C 6.8 40.5 41.9 5.3 

AVERAGE 6.4 1.0 61.5 41.85 

~1onthly Rainfall % of Average ~1onthly Sunshine % of Average % of Possible 

40.5 mm 66% 41.9 hrs 100% 18.6% 

DATE 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
1 7 
18 
1 9 

I 20 
21 

! 22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

<ll 

" (J ... 
<ll 

c: (J 

0 " ........ 
... co 
u (J 
CJ"O 
;.. ........ 
:::: 0 

"' ... 
0 

" .-: 

" .., 
(J 

~ 
Ji 

21 1 2 
C,\U1 

25 22 
1 7 02 
19 03 
21 01 
28 11 
22 12 
31 02 
20 03 

CAUl 
22 08 
05 01 
23 06 
25 06 
27 l 0 
22 04 
31 12 
27 07 
25 07 
23 24 
13 02 
24 08 
20 02 

CAU1 
05 16 
31 10 
31 10 
33 1 2 
20 06 
20 10 

WEATHER 

Cloudy, groundfrost rain becoming mild 
Cloud/, mild, rain 
Cloudy, mild w. a strong SU wind 
Cloudy, rain, fOCJ at niC)ht 
Fog, rain, dul 1 damp day 
Bright, rain 
Cloudy, cold, rain at niCJht 
Fog, frost, cold day, fog at night, frost 
Cloudy, frost, becoming higner w. sunny intPrvals 
Frost, bright .!. sunny at first. fuCJ, rain by 1 ate afternoon 
Bright at first, fog.!. frost, becoming mild 
Cloudy, groundfrost 
Cloudy, mild 
Cloudy, continuing mild 
Cloudy, mild 
Cloudy, mi 1 d 
Rain 
Bright & sunny, rain at night 
Cloudy becoming brighter w. sunny intervals, rain at night 
Cloudy, rain 
Cloudy, rain, sunny intervals, rain at night 
Cloudy becoming brighter, rain at night 
Cloudy, ground frost, becoming brignter 
Ground frost becoming brighter w. sunny intervals, rain at nlynt 
Cloudy, rain, frost, rain at nignt 
Cloudy 
Frost, bright & sunny, cold dry day 
Frost, bright & sunny, cold dry day 
Frost, brignt & sunny 
Fmst, cold day 
Frost, cloudy, becoming mild 

I·IEA~! = 7.39 Knots 

AI"I:RAGE 9.1 Knots 



Daily 

Meteorological Observations 
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MEAN TEMPERATURES. SUNSHINE AND RAINFALL 
AT DURHAM, 1986 

1986 Mean e1986 Mean Daily Maximum 

- ----- 1936-65 Average +1986 Mean Daily Minimum 
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DAILY OBSERVATIO~S AND 1¥EATIIER JANUARY 1986 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

""S! ... 
" - 5 ... em. ~ ... 

... <II ... "' "' DATE .: ... <II l'l \I) FAU. Sfii~E <="" " >, 

"' " w :'l 
~ 

l: ... 
"' "' ·;; '..1..: M ... Lyi;1g :; :; e 3 co • Oil +>OC .... -:l e :;, VI c .... 
..c "' s e "' F. ... u ... 0900 0~ " .. ..c .... .... <II u .. 7.) mll:. hours .<:"C- :l <II .... 
c .... >< c '" 

., o ·a .... ~ 0 .. <II 
-:J '" i ... 0 c 0 = hours ...... _ u .t .... 

= 3: ::;: <.:l "':l -" 3!";, > 

1 2.5 2.0 4.5 0.7 -2.0 2.0 6.0 11.1 0.9 4 6 02 6 
2 2.7 2.4 3.3 1.0 -1.1 1.6 5.9 5.3 0.0 2 8 63 5 
3 0.3 -0.4 1.6 -0.6 -3.5 1.8 5.6 tr 4.9 1 6 70 5 
4 -2.5 -3.0 0.1 -4.4 -10.2 1.8 5.5 4.0 1 1.5 3 4 01 7 
5 -4.7 -5. 1 2. 1 -6.4 -7.0 1.8 5.8 2.8 3 0.1 7 2 01 5 
6 -0.3 -1.0 0.3 -5.3 -8.3 1.7 5.7 0.9 3 0.0 7 5 03 5 
7 -0.4 -0.9 1.8 -3.9 -3.3 1.7 5.3 4 0.0 7 7 02 5 
8 1.8 0.6 1.7 -0.9 -1.9 1.7 5.2 0.2 3 0.0 7 7 02 5 
9 0.9 0.4 7.9 0.2 -1.1 1.6 5.2 1.6 3 0.0 7 8 70 5 

10 7. 9 7.2 7.9 0.1 -0.9 1.5 4.9 0.5 2.5 2 7 62 5 
11 4.9 2.7 5.6 2.5 -0.6 2.9 4.8 tr 5.1 2 2 01 6 
12 5.3 3.6 9.0 3.6 -1.2 2.4 4.8 4.6 1 2 02 7 
13 8.9 7.0 9.9 4.5 3.0 4.0 4.6 1.0 0.0 1 7 03 6 
14 4.5 2.4 7.0 1.9 0.7 3.5 4.8 0.3 5.0 1 2 01 6 
15 4.0 3.9 5.0 1.7 1.0 3.4 4.8 0.3 1.7 2 8 63 6 
16 0.5 -0.7 3.5 0.1 -2.6 3.0 4.8 2.1 4 7 01 6 
17 -2.0 -2.4 8.8 -3.2 -6.1 2.5 4.9 l.O 0.0 4 3 01 6 
18 8.5 7.1 9.5 -2.4 -4.1 2.4 4.9 2.4 0.0 1 5 03 6 
19 9.5 8.2 9.9 4.9 1.2 3.1 4.9 6.3 0.1 1 5 02 7 
20 4.6 3. 7 8.5 2.1 -0.1 3.2 4.7 3.0 0.3 2 4 02 6 
21 4.8 3.4 6.5 3.4 0.1 3.6 4.8 0.3 2.7 2 1 01 7 
22 2.8 2.5 7.8 0.8 -2.4 3.6 4.8 2.8 0.9 2 8 63 5 
23 3.2 2.0 4.9 2.0 -0.5 3.0 4.9 0.1 6.0 1 2 01 7 
24 1.0 0.1 3.2 -0.3 -2.5 2.7 4.8 6.7 4 2 02 7 
25 -0.6 -0.8 3.6 -2.1 -4.5 2.3 4.9 7.5 4 1 02 6 
26 -3.9 -4.2 2.2 -6.4 -8.7 1.8 4.8 tr 7.3 4 1 02 6 
27 0.6 0.6 3.0 -4.1 -4.5 1.8 4.6 1.3 0.0 4 8 50 3 
28 0.1 -0.3 3.3 -1.7 -5.5 1.6 4.5 6.4 3.9 4 4 01 6 
29 0.5 0.4 3.5 -0.4 -2.2 1.5 4.4 7.4 0.0 7 8 68 4 
30 3.1 2.5 4.6 0.1 -1.2 1.5 4.4 1.3 0.0 1 8 62 5 
31 2.7 2.4 3.4 2.0 0.6 1.5 4.4 2.8 0.0 2 8 63 5 

~IONTH 2.3 1.5 5.0 -0.3 2.6 2.3 5.0 63.1 63.8 5 

AVERAGE 5.3 -0.1 49.3 50.2 

Monthly Rainfall % of Average Monthly Sunshine % of Average % of Possible 

63.lmm 128% 63.8 hrs 127% 26% 

I I 
<II <II 

Q; .... 
0 ... c: 

<II ~ 

DATE I § ~ c ....... . .. 
.... "" u .. ., .. ., .. ... "' ....... c.. 
Q 0 Ill 

1 C A L M 
2 09 10 
3 34 07 
4 C A L M 
5 C A L M 
6 33 07 
7 18 04 
8 13 07 
9 21 09 

10 24 20 
11 25 18 
12 28 22 
13 28 08 
14 28 22 
15 34 10 
16 31 04 
17 C A L M 
18 29 20 
19 25 20 
20 22 07 
21 26 09 
22 21 10 
23 27 20 
24 33 15 
25 32 08 
26 22 02 
27 21 03 
28 21 03 
29 C A L M 
30 09 11 
31 08 08 

W E A T II 1: R 

Cloudy, ground frost, becoming brighter with sunny intervals, rai 
Rain, ground frost at nignt 
Snow showers 
Frost, bright and sunny, snow at night 
Frost, bright and sunny, cold dry, snow showers 
Frost, snow showers, cold day 
Frost, cloudy 
Cloudy, frost 
Cloudy, ground frost, slight snow showers 
Cloudy, slight ground frost becoming milder, rain w. sunny inter
Ground frost, strong W winds, becoming brighter, sunny int. vals 
Bright w. sunny intervals, ground frost. Strong winds 
Cloudy, wind moderating, rain, strong west winds at night 
Cloudy, becoming brighter, strong west winds cont. sunny interval 
Rain at first, clearing to give sunny intervals, rain at night 
Frost, cloudy at first becoming brighter with sunny intervals 
Frost, becoming brighter 
Cloudy, ground frost, rain 
Cloudy, rain 
Cloudy, ground frost, rain at night 
Bright and sunny 
Ground frost, rain becoming brighter late afternoon. Rain at nign 
Bright and sunny. Strong west winds. Ground frost, slignt snow 
Frost, bright and sunny, strong west winds showers 
Frost, bright and sunny 
Frost, bright and sunny 
Cloudy, frost, slight drizzle, sleet & snow showers 
Frost, bright and sunny 
Snow showers 
Rain 
Rain, NE wind 

~lEAN 9.16 knots 

AVERAGE 10.1 mph (9.6 knots) 
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DAILY OBSERVATIONS AND WEATIJER FEBRUARY 1986 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

"U ... 
c:: "' ..c:: ::l ..c:: ..c:: .... em. ~ .... 

.... "' ... "' ... DATE ... "' ~ "' fALL SHINE ~"\ "' ;... c:: ~ ~ uJ ... J: .... .., .., ·a uJ ... ... Lying <...o .... - -; ~ ~ "" . "" ..... oc .... .... 
::l a 

"' Vl c:: .... .., .c .2 a "' a " u .. 0900 O<J "U "' .c .... "' u .. "' mm. hours ~ ::l "' .... 
;... .... )( c: ... "U 0-.::l 0 "' Ill 

0 c:: w - .. ;: ... "' ... i .. ~ § hours u Q.. Q 3: ::E ~ .... ::l -
1 1.2 0.0 1.5 4.4 3.2 

';;; 2.4 1.7 2.5 ..._ 0.0 2 7 02 5 2 2.5 2.2 2.7 1.5 0.1 1.7 4.2 7.2 ..c 0.0 2 7 62 5 Vl 3 2.0 1.7 2.6 0.7 0.0 2.0 4.0 2.2 ~ 0.0. 2 7 62 5 4 2.6 1.3 3.1 1.0 0.4 2.0 4.0 0.4 ..._ 0.1 2 8 03 5 5 2.5 1.1 2.0 -0.4 -4.0 2.0 4.0 6.0 1.3 4 6 01 6 6 -0.7 -0.5 0.7 -2.4 -5.3 1.6 4.1 1.1 5 5 0.8 7 8 72 5 7 0.7 0.5 2.4 -1.2 -2.5 1.7 4.0 0.6 5 3.9 7 7 01 6 8 0.7 0.4 1.8 -0.9 -2.2 1.7 4.1 0.7 5 0.1 7 6 02 6 9 -0. 1 -0.6 0.9 -1.0 -1.5 1.7 4.0 4 0.0 7 6 02 6 10 -5.0 -5.2 -3.5 -6.1 -7.5 1.5 4.0 4 0.0 7 9 45 1 11 -10.5 -10.5 -0. 5 -11.8 -12. 0 1.4 3.9 3 0.0 7 5 01 4 12 -0.5 -0.5 0.0 -9.5 -9.8 1.4 3.9 3 0.0 7 8 03 5 13 -1.3 -1.4 3.5 -7.3 -9.1 1.3 3.9 tr 3 5.8 7 3 01 5 : 14 -0.2 -0.3 0.9 -1.6 -4.5 1.3 3.9 0.5 2 0.0 7 8 03 5 I 15 0.3 0.1 1.9 -0.9 -2.3 1.3 3.9 2 0.0 7 8 02 5 16 1.9 0.5 1.9 -0.2 -1.1 1.2 3.7 2 0.0 7 8 02 5 I 17 1.4 0.5 1.9 0.1 -1.3 1.2 3.7 tr 2 0.2 7 8 02 5 18 1.8 0.6 2.4 -0.2 -3.6 1.2 3.5 1.6 2 0.0 2 7 02 6 19 -0.5 -0.8 2.6 -1.4 -2.5 1.2 3.5 4.4 2 1 2.6 7 8 70 5 20 -3.5 -3. 7 1.0 -4.0 -4.6 1.2 3.5 0.5 9 8 5.8 7 6 01 5 I 

21 -3.7 -3.9 1.2 -9.5 -9.7 1.2 3.5 2.0 8 0. 7 7 8 70 5 i 22 -3.3 -3.5 0.6 -6.6 -5.5 1.2 3.7 0.7 10 2 6.3 7 1 01 6 23 -2.8 -3.2 2.9 -5.4 -4.2 1.2 3.6 10 6.7 7 2 02 5 24 -0.7 -1.1 3.5 -7.6 -7.8 1.2 3.6 6.0 8 3.7 7 3 02 5 25 -0.5 -0.7 2.5 -1.3 -3.2 1.1 3.5 tr 15 7 3.0 7 8 73 5 26 -2.0 -2.2 1.2 -5.1 -7.1 1.1 3.5 0.1 10 6.5 7 8 70 5 27 0.5 0.5 3.0 -2.8 -7.5 1.1 3.4 0.4 6 2.6 7 7 01 6 28 1.4 0.6 3.5 -0.4 -2.5 1.1 3.4 tr 6 5.7 7 4 01 6 

~IONTH -0.5 -0.9 1.8 -3.0 -4.3 1.4 3.8 37.6 56.8 6.5 
' 

AVERAGE 6.0 0.1 38.1 64.1 I 
Monthly Rainfall \ of Average Monthly Sunshine \ of Average \ of Possible 

37.6 98.7% 56.8 88% 21% 

"' c:: 
"' .... 

"' ·DATE I § ~ . ...... 
.... "" 
u " 
"'"" ... ........ 

Q 0 

~~ 
1 07 
2 06 
3 06 
4 10 
5 34 
6 08 
7 10 
8 05 
9 33 

10 24 
11 24 
12 17 

"' .... 
0 
c:: 

.;.< 

" .... 
'0 

" "' c.. 
<J'l 

14 
16 
08 
08 
08 
07 
07 
02 
05 
04 
01 
05 

W E A T II E R 

Cloudy, strong NE wind, rain 
Cloudy, rain & sleet showers, strong NE wind continuing 
Rain and sleet showers · 
Cloudy, rain 
Cloudy, snow showers & sunny intervals. Cold day 
Snow covering ground completely, intermittent snow showers & sunn 
Bright and sunny: frost, snow covering ground int.:;r·,als 
Cloudy, frost, snow showers 
Cloudy, frost, snow showers 
Cloudy, frost, fog, cold day 
Frost, cloudy at first, becoming brighter, cold day 
Cloudy, frost, cold day 

13 C A L M Cloudy at first, becoming brighter, frost, sunny periods 
Cloudy, frost 14 

15 
16 
17 
18 
19 
20 

21 
22 
23 
24 
25 
26 
27 
28 

~lEAN 

AVERAGE 

11 
15 
09 
10 
05 
34 
32 

25 
32 

08 
09 
06 
10 
05 
01 
01 

01 
06 

Cloudy, frost 
Cloudy, frost 
Cloudy, ground frost 
Cloudy, frost 
Cloudy, snow showers, sunny intervals, snow at night 
Cloudy at first becoming brighter, snow covering the ground 

completely, sunny intervals. Slight snow showers at nignt 
Cloudy, frost, slight snow showers, sunny intervals 

C A L M 
Frost, bright & sunny with snow showers 
Frost, bright & sunny with snow showers 

34 
18 
13 
07 
09 

03 
02 
04 
03 
05 

Frost, bright and sunny 
Frost, snow showers, becoming brighter with sunny intervals 
Bright, slight snow showers, frost 
Bright, frost, slight snou showers with sunny intervals 
Bright at first, becoming cloudy. Frost 

5. 3 knots 

8.4 knots 



DAILY OBSERVATIONS AND liEATIIER MARCH 1986 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

"'0 .... 
"' "' -" " -" 

-" ... em. ):0 ... 
... <ll .... <ll o'"' "' DATE .: .... <ll 

"' <ll FALL SHINE c::"" " ;... 

"' "' UJ "' 

~ 
): ... 

-"' -"' ·a UJ .... .... Lying -~ 

3 3 00 0 00 ... -:: :: a "' -~ 

.0 .0 e e <ll a ..., u .... 0900 :le)A "'0 " .0 
-~ <ll u " " nun. hours 2.i- :: <ll -~ 

>- ... >< "' "' "'0 o-o .... 53 0 " <ll 

"' "' -~ .... ~ § 0 "' hours .... ·~ 

"" 3: :::<: :::<: <.:l - " ?"'i u c.. > 
~ 

1 1.2 0.7 3.1 -1.6 -4.0 1.2 3.5 6 ~ 9.3 7 3 02 6 
2 0.8 0.6 3 0 7 -2.5 -5.9 1.1 3.5 5 .... 4.8 2 6 03 6 
3 -6.0 -6.7 6.1 -9.5 -10.9 1.1 3.4 3 ~ 2.0 2 7 02 6 
4 5.9 5.0 10.0 -6.2 -6.6 1.0 3.3 

Q) 

0.0 1 7 02 6 ... 
5 7.0 5.4 8.0 5.3 3.0 1.5 3.5 

.... 
9.6 2 1 01 7 

6 5.2 3. 5 8.4 2.9 0.1 2.3 3.4 7.5 2 1 02 7 
7 5.4 4. 1 9.2 2. 1 -2. 1 2.5 3.4 0. 7 2 6 03 6 
8 3.2 2.2 9.5 -0.6 -3.6 2.7 3.6 0.8 9.4 1 2 01 5 
9 2. 1 1.7 4.7 1.5 0.0 3.1 3.6 tr 0.0 1 8 60 5 

w 10 4.3 4.0 9.3 0.8 -1.4 3.0 3.6 1.0 1 4 01 5 
11 3 01 2 0 5 5.6 -1.5 -4.5 3.2 3.7 tr 2.2 1 3 01 5 
12 1.6 1.6 4.6 1.2 0.9 3.2 3.7 0.0 1 9 45 1 

0 

13 0.5 0.1 4.1 -0.1 -o.s 3.4 3.7 0.0 1 8 03 s 
14 4.0 3.2 8.1 0.1 -1.2 3.0 3.S 0.0 1 8 02 s 
15 8.0 7.S 10.1 3.4 3.3 3.7 4.0 0.5 1 7 02 s 
16 6.9 s.s 7.1 4.9 4.0 4.S 4.0 1.3 0.0 1 8 44 4 
17 5.4 3.6 10.0 1.5 -1.7 4.4 4.2 tr 9.6 1 2 01 7 
18 2.2 2.0 6.6 1.1 -l.S 4.S 4.1 2.4 0.0 1 9 47 3 
19 50 5 3.S 11.6 1.8 -0.3 4.S 4.2 1.4 9.6 2 2 01 7 
20 7.0 5. 5 8.S 2.5 -1.9 4.5 4.2 1.1 6.4 2 3 60 7 
21 7 01 50 3 9.5 0.5 -0.7 4.7 4.4 tr 2.0 1 3 01 7 
22 9.2 7.6 11.8 S.3 4.3 s.o 4.4 2.9 0.6 1 5 03 7 
23 5. 1 3.1 7.0 1.8 -0. s S.4 4.8 9.6 8.5 I 2 02 7 
24 0.2 0.2 s 01 -0 .I -1.1 4.9 4.7 9.2 10 10 0.0 7 8 7S 2 
2S s.o 3.S 8.8 -0.2 -1.5 4.0 4.5 0.1 7 10.2 7 2 01 7 I 
26 5.5 3.4 8.6 l.S -3.5 3.5 4.2 3.1 8.3 1 2 02 7 
27 6.S 4.6 8.9 3.8 2.4 4.2 4.7 tr 9.4 1 2 02 7 
28 6.5 4.2 9.7 2.1 -1.9 4.5 4.9 1.6 6.8 1 3 02 7 
29 7.4 4.9 10.0 3.6 1.3 4.8 4.9 1.0 6.6 1 2 02 7 
30 4.S 2 0 1 8.5 10.2 -3.2 4.8 4.9 1.5 9.3 1 3 02 7 
31 1.2 1.0 6.1 -0.3 -4.0 4.8 4.9 2.8 1.4 1 8 68 4 

~tO NTH 4.2 3. 1 7.8 0.8 -1.4 3.5 4.0 38.8 13S 0 7 4.6 

AVERAGE 8.5 1.3 44.9 106 
--

Honthly Rainfall % of Average ~lonthly Sunshine % of Average 9; of Possible 

38.8 86% 13S. 7 128% 37% 

"' "' :; .... 
0 ... "' "' -"' 

DATE I 
c !J 

0 " " I 1'1 E A T II E R 
·~ ... -~ 

... 04 

u " ""' I 
"""' !J 
.... ~ -~ <.. 

:.=. 0 ;; ~~~: ~~--------------! 1 
2 
3 
4 
5 
6 
7 
8 
9 

06 12 Frost, brignt ana sunny. Cold NE wind 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

03 01 
23 04 
24 14 
24 15 
26 14 
23 OS 
20 01 
22 06 
21 01 
20 03 
20 07 
18 04 
19 10 
19 11 
20 11 
23 04 
22 08 
32 08 
26 24 
27 11 
22 16 
29 20 
OS 04 
31 08 
29 10 
25 24 
23 10 
30 14 
22 OS 
C A L :-1 

Frost, cloudy becoming brignter with sunny intervals 
Frost, bright at f1rst 
Cloudy. SW wind becoming mild 
Bright and sunn~. Strong SW wind 
Brignt and sunny, SW wind 
Cloudy, frost 
Brignt and sunny, frost 

frost, becoming cloudy 
Cloudy, dull, damp day 
Brignt ana sunny, ground 
Brignt and sunny, frost, 
Fog, cold damp aay 

becoming cloudy, cold damp day, fog 1t 

Cloudy, frost. Cold damp day 
Ground frqst. Cloudy 
Cloudy, s~fy intervals 
Fog, dull damp day with rain at night 
Bright and sunny, ground frost 

n i Jr.t 

Fog, ground frost, cloudy day with rain at night 
Bright and sunny, slight ground frost , rain at night 
Showers, ground frost, bright and sunny , strong W wind, r31n 
Grouna frost , bright and sunny 
Cloudy with sunny intervals 
Ground frost, brignt and sunny 
Continuous snow covering the ground completely 
Bright and sunny, frost 
Brignt and sunny, ground frost, rain at night 
Brignt and sunny, strong W wind 
Bright and sunny, rain showers 
Brignt and sunny, rain showers 
Frost, bright and sunny 
Frost. Cloudy. Sleet i snow showers becoming brignter Rtln scLe 

late afternoon sunsnin~ 

~lEAN 9.2 knots 

A\'ER,\GE 7.3 knots 
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DAILY OBSERVATIONS AND WEATUER APRIL 1986 

T E ~ P E R A T U R E oc 
-o ... 

SUN- r:: .. --··· RAIN- :I -;:; ~ 0 ..c 
... .. ... "' ... .. ... .. >. .: ... "' .. "' J: ... DATE .... uJ .. ... . .. .c ... uJk ... FALL SHINE 0 ... -.c e 8 8 ... .... 

r:: ..... :; :; :I :I 8 .. -o .. .c 8 ... u ... .c .0 8 Ei "' .. ... :I "' ..... ..... ..... "' u .. .. 0 .. "' ... >< r:: .. -o 0 -o ... - ... ..... c .. "' 
.... ... 0 r:: 0 r:: 

DUD, hours Ill u c.. > => ! 3:: ::z ::z "' .., :I -:I 

I 6. I 4.0 10.4 -0.8 -4.7 4.5 4.9 - 10.1 I 2 02 7 2 6.6 4.7 8.5 -0.9 -4.5 4.8 5. I - 4.5 I 4 02 6 3 2.9 2.3 7.5 -2.1 -5.9 4.6 5.1 0.4 1.6 I 8 03 6 4 5.0 3.3 9.3 0.9 -1.8 4.6 5. I 1.1 7.2 I 6 OJ 6 5 5.2 3.6 7.9 1.0 -1.2 5.0 5.2 3.3 7.5 I 5 02 6 6 3.3 2. I 5.4 0. I -I. I 5. I 5.2 3.2 7.3 I 7 69 6 7 2.7 2.0 3.6 -1.0 -4. I 5.0 5.2 18.5 0.0 I 8 69 6 8 1.8 1.5 5.5 0. I -0.5 4.4 5.3 4. I 0.0 2 8 69 5 9 5.4 4.0 6.7 I. 3 -0.4 4.4 5.3 0.2 1.5 2 8 03 6 10 2.4 0.4 4.2 1.5 0. I 4.4 5.3 0.2 1.0 I 8 08 6 11 4.0 2.0 9.5 -0.1 -2.5 4.3 5.2 3.3 0. 7 I 7 OJ 6 12 5.2 4.2 8.2 2.7 1.9 5.1 5.2 tr 6.4 2 7 02 6 13 6.4 4.7 6.9 1.7 0. I 5 .I 5.2 3.0 0.2 I 7 02 6 14 4.6 4.2 5.0 1.8 0.2 5.5 5.2 7.4 0.0 2 8 51 5 15 4.0 3.8 4.6 2.5 1.5 5.4 5.2 22.0 0.0 2 8 65 5 16 4.3 4.1 6.0 3.0 0.5 5.0 5. I 12.4 0.0 2 8 02 5 17 4.5 4.5 4.9 3.8 3.0 5.3 5.2 14.3 0.0 2 8 65 2 18 3.4 2.9 6.5 J.a 0.7 5.0 5.3 0.2 0.0 2 7 01 6 19 E.5 4.6 a.5 0.5 -2.5 5.2 5.6 4.9 5.6 2 4 01 6 20 7.2 7.0 10.6 4. I 3.0 5.9 5.6 1.5 5.5 2 7 62 5 21 7.5 6.1 a.6 1.8 -1.3 6.0 5.6 3.9 5.2 2 6 01 5 22 7.4 5. I 11.0 2.1 o.a 6. I 5.6 0. I 10.9 2 3 01 7 23 8.2 6.3 11.5 0.7 -3.3 6.3 5.7 3. I 7.2 I 3 02 7 24 7.7 7. 3 9.4 4.0 0.4 6.a 5.8 1.5 0.0 2 a 42 3 25 6.a 6.5 12.0 5.4 4.8 7. 1 5.9 0. I 4.6 2 9 43 4 26 10.4 7. 7 13.5 2.4 -0.8 7.5 6. I - 5.9 1 6 01 6 27 10.3 a.2 12.6 3.2 0.1 a.o 6.2 0.5 2.3 1 6 02 5 2a 6.6 5.5 10.0 2.a-I.J 7.a 6. I 0.3 1.6 2 a 63 6 29 9.0 5.7 I 1. 2 2.2 -2.5 7.4 6.5 - 11.0 I 4 OJ 7 30 a.5 6.3 12.6 4.5 1.2 7.4 6.5 - 2.4 I 7 03 6 

~tON11t 5 ·a 4.5 8.4 I. 7 -0.6 5.6 5.5 109.5 110.2 6.5 

AVE RACE 11.4 3.3 45.9 134.1 

Monthly Rainfall 
109.5 

% of Average Monthly Sunshine \ of Average \ of Possible 

238% 110.2 hrs 82% 26% 

"' "' "' ... .. 0 ... "' "' .:.< 

"' " ·DATE I 0 "' "' ....... ...... 
u "' -o .. ..., .. ... "' ....... Q. 
0 0 Ill 

1 31 05 
2 C A L M 
3 01 03 
4 35 09 
5 04 06 
6 06 06 
7 07 10 
a OS 12 
9 06 07 

10 03 15 
II 31 04 
12 01 06 
13 C A L M 
14 11 04 
15 09 11 
16 01 04 
17 05 09 
la 35 03 
19 C A L M 
20 24 02 
21 14 02 
22 27 10 
23 22 02 
24 C A L M 
25 la 01 
26 23 04 
27 C A L M 
2a 20 OS 
29 23 06 
30 23 14 

WE,\THER 

Bright and sunny. Frost 
Frost, bright and sunny becoming cloudy 
Frost, cloudy, sleet showers, becoming brighter w. sunny interval 
Ground frost, bright and sunny, rain at night 
Bright and sunny, ground frost, sleet & snow showers at nignt 
Bright and sunny, ground frost, sleet & snow showers at nignt 
Sleet and snow showers, frost 
Sleet and snow showers clearing by late afternoon 
Bright at first, becoming cloudy, sleet showers 
Cloudy, strong ~E wind, sleet showers, sunny intervals 
Cloudy, frost, becoming brighter, with sunny intervals, rain at 
Bright and sunny, slight rain at night nignt 
Cloudy, rain 
Cloudy, slight drizzle, dun·Cfamp day 
Rain, continuous and heavy all day 
Cloudy, rain at night 
Rain, continuous and heavy all day 
Cloudy, showers 
Bright and sunny, ground frost 
Cloud, rain becoming brighter, sunny intervals 
Bright and sunny at first becoming cloudy w. showers & sunny inc-
Bright and sunny, showers ervals 
Ground frost, bright and sunny, with heavy showers 
Fog at first, rain, dull damp day 
Fog at first, becoming brighter with sunny intervals 
Bright and sunny, slight ground frost 
Bright and sunny, becoming cloudy 
Bright and sunny at first, becoming cloudy, rain 
Bright and sunny, ground frost 
Cloudy, strong S~ wind, with sunny intervals 

~lEAN 5.6 knots 

AVERAGE B. I knots -=] 



DAILY OBSERVATIONS AND WEATIIER MAY 1986 

T E M P E R A T U R E oc 
"' ... 

RAIN- SUN- c: ~ --·· 
~ :I -;::; .c 0 

... "' k "' k "' k "' "' "' "" <!) >. 
DATE c: "' "' LLI <11 J: ... 

.a .a ·a LL1 k k FALL SHINE .... ·~ 

"" . "" 0 ... .... -; .... 
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El 
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"' a ,. u ... "' ":1 "' .a .a .a a ..... ..... "' u"' "' ... :I "' ·~ c ... >< c: "' "0 0"0 "' 0 "' "' " ~ 
..... k 0 c: 0 c: hours ... u k ..... 

0 ! 3: ~ <..:) .... :I -:I oun. Vl a. > 
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1 12.5 10.0 19.9 7.4 3.9 7.6 6.6 11.8 0 2 01 6 2 13.7 10.1 17.5 6.0 2.3 9.0 6.8 10.0 0 1 02 6 3 11.9 10.6 13.6 4.6 2.2 9.6 6.9 tr 4.5 0 6 42 4 4 12.7 9.1 13. 7 4.8 1.5 9.8 7. I 5.6 7.9 0 3 OJ 6 5 7.8 7.5 10.8 7. I 5.5 9.6 7.3 6.4 0.0 I 7 64 5 6 10.7 9.0 15.5 4.4 1.5 9.1 7.5 20.4 9.6 I 2 OJ 6 7 7. I 6.3 11.4 5.7 5.0 9.5 7.5 4.0 1.0 2 8 65 6 8 10.5 8.5 13.6 4.7 2.1 9.2 7.5 2.4 5.3 2 7 03 6 9 9.9 8.5 14.5 5.5 1.5 9.2 7.5 0.2 2.0 2 8 03 5 10 13. 9 11.8 15.4 9.7 8.2 9.5 7.7 6.7 1 7 01 6 11 11.3 9.8 14.0 9.1 7.1 9.8 7.9 1.7 6.3 0 5 OJ 7 12 13.5 10.9 15.4 8.7 7.4 9.9 7.9 5.9 1 5 02 7 13 10.0 7.4 11.5 7.5 5.5 10.0 7.9 11.1 I 5 02 6 14 9.4 9.2 12.4 4.6 1.3 9.6 7.8 0.5 5.8 0 6 03 6 15 8.4 6.2 13.0 4.7 2.0 9.6 7.8 3.6 4.8 0 7 03 6 16 11.4 8.0 14.6 3.7 0.1 9.4 8.3 tr 9.6 1 2 01 7 17 10.3 7.2 13.8 5.5 2.3 10.0 8.3 1.2 1.2 1 8 03 6 18 12.2 9.9 14.5 9.8 8.3 10.1 8.5 5.5 0 5 01 7 19 14.1 11.2 17.5 8.7 4.5 10.3 8.5 4.6 10.6 0 4 01 7 
20 10.4 10.1 14.1 5.4 2.0 10.8 8.7 8.6 0.0 2 8 65 5 21 9.9 9.3 13.4 7.9 5.0 10.6 8.7 1.0 6.8 2 8 65 5 22 10.1 7.6 14.0 5.6 3.0 10.3 8.7 0.3 1.2 I 3 01 7 23 10.0 9.0 14.5 6.2 3. 1 10.2 8.7 9.1 2 6 03 6 24 12.5 10.0 14.5 7.3 4.0 10.2 8.9 0.9 9.7 1 4 03 7 25 14.0 II. 4 16.6 8.7 7.0 10.6 9.0 0.1 11.0 1 5 03 7 
26 13.9 9.8 15.311.4 9.2 11 .3 9.0 9.4 0 3 03 7 27 11.6 8.5 12.3 7.4 4.1 11.4 9.0 tr 7.7 0 6 03 7 
28 11.0 7.9 13.2 5.1 1.1 10.7 9.0 0.1 8. 1 0 4 01 7 29 12.1 8.5 15.3 5.2 0.9 10.7 9.4 0.4 5.5 0 3 02 7 30 12.0 7.7 13.5 6.0 2.9 11.1 9.4 3.1 4.1 0 6 03 7 31 12.0 11.4 16.8 3.0 6.5 11.1 9.4 0.4 0.1 1 8 02 6 

N 

~IONlli II. 3 9.1 14.4 6.7 3.9 10.0 8.2 65.5 192.3 5.2 

AVERAGE 14.8 5.5 54 .I 159.96 

~lonthly Rainfall % of Average Monthly Sunshine \ of Average \ of Possible 
65.511Vll 121% 192.3 hours 120% 39% 

·DATE I 

1 
2 
3 
4 
5 
6 
7 
8 

II 9 i 10 
' 11 
! 12 

13 
Jl 14 
! 

15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

, 1 27 
28 

I 29 30 
31 

MEAN 

"' "' ii ... 
0 ... c: 

"' ..:..: 
<: " 
0 " <: 

. .... k ·~ ... ,. 
u " "' """ " k .. 
·~ .... "-0., Vl 

24 04 
C A L M 
04 03 
17 08 
12 10 
19 06 
22 05 
22 OS 
21 03 
25 20 
27 16 
24 15 
25 IS 
24 09 

33 08 
33 07 
17 06 
25 26 
23 06 
C A L M 
21 11 
22 20 
25 12 
25 13 
23 14 
28 07 
24 16 
31 08 
34 04 
30 01 
33 01 

I W E A T II f: R 

Bright and sunny all day. Warm and dry 
Bright and sunny. Warm dry day 
Cloudy with sunny intervals 
Bright and sunny 
Rain, heavy at times 
Bright and sunny, heavy overnight rain 
Rain becoming brighter by late afternoon, rain at night + thunder 
Bright and sunny at first becoming cloudy with rain storm 
Bright and sunny at first becoming cloudy with sunny intervals ! 
Bright and sunny. Strong SW wind showers 
Bright and sunny intervals 
Rain at first becoming bright w. sunny intervals. Strong SW wino 
Bright and sunny at first, becoming cloudy, strong SW wind, cont. 
Bright at first becoming cloudy, sunny I sunny intervals 

intervals and showers 
Cloudy, sunny intervals and showers 
Bright and sunny, warm dry day 
Briqht at first, becoming cloudy with sunny intervals & showers 
Sunny intervals, warm dry day 
Bright and sunny, warm dry day 
Cloudy at first, rain heavy, thunderstorm at night 
Rain at first, SW wind, becoming brighter w sunny intervals 
Bright and sunny, showers. Strong SW wind 
Bright and sunny, showers. Strong SW wind continuing 
Bright and sunny, strong SW wind 
Brignt and sunny, continuing windy 
Bright and sunny becomi.utcloudy with sunny intervals 
Cloudy, strong SW wind. ind moderating at night 
Bright and sunny, shower with sunny intervals 
Bright and sunny at first becoming cloudy w sunny intervals & snm 
Bright and sunny at first becoming cloudy w sunny intervals ers 
Rain at first, cloudy 

9 knots 

AVERAGE 7.0 knots 
i 
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DAILY OBSERVATIONS AND WEATHER 

T E M P E R A T U R E oc 

--

DATE 
-"' .Q 

'; '; 
.Q .Q 

>. I ... ... .. 
Q ! 3:: 

I 16.2 15.4 
2 15.8 13.3 
3 13.0 11.5 
4 10.9 7.7 
5 0.3 6. I 
6 8.7 7.8 
7 14.6 11.0 
8 12.5 8.6 
9 17.0 16.0 

10 9.9 9.5 
11 12.0 8.7 
12 13.1 9.9 
13 15.2 13.5 
14 17.7 15.4 
15 20.0 15.0 
16 18.0 IS. 1 
17 20.7 18. 7 
18 10.3 10.1 
19 12.8 11.1 
20 10.0 8.5 
21 13.4 10.5 
22 12.1 II. 3 
23 10.4 9.0 
24 12.5 11.4 
25 16.8 14.5 
26 19.9 15.9 
27 19.2 16.4 
28 20.2 15.9 
29 20.8 15. 3 
30 13.4 12.3 

~IONTII 14.5 12.2 

,\VERAGE 

~tonthly Rainfall 

32. I mm 

RAIN- SUN-
-= Vl 

... 
... <ll 

... <ll .. <ll 
c .. .. LU 01 ·a LU >< ... FALL SHINE e E! .. ... 

" " a e -~ <ll a ,.. u ... .... <ll u " " X c .. ., 0., 

"' ..... ... 0 c 0 c hours ::::.: ::::.: "' "'" .... " DUll. 

19.3 11.5 10.5 11.7 9.5 Tr 0.8 
20.5 11.8 9.2 12.5 9.5 2.5 4.6 
14.5 12.1 11.5 13.5 9.7 3.1 1.2 
14.4 5.3 3.4 12.7 10.0 2.1 9.2 
13.2 3.5 0.5 12.5 10.1 0.2 4.8 
14.6 6.2 5.5 12.3 10.0 0.7 
18.1 3.4 0.7 11.9 10.3 5.8 
17.4 6.4 4. I 12.3 10.3 0.4 7.9 
18.0 9.8 8.6 12.5 10.3 15.8 5.4 
13.5 8.0 7.6 12.4 10.4 1.3 4.4 
14.5 5.4 2.5 12.0 10.5 0.7 8.7 
16.8 4.8 2.8 12.2 10.6 Tr 3.4 
19.2 11.6 9.0 12.4 10.6 3.9 
23.7 11.8 A.S 12.9 10.8 11.1 
20.2 9.5 6.6 14.3 10.7 13.1 
21.2 8.6 5.4 14.6 10.9 11.5 
24.5 12.5 10.0 15.5 11.1 0.7 5.1 
17.0 9.7 9.3 15.5 II. I 1.6 0.0 
14.6 6.5 3.0 14.4 11.5 3.5 
13.5 8.0 7.6 14.4 11.5 0.2 
14.2 7.7 7.1 14.0 11.5 1.1 8.1 
14.0 7.6 7.0 14.4 11.5 Tr 0.1 
12. 7 8.0 7. 4 14.311.9 2.1 0.2 
18.4 8.8 8.4 14.0 12.0 0.5 2.3 
21.5 12.0 10.0 14.0 12.0 10.4 
23.5 13.3 9.8 14.9 12.0 12.8 
23.3 9.0 5.5 15.4 12.2 10.8 
25.2 13.5 10.2 16.1 12.3 12.9 
23.2 10.0 6.2 16.5 12.4 12.3 
17.9 11.0 5.9 16.5 12.4 4.3 

18.1 8.9 6.8 13.8 11.0 32. I 179.5 

17.9 8.5 50.0 174.6 

% of Average Monthly Sunshine \ of Average 

64.2% 179.5 hours 102.8% 

JUNE 1986 

., ... 
c " " -C 
0 ... ... "' .. " >. 

:1 ... .... ..... 
0 ... .... 

c ..... .. 'U " .Q ... " <ll . ... .. 0 .. Ill ... .... ... .... 
Vl u c.. > 

1 7 02 5 
1 6 01 6 
1 8 03 6 
1 5 01 7 
1 6 03 6 
1 8 60 6 
0 4 03 6 
0 3 01 7 
0 6 03 7 
2 8 65 5 
1 4 01 7 
1 6 03 7 
0 8 60 6 
0 1 01 7 
0 1 02 7 
0 0 02 7 
0 6 03 5 
1 8 63 4 
1 8 02 6 
0 8 02 6 
0 4 01 7 i 

1 7 03 6 
0 8 02 6 
1 8 02 6 ' 
0 4 01 6 I 

0 3 01 7 
0 1 02 7 
0 I 02 7 I 
0 I 02 6 
0 8 03 6 

I 
I 

I 

5 

9o of Possible 

35% 

i 
I I ., 

"' c ... .. 0 ... c 
<ll -"' 

" " ·DATE I 0 " c ....... ..... 
... 00 

u " 'U .. ., .. ... ... ........ c. 
::::: 0 Vl 

I C A L ~1 
2 32 02 
3 29 05 
4 32 07 
5 35 10 
6 01 05 
7 34 04 
8 29 08 
9 22 15 

10 C A L M 
11 34 03 
12 21 14 
13 24 04 
14 23 05 
15 08 02 
16 07 04 
17 C A L M 
18 C A L M 
19 09 05 
20 07 07 
21 06 08 
22 07 04 
23 06 04 
24 22 05 
25 22 10 
26 16 06 
27 11 01 
28 19 02 
29 10 04 
30 09 04 

W E A T It E R 

Cloudy, wann day, slight rain 
Brignt and sunny at first. Wann, dry day. Rain at night 
Cloudy with sunny intervals. Rain at night 
Bright and sunny becoming cloudy with sunny intervals and showers 
Cloudy with sunny intervals. Showers 
Cloudy. Slight rain at times 
Bright and sunny. l-lann dry day 
Brignt and sunny. Rain at night 
Bright and sunny at first becoming cloudy. Strong SW wind 
Rain clearing by afternoon becoming brighter 
Bright and sunny 
Bright at first becoming cloudy with showers 
Sri ght at first. Cloudy with showers 
Dry wann and sunny 
Bright and sunny. Wann dry day 
Bright and sunny, wann and dry 
Bright at first becoming cloudy 
Rain clearing by afternoon. Dull, cool cloudy 
Cloudy with sunny intervals 
C I oudy dry day 
Bright and sunny. Rain at night 
Cloudy cool day 
Cloudy. Rain at night 
Cloudy with sunny intervals 
Bright and sunny 
Bright and sunny. Warm and dry 
Brignt, sunny wann, dry day 
Bright, sunny, wann and dry 
Continuing dry, wann and sunny 
Cloudy becoming brignter late afternoon 

~lEAN 4.9 knots 

AVERAGE 6. 3 knots 

-
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DAILY OBSERVATIONS AND WEATHER 

T E M P E R A T U R E oc 

--·· 

DATE 
.0 .!l .... '; ::l 
.0 .!l 

i:' ... I 
"' 0 ! ,. 

1 17. 1 15.0 
2 19.3 15.5 
3 19.8 15.2 
4 15. I 13.0 
5 14.2 11.9 
6 16.9 12.2 
7 15.0 10.2 
8 13.4 12.1 
9 14.4 10.0 

10 16.3 12.6 
11 15.0 12.0 
12 13.9 12.0 
13 16.2 14.3 
14 20.5 18.0 
15 21.5 18.6 
16 23.7 18.0 
17 14.6 11.4 
18 16.0 12.5 
19 14.0 II. 3 
20 15.2 12.2 
21 15.5 12. 3 
22 14.4 lO.a 
23 14.3 II. 3 
24 16.1 11.8 
25 15.4 12.5 
26 16. 3 14.3 
27 16.4 12.9 
28 17.2 14.1 
29 16.6 15.6 
30 12.5 11.6 
31 16.0 13.5 

~ION'Di 16.2 13.2 

AVEHAGE 

~lonth 1 y Rain fall 
24.2 fll11 

RAIN- SUN-
.c .... 
.... "' ... "' 
1-o "' "' "' " "' "' w 111 .... w ... ... FALL SHINE e e OQ . "" ~ ::l a 

"' a ... <J ... 6 e .... .... "' <J "' "' X " "' "0 0"0 

~ 
.... ... 0" 0" hours ::<: ~ "'::l .... ::l mm. 

22.6 12. 1 8.4 16.5 12.4 3.7 
23.5 10.3 6. 1 16.6 12.5 8.2 
21.5 11.7 7.9 16.9 13.0 8.2 
19.6 14. I 12.0 16.7 13.2 3.8 
19.1 10.3 6.2 16.0 13.3 1.3 
18.0 10.9 5.8 15.9 13.4 3.6 
17.4 8.5 4.5 15.3 13.4 0.2 10.9 
18.4 10.6 3.4 15.1 13.4 Tr 4.3 
16.7 7.6 3.8 15.2 13.4 Tr 3.7 
18.8 10.9 8.3 15.0 13.4 5.4 
16.9 7.3 2.8 15.2 13.4 7.2 
16.3 10.9 9. I 15.3 13.4 0.0 
20.7 9.8 6.2 15. I 13.4 0.4 
26.0 13.8 10.5 15.5 13.5 8.3 
24.0 16.6 13.9 16.8 13.5 0.1 
26.6 16.6 13.5 17.0 13.5 8.9 
17.7 II. I 7.3 16.5 13.6 5.3 
16.9 8.6 4.0 15.5 13.a 2.4 
17.1 9.3 5.5 15.3 13.a 1.6 1.3 
21.1 Jl.a 10.4 15.2 13.9 11.5 
1a. 5 9.0 3.8 15.5 13. 7 Tr 3.2 
15.7 7.a 3.9 15.0 13.7 1.4 1.5 
16. 5 8.9 7.4 14.a 13.7 6.2 5.4 
19.5 7.9 3. 7 14.6 13.7 0.5 7.a 
18.2 17..0 9.1 15.0 13.7 6.5 
18.6 10.9 7.9 15.2 13.7 2.1 
18.2 8.8 6.0 15.0 13.6 2.0 
21.0 13.7 9.5 14.8 13.6 5.1 1.5 
17.0 14.5 12.2 15.3 13.5 0.9 0.1 
16.5 7.6 3.9 14.6 13.5 5.0 0.2 
17.8 11.5 9.0 14.5 13.5 3.3 4.6 

19.2 10.8 7.5 15.5 13.5 24.2 133.4 

19.4 10.4 65.8 159.34 

% of Average ~lonthly Sunshine % of Average 
37% 1 33. 4 hours 84% 

JULY 1986 

"0 ... 
" " ::l 
0 .... ... "' OQ "' >-. 

:. .... .... .... 
0 .... .... 

" .... .. "0 .. .!l .... ::l "' . ... 
111 0 .. "' ... .... ... . ... 
"' u "" > 

0 8 02 6 0 6 03 7 
0 4 03 7 
0 7 02 7 
0 7 02 7 
0 6 02 7 

b 3 01 7 
8 62 6 0 6 02 7 

0 6 02 7 
0 6 02 7 
0 7 02 5 
0 7 02 6 
0 6 01 6 
0 7 02 7 
0 3 OJ 7 
0 6 03 7 
0 6 02 7 
0 a 03 7 
0 4 OJ 7 
0 5 03 7 
0 6 03 7 
0 5 02 7 
I 2 01 7 
0 6 03 6 
0 6 02 7 
0 6 02 7 
0 6 02 7 
I a 03 7 
I 8 02 6 
1 5 OJ 7 

5.9 

% of Possible 

26% 

·DATE 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

"' " .. ... 
"' " " 0 " . ..... 

... OQ 
u .. 
<1"0 ... ........ 

0 0 

"' ... 
0 

" ~ 
" 

"0 

"' "' 0.. 

"' 
C A L M 
C A L M 
33 06 
25 11 
29 08 
31 06 
31 13 
34 02 
31 08 
34 06 
09 04 
16 OJ 
22 01 
34 05 
24 06 
22 10 
29 11 
35 07 
25 04 
30 14 
29 08 
31 oa 
33 OS 
29 03 
33 11 
22 03 
24 14 
25 07 
26 04 
18 02 
22 07 

W E A T II E R 

Cloudy, becoming brighter w sunny intervals, warm day 
Bright and sunny, becoming cloudy 
Bright and sunny, becoming cloudy 
Cloudy with sunny intervals 
Cloudy with sunny intervals 
Bright and sunny , becoming cloudy 
B right and sunny, coo 1 tiW breeze 
Cloudy, showers, becoming brighter with sunny intervals 
Bright and sunny, becoming cloudy 
Bright and sunny, becoming cloudy with sunny intervals 
Bright and sunny, becoming cloudy 
Cloudy, dry day 
Cloudy with sunny intervals 
Bright and sunny, warm dry day 
Cloudy warm day 
Bright and sunny, 5 westerly breeze, warm dry day 
Sunny intervals, becoming cloudy, west wind, dry day 
Bright at first, becoming cloudy, dry day 
Cloudy, sunny intervals, rain at night 
Bright and sunny. Warm dry day 
Bright at first, becoming cloudy, light shower in evening 
Cloudy, cooler than of late, cloudy all day exc. evening sun 
Bright with sunny intervals and showers 
Bright and sunny, rain late afternoon 
Cloudy, becoming brighter with sunny intervals 
Bright at first, becoming cloudy 
Bright at first, becoming cloudy 
Cloudy with sunny intervals and rain at times 
Cloudy, showers 
Cloudy, rain, heavy at times 
Bright and sunny at first, becoming cloudy, sunny intervals 

HEAN 6. 3 knots 

r---------------------------·· 
AVERAGE 6 . 1 knots 

-



w 

lJ1 

DAILY OBSERVATIONS AND WEATHER 

OATE 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

T E M P E R A T U R E °C 

-~--~~.D. 
- -::J ::J 
.D. .D. 

>-. I ~ 

~ I ~ 

14. I 10.1 
14.7 12.9 
16. 1 12. 1 
13.8 12.5 
14.9 12.6 
12.0 11.6 
14.6 13.5 
15.4 12.6 
15.5 11.9 
15.5 13.5 
13.2 11.6 
14.9 12.3 
12.9 11.5 
16.2 14.0 
13.2 10.6 
12.1 10.6 
16.1 13.5 
13.4 12.6 
11.2 11.2 
14.3 12.1 
13.0 11.2 
10.1 10.1 
10.6 10.3 
12.1 10.4 
12.5 11.1 
11.1 11.1 
10.5 10.0 
13.0 10.9 
10.0 9.5 
12.2 10.5 
12.6 9.0 

s 
~ ..... 
>< 
~ 

~ s ..... 
0:: 

i 

16.8 8.2 
16.3 11 .4 
16.a 10.0 
16.2 9.4 
17.9 9. 6 
16.1 10.1 
16.7 12.0 
16.a 10.8 
20.5 7.1 
18.0 8.9 
15.2 6.7 
16.9 10.0 
16.511.2 
19.5 12. a 
16.9 10.6 
18.1 8.7 
17.9 11.0 
13.a 9.4 
14.5 10.3 
16.6 6.3 
15.0 4.3 
11.9 9. 7 
15.2 6.0 
16.0 4.5 
14.0 2.a 
11.5 9.3 
13.0 9.4 
16.1 7.8 
12.4 9.1 
14.1 a. 5 
17.0 4. 4 

0:: .... 
Ei 

"' VI 

"' ... 
'-' 

5.0 
11.0 
7.0 
7.9 
5.6 
8.0 

10.5 
8.1 
3.1 
5.6 
2.5 
a.7 
8.6 

11.4 
6.5 
5.5 
7.5 
5.1 
9.9 
1.5 
1.6 
9.1 
0.5 
0.0 

-0.9 
7.a 
7.9 
4.5 
6.9 
5.7 
0.1 

.<: 
... "' 
... VI 

"' "' uJ ... 
I>Q 

a '"' u <!) 

"" 0 0:: 
.., :I 

14.3 
14.6 
13.9 
14.0 
14.2 
14.4 
14.4 
14.5 
14.2 
14.7 
14.9 
14.6 
14.8 
14.a 
14.9 
14.5 
14.3 
14.4 
14.1 
13.7 
13.a 
13.a 
13.2 
13.0 
13.0 
12.6 
12.3 
12.3 
12.7 
12.5 
12.5 

"" ... 
... "' CQ VI 

uJ .. ... 
• I>Q 

a 
0 ... 

"' 0"' 
0 0:: 
- ::l 

13.5 
13.5 
13.5 
13.5 
13.5 
13.5 
13.4 
13.5 
13.4 
13.4 
13.4 
13.4 
13.4 
13.5 
13.5 
13.5 
13.5 
13.5 
13.5 
13.4 
13.4 
13.4 
13.3 
13.4 
13.2 
13.2 
13.0 
13.0 
13.1 
12.8 
12.8 

RAIN-

FALL 

mm. 

6.2 
Tr 
1.3 
1.0 
7..9 
7.2 
2.7 
0.1 

2.5 

Tr 

0.2 
13.2 
4.3 
0.1 
5.3 
2.3 
0.2 

69.1 
27.7 
9.5 
1.3 
1.3 

10.7 

MONTII 13.3 11.5 15.9 a.7 5.9 13.9 13.3169.1 

AVERAGE 19.0 10.2 6a.8 

SUN-

SHINE 

hours 

6.6 
2.1 
4.2 
1.2 
7. 1 
0.7 
1.4 
3.4 

10.7 
9.6 
0.2 
6.0 
0.0 
4.4 
7.0 
4.5 
2.5 
0.0 
0.0 
6.0 
0.3 
0.0 
3.5 
6.0 
3.9 
0.0 
0.0 
8.3 
0.0 
4.7 
7.7 

112.1 

146.94 

AUGUST 1986 

"" 0:: 
:I 
0 ... 
I>Q 

.... 
0 

"' ... 
"' ... 
Vl 

1 
I 
0 
1 
1 
2 
1 
I 
1 
1 
1 
0 
0 
1 
0 
1 
0 
0 
2 
2 
1 
2 
2 
1 
I 
2 
2 
2 
1 
1 
I 

... 
"' -"' ... 
"' <!) 

~ 

... 

"'I~ :I VI 

0 "' - ... 
u "'" 

3 01 
7 03 
4 01 
7 01 
6 01 
a 63 
a 02 
5 03 
4 03 
5 02 
8 02 
4 03 
8 02 
5 01 
7 02 
8 61 
6 02 
a o3 
8 60 
4 01 
5 02 
8 63 
6 02 
7 02 
4 01 
8 65 
a 63 
3 01 
a 64 
5 01 
2 01 

6.0 

"' ... . ... -.... 
.D. .... 
VI 

. .... 
> 

7 
7 
7 
6 
7 
5 
6 
7 
7 
7 
7 
6 
6 
7 
7 
7 
7 
6 
5 
6 
6 
4 
6 
6 
5 
5 
5 
6 
6 
6 
7 

~1onthly Rainfall % of Average Monthly Sunshine % of Average % or Possible 

169.1 ITI1I 246% 112.1 hours 76% 24% 

"' 
~ .... 

"' 
·:~\·:·i. I 5 ~ ....... 

... I>Q 
u <!) 

_ _L 

.,"" ... ........ 
0 0 

VI ... 
0 
0:: ... 
::; .... 
"" <!) ., 
"
<ll 

1 31 06 
2 22 17 
3 25 oa 
4 C A L M 
5 23 05 
6 20 OS 
7 20 03 
a 33 10 
9 3S 02 

10 09 04 
11 07 04 
12 C A L M 
13 18 02 
14 2S 06 
15 23 16 . 
16 25 la 
17 32 OS 
Ja oa 02 
19 CALM 
20 01 03 
21 C A L M 
22 07 06 
23 01 06 
24 02 09 
2S C A L M 
26 07 15 
27 33 12 
2a 34 09 
29 32 07 
30 3S 12 
31 C A L M 

----- --------

W :: .\ T II L I( 

Bright and sunny becoming cloudy with rain at night 
Cloudy, strong SW wind, sunny intervals, rain 
Bright and sunny, becoming cloudy 
Cloudy with a little sunshine and showers 
Cloudy becoming bright and sunny 
Rain, clearing late afternoon, evening sunshine, thunderstorms 
Cloudy day with sunny spells and showers 
Bright and sunny at first becoming cloudy 
Bright and sunny 
Cloudy at first, becoming bright and sunny 
Cloudy dry day 
Bright and sunny, becoming cloudy with sunny periods 
Cloudy day, rain at times 
Cloudy dry day with sunny periods 
Cloudy, fresh SW wind, sunny periods 
Cloudy, fresh SW to W wind, some light rain becoming sunny later 
Cloudy with sunny intervals 
Cloudy, rain at night 
Cloudy, slight rain at first, showers 
Bright and sunny 
Bright at first becoming cloudy, rain 
Rain 
Sunny intervals and showers 
Cloudy, becoming brighter 
Bright and sunny becoming cloudy by afternoon with strong winds, 
Strong NE wind, heavy rain heavy rain 
Rain, heavy at times, strong NW wind 
Bright and sunny with showers 
Cloudy, rain 
Bright and sunny with rain at night 
Bright and sunny, heavy rain at night 

··~''' 6.16knots 

11 1:11.\GE S.4 knots 



DAILY OBSERVATIONS AND I'IEATIIER SEPTEMBER 1986 

T E M P E R A T U R E oc 
------ "'0 ... 

RAIN- SUN- <: .. 
:l ..<: ... 0 ... ... "' ... "' ... "' .: ... "' "' "' "" <l ;., DATE 

"'"' I.U .. 
): ... .., -"' ..... I.UJ.o ... FALL SUINE .... ..... :; - e e a 00 •04 0 ... -:I :I :l a <: ..... .., ..Q a a "' e ... u ... <l "'0 .. ..Q ..... ..... "' u .. <l ... :I Ill ..... ;., ... >< <: "' "'0 0"'0 

"' 0 " Ill ... "' "' ..... ... 0 <: 0 <: hours ... - ... ..... Cl ! - ::4 ::4 <.:) .... :I -:I nun • Ill u .,_ > 

w 

I 15.5 12. I 18.9 9.3 6.9 13.0 12.8 10.6 2 1 01 7 2 13.0 10.9 15.5 10.8 7.5 13.8 12.7 22.1 0.8 0 7 03 7 3 10.0 9.5 13.2 8.2 7.0 12.9 12.5 0.4 2.6 2 7 64 6 4 12.6 9.9 15.8 5.5 1.0 12.5 12.7 7.0 1 6 03 7 5 15. I 12.0 17.9 10.1 4.9 12.6 12.7 8.0 1 3 01 7 6 12.4 10.2 15.6 9.4 4.1 12.9 12.7 6.5 1 3 02 7 7 12.5 9.9 15.3 7.4 4.6 12.8 12.6 3.8 0 5 03 7 8 12.6 10.0 15.5 7.2 3.5 12.6 12.6 9.6 0 2 01 7 9 11.9 9.6 15.0 2.8 -2.0 12.5 12.6 6.7 0 3 02 7 10 9.1 7.2 15.4 2.6 -2.2 12.3 12.5 9.7 0 5 03 6 11 11.0 8.9 14. 7 1.0 -3.0 12.1 12.5 9.2 0 1 01 6 12 II. 3 9.8 13.0 2.6 -2.1 12.0 12.5 0.3 2.0 0 3 02 6 13 10.4 7.9 14. 9 1.6 -2.7 11.5 12.4 11.1 0 6 02 7 14 11.1 9.5 14.9 2.3 -2.0 11.6 12.4 7.3 0 5 02 6 15 10.7 8.1 13.7 3.2 -2.5 11.5 12.4 9.2 0 4 02 7 16 10.1 8.3 14.0 2.9 -1.0 11.4 12.3 9.0 0 2 01 7 17 12.0 9.9 13.9 2.1 -2.5 11.4 12.3 3.4 4.5 0 2 02 7 18 11.5 9.6 14.0 4.7 -0.1 11.2 12.3 Tr 9.1 1 1 02 7 19 10.6 9.1 17.3 2.0 -2.0 11.1 12.0 8.8 I I 02 7 20 17.3 14.9 20.2 9.4 4.9 11.4 12.1 8.4 0 2 02 6 21 14.1 12.1 15.9 11.0 7.2 12.1 12.0 1.8 2.2 0 5 03 7 22 14.9 13.8 17.0 12.3 9.7 12.2 12.0 0.3 1 7 03 7 23 14.8 13.5 17.2 12.0 7.0 12.4 11.9 2.7 I 4 01 7 24 11.3 10.9 15.1 8.6 3.9 12.5 11.9 3.2 0 8 03 6 25 10.5 8.7 16.9 1.9 -1.5 12.0 12.0 10.2 0 2 01 7 26 8.5 8.0 15.1 2.8 -0.2 11.9 12.0 2.0 0 5 01 5 27 10.9 9.8 17.4 4.8 1.1 11.9 12.0 3.1 0 4 02 5 28 17.4 16.1 19.6 10.8 8,9 12.2 12.0 7.5 0 5 02 6 29 19. I 17.6 20.3 13.2 9.5 12.7 12.0 8.2 0 3 01 7 30 17.9 15.6 23.5 9.1 5.2 12.7 12.0 9.4 0 0 01 7 

0\ 

~IONHt 12.7 10.3 16.2 6.4 2.4 12.2 12.3 28.0 192.7 3. 7 

AVERAGE 16.9 8.5 50.6 126.0 

~lonthly Rainfall % of Average Monthly Sunshine \ of Average % of Possible 

28 ITITI 55% 192. 7 hours 153% 50.6% 

Vl "' <: ... 
" 0 ... <: 

Vl "" 
DATE I § ~ c 

·~ ... 
w CG 
u :J "'0 

""" "' ... 1J 
-~ .... "'-
Cl 0 Ul 

_L__ 

I 30 10 
2 29 IS 
3 35 12 
4 26 II 
5 29 12 
6 31 12 
7 30 14 
8 35 06 
9 24 01 

10 C A L M 
II C A L M 
12 01 06 
13 24 03 
14 02 06 
IS 02 06 
16 03 04 
I 7 04 05 
18 35 05 
19 23 OS 
20 28 08 
21 31 16 
22 22 03 
23 01 03 
24 C A L M 
25 22 04 
26 C A L M 
27 22 04 
28 25 15 
29 32 OS 
30 23 05 

1'1 E .-\ T II t: R 

Bright and sunny, warm dry day 
Brignt at first becoming cloudy with a W-NW wind, heavy rain/nign 
Heavy rain, sunny intervals 
Bright and sunny becoming cloudy with sunny intervals 
Bright and sunny with a west wind 
Brignt and sunny, NW wind 
Cloudy with sunny intervals 
Bright and sunny, warm dry day 
Ground frost, bright and sunny 
Ground frost, bright and sunny, warm dry day 
Ground frost, bright and sunny, warm dry day 
Ground frost, bright and sunny, rain in afternoon 
Ground frost, bright and sunny 
Ground frost, bright and sunny, dry sunny day 
Ground frost, bright and sunny, dry sunny day 
Ground frost, bright and sunny, dry sunny day 
Ground frost, bright and sunny, becoming cloudy w. heavy shm;ers 
Ground frost, bright and sunny 
Ground frost, bright and sunny 
Ground frost, bright and sunny 
Cloudy with sunny intervals, rain at night 
Cloudy with sunny intervals 
Cloudy, becoming brighter with sunny intervals 
Cloudy, becoming brighter with sunny intervals 
Ground frost, bright and sunny, warm dry day 
Cloudy at first, becoming brighter 
Bright and sunny, becoming cloudy in afternoon 
Bright and sunny, dry day 
Bright and sunny, warm dry day 
Bright and sunny, warm dry day 

-
HEAN 6.53 knots 

AVERAGE 6.8 knots 

-·. 



DAILY OBSERVATIONS AND WEATIIER OCTOBER 1986 

T E M P E R A T U R E oc 
., .... 

-· RAIN- SUN- c .. 
~ :l 

.c 0 ... 
... "' .... "' ... "' .... "' "' "' .. .. >-DATE c "'"' UJ "' 

): ... .a .a ..... UJ ... ... FALL SHINE .... . .... 
:i :i 3 a a .. ... 0 ... -:l a c ..... 
.a .a a El "' a ... u ... .. ., .. .0 ..... ..... "' u .. .. ... :l "' ·~ c I .... X c "' 

., 0"0 "' 0 .. "' " "' ·~ ... 0 c ;:: 3 I nun. hours ... - .... ..... 
Q ! "' ::<: ::<: ~ "':l II") u c.. > 

1 13. 7 12.5 16.5 8.7 5.5 13.0 12.1 6.9 0 2 02 7 
2 11.6 11.2 14.6 9.4 3.5 12.9 12.1 1.4 0 8 03 6 
3 14.0 12.8 12.8 6.7 2.2 12.4 12.1 9.0 0 3 01 7 
4 12.3 11.1 16.2 7.7 3.5 12.5 12.1 0.4 8.2 0 1 01 6 
5 11.6 11.4 17. 1 10.4 6.9 12.5 12.2 2.5 1 7 03 4 
6 15.5 15.3 18.5 11.3 6.6 12.6 12.2 4.4 0 6 01 7 
7 15.0 15.0 18.6 13.1 7.4 12.8 12.3 6.4 0 8 03 6 
8 13.0 10.8 17.1 5.5 1.2 12.6 12.3 5.7 0 3 01 6 
9 14.0 13.0 15.6 12.5 8.8 12.7 12.3 0.0 0 8 03 6 w 10 11.4 10.1 14.5 10.5 6.9 12.7 12.3 1.4 0 8 02 6 

11 11.9 9.6 15.5 4.0 1.6 12.0 12.3 6.3 0 0 01 7 
12 6.1 5.5 14.5 2.2 -0.5 11.4 12.3 8.4 1 1 02 5 

....., 

13 11.4 11.1 13.5 5.9 1.1 11.4 12.0 0.0 0 9 43 1 
14 11.8 11.6 16.1 10.0 6.4 11.6 12.0 1.3 1.0 0 9 43 2 
15 10.4 8.3 15.1 3.3 -2.5 11.4 12.0 8.6 1 1 01 6 
16 10.8 9.1 15.5 3.7 -1.0 10.9 12.0 5.6 1 0 01 6 
17 7.2 6.2 14.2 1.5 -2.2 10.3 12.0 0.2 8.9 1 1 02 6 
18 7.4 7. 1 10.7 4.6 -1.1 10.1 11.7 4.2 0.0 1 7 62 5 
19 6.3 5.8 8.5 2.3 -1.9 9.8 11.7 3.1 8.2 1 3 01 7 
20 4.8 4.6 8.6 2.5 -2.5 9.0 11.4 3.2 2.5 2 8 65 5 
21 8.0 7.1 10.2 4.2 1.1 8.7 11.3 0.1 1.0 2 8 62 6 
22 8.0 7.7 9.5 4.5 -0.5 8.7 11.2 0.1 7.8 1 1 01 7 
23 6.6 5.5 10.0 2.9 -1.9 8.3 11.1 Tr 8.3 1 1 01 7 
24 6.1 5.6 10.6 3.4 -1.2 8.0 10.9 0.9 0.1 1 8 03 6 
25 10.6 8.9 11 .5 6.1 5.0 8.5 10.7 0.5 1.6 1 8 02 7 
26 8.9 7.2 12.0 5.6 1.9 8.5 10.5 0.8 6.9 1 1 02 7 
27 11. 1 10.7 15.1 5.7 5.4 8.7 10.5 2.6 0.1 1 8 62 6 
28 13.0 12.9 15.8 10.7 6.6 9.4 10.4 0.5 1.3 2 8 63 5 
29 8.1 6.1 10.7 4.6 -0.1 9.4 10.4 0.4 7.3 1 1 01 7 
30 10.5 8.5 11.1 7.3 4.0 9.0 10.2 0.5 6.3 1 5 03 6 
31 7. 1 6.5 10.0 4.7 1.2 8.6 10.2 12.2 1.9 1 6 02 6 

MONTI! 10.3 9.3 13.7 6.3 2.3 10.7 11.6 31.0 138.5 4.8 

AVERAGE 13.2 6.2 64.3 91.76 
--------- --

~lonthly Rainfall % of Average Monthly Sunshine % of Average % ot' Possible 

31.0 rrm 48% 138.5 hours 151% 42.6% 

"' "' c ... 
" 0 ... c 

"' .:.0: 
c <J 

·DATE I 0 " 
c 

'I = t, ' u !) ., 
I i:!"" .. 

"' ·~ .... ~ .:: 0 

1 22 08 
2 24 03 
3 25 04 
4 21 04 
5 24 08 
6 27 07 

' 
7 25 05 

I 8 C A L M I 
I 9 24 06 

I 10 24 03 
11 25 04 
12 22 01 

I 
13 21 06 
14 21 05 
15 30 04 

I 
16 C A L M 
17 22 03 
18 21 08 

I 19 24 04 

I 20 C A L M 
21 25 07 

~ 22 27 11 
23 33 15 
24 20 04 
25 23 17 
26 31 12 
27 22 15 
28 20 06 
29 22 07 
30 25 13 
31 25 03 

~lEAN 6.2 

W E ..\ T H E R 

Bright and sunny 
Cloudy becoming brighter by late afternoon 
Bright and sunny; dry day 
Bright and sunny, rain at night 
Cloudy becoming brignter with sunny intervals 
Bright and sunny, becoming cloudy with sunny intervals 
Cloudy, becoming brighter with sunny intervals 
Bright and sunny intervals 
Cloudy dry day 
Cloudy becoming brighter with sunny intervals 
Bright and sunny intervals 
Bright sunny day. Ground frost 
Fog 
Fog, dull damp day with rain 
Bright and sunny, ground frost, dry bright day 
Ground frost, bright and sunny, dry bright day 
Ground frost, bright and sunny, dry bright day 
Ground frost. Cloudy, rain at night 
Bright and sunny, ground frost, rain at night 
Rain, ground frost, becoming brighter with sunny intervals & snow~ 
Rain at first, becoming brighter, sunny intervals & snowers 
Bright and sunny, ground frost and showers 
Ground frost, bright and sunny 
Ground frost, cloudy 
Cloudy with a little sunshine and showers. Strong W to :111 wina 
Bright and sunny 
Rain, strong S-SW wind, clearing by afternoon 
Rain, clearing to give sunny intervals 
Ground frost, bright and sunny 
Bright and sunny. SW wind, rain at night 
Cloudy 

AVERAGE 6.9 knots l 



w 

00 

DAILY OBSERVATIONS AND WEATHER 

T E M P E R A T U R E oc 

RAIN---- -;:; .c: ... "' ... <II 

.: ... "' .. <II 

DATE .. .. uJ .. 
.0 ·;; uJ ... ... FALL .0 

"" ·00 - :; e g 
::l ::l a 
.0 ..0 a a "' a '"' <.J ... .... .... <II 

<.J "' 
.. 

>-. ... ;< c: .. ., 0"0 ... "' .. .... ... 0" 0 c: 
0 i "' ::;: ::£ '-' "'::l - ::l 

DUll. 

I 6.9 6.5 8.1 3.9 3.1 8.4 10.3 1.5 
2 3.8 2.5 9.0 1.9 -I. 7 8.1 10.2 0.1 
3 8.6 6.5 11.4 3.3 -0.3 7.9 10.2 
4 7.5 6.2 12.5 3.4 -3.1 7. 7 10.1 0.4 
5 10.4 9.1 13.5 7.1 5.6 8.0 10.1 
6 8.3 6.1 12.4 4. I -1.2 8.0 10.1 
7 12.3 11.2 14.2 5.2 2.1 7.9 9.8 1.2 
8 5.9 3.8 8.5 3.5 0.0 8.4 9.6 4.3 
9 7.9 6.3 11.6 5.0 1.0 8.0 9.6 3.8 

10 11.5 8.6 11.7 6.7 6.0 8.4 9.7 0.3 
11 7.5 7.4 10.3 6.2 3.1 8.2 9.5 Tr 
12 4.4 3.7 11.1 2.3 -3.1 7.5 9.3 4.0 
13 11.0 10.5 11.6 4.1 3.0 7.5 9.4 5.4 
14 6.5 6.5 10.4 5.4 1.0 8.0 9.4 5.4 
15 6.5 5.9 10.5 5.5 1.5 8.0 9.4 Tr 
16 10.1 8.5 10.9 5.6 0.6 7. 9 9.3 
17 3.2 2.8 6.7 1.0 -3.9 7.4 9.2 0.7 
18 4.5 3.5 6.6 1.8 -1.7 6.8 9.0 6.8 
19 4.0 3.6 8.5 3.3 1.3 6.5 9.0 0.1 
20 4.3 3.2 7.1 2.2 -2.5 6.3 8.9 
21 1.4 l.O 7.4 -0.4 -6.0 5.9 8.8 2.4 
22 6.2 5.5 8.1 1.1 -2.1 5.7 8.7 2.1 
23 8.0 6.5 10.1 3.2 1.2 5.9 8.5 Tr 
24 10.0 8.7 13.6 5.6 3.5 6.0 8.4 Tr 
25 13.5 12.2 14.0 9.4 7.5 7.0 8.6 1.6 
26 6.0 4.5 9.5 3.5 -1.5 7.4 8.7 1.0 
27 9.4 8.9 10.7 4.4 -1.7 6.8 8.3 
28 9.9 9.0 10.5 8.0 7.2 7.2 8.4 
29 8.9 8.1 11.1 7.9 5.0 7.4 8.1 
30 7.4 6.2 12.2 3.8 1.6 7.4 8.3 

~IONTII 7.5 6.4 10.5 4.3 0.85 7.4 9.2 36.2 

AVERAGE 8.9 3.0 56.9 

Monthly Rainfall 
36.2mn 

\ of Average Monthly Sunshine 
64% 89.6 hours 

SUN-

SHINE 

hours 

1.4 
5.3 
6.9 
3.5 
2.6 
4.3 
1.1 
7.4 
0.0 
5.4 
1.7 
0.1 
0.0 
0.0 
7.0 
1.5 
2.3 
2.9 
4.5 
6.9 
4.8 
4.2 
2.6 
1.9 
0.0 
5.4 
0.0 
0.2 
5.4 
0.3 

89.6 

58.8 

\ of Average 
152% 

NOVEMBER 1986 

., ... 
c: "' ::l 
0 w ... " "" <> >-. 

): ... ... ..... 
0 ... -c: ..... 
"' ., 

"' ..0 ... ::l til . .... .. 0 "' til ... - ... . ... 
<Jl u c.. > 

1 6 62 6 
I 3 01 6 
1 1 02 6 
I 4 02 6 
1 6 03 6 
1 1 01 7 
1 8 03 6 
1 1 01 7 
1 8 03 6 
2 3 01 6 
2 7 01 5 
1 7 02 5 
1 8 50 5 
2 8 02 5 
1 3 02 6 
I 7 02 7 
4 3 01 6 
2 6 03 6 
2 2 01 6 
4 1 02 6 
4 2 02 5 
2 4 62 6 
2 6 03 6 
1 7 02 6 
1 8 03 6 
2 2 01 6 
I 7 03 6 
1 7 02 6 
1 3 01 5 
1 4 03 5 

4.8 

% of Possible 
35% 

•J> 
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"' ·IJATE I § t ........ 

~--
1 
2 
3 
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5 
6 
7 
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12 
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19 
20 
21 
22 

23 
24 
25 
26 
27 
28 
29 

: I 30 

... "" u ,.. ..., ... ......... 
0 0 

04 
32 
26 
25 
25 
29 
21 
29 
20 
24 
24 
23 
21 
20 
22 
21 
20 
22 
29 
31 
35 
23 

27 
25 
23 
17 
22 
21 
24 
25 

"' "' 0 

" -"' 

" ., 
"' "' "<Jl 

l'i E A T II E R 

~--'-----------------------
14 
02 
04 
03 
19 
07 
10 
14 
09 
24 
03 
OS 
12 
03 
06 
16 
05 
03 
03 
OS 
03 
12 

14 
08 
16 
04 
06 
05 
12 
12 

Rain, heavy at times with sunny intervals 
Brignt and sunny, ground frost 
Ground frost, bright and sunny 
Ground frost, cloudy becoming brighter with sunny intervals 
Cloudy with sunny intervals, dry day 
Ground frost, bright with sunny intervals 
Cloudy, strong SW wind, sunny intervals 
Bright and sunny. Strong SW wind, Sunny intervals, rain 
C 1 oudy, rain 
Bright and sunny, showery, strong winds, rain at night 
Rain at first, cloudy, becoming brighter late afternoon 
Ground frost, cloudy 
Cloudy, slight rain at first, S-SW wind, heavy showers 
Cloudy with rain 
Sunny dry day 
Cloudy at first becoming brighter with sunny intervals 
Ground frost, bright and sunny at first becoming cloudy, rain 
Ground frost, cloudy, sunny intervals, rain at night 
Bright and sunny 
Ground frost, bright and sunny 
Frost, bright and sunny 
Cloudy, slight rain at first, ground frost, becoming brighter witll 
with sunny intervals. Heavy rain at night 
Cloudy at first, becoming brighter with sunny intervals 
Cloudy, mild, becoming brighter, sunny intervals, strongS~ wind 
Cloudy, strong SW wind, mild, rain at night 
Ground frost, bright and sunny and showers 
Ground frost, cloudy mild day 
Cloudy, mild dry day 
Cloudy at first, becoming brighter with sunny intervals, dry day 
Cloudy 

i HEAN 8.6 knots I I 
~~-A-\'E-'R-A-GE-----8.-0--kn_o_t_s------------------------------------------
l__ -- ------



DAILY OBSERVATIONS AND I~EATIIER DECEMBER 1986 

T E M P E R A T U R E oc 
RAIN- SNOW SUN-

"0 ... 
c .. 

.c :l .c 
.c ... em. ~ 

... ... "' ... "' <11 
DATE .: ... "' <11 "' FALL SHINE .. >. 

<11 <11 uJOI 
"""'); 

Jl ... 
..Q ..Q .... uJ ... ... Lying . ... - -; 3 3 s "" . "" +-'og ... -:l s ::I <I> VI 

c .... 
..Q ..Q s s "' s ... 0 ... 0900 "0 .. ..Q .... ... fA 0 .. .. mm. hours IS'~ :l "' . .. 
>. ... >< c .. "0 0"0 0 .. "' ... .. .. i ... ~ § 0 c hours ..... ... . .. 
c 3: :li: <.:1 - :l :t"i u "" > 

w 

I 12.0 11.5 13.0 4.3 3.0 7.2 8.3 3.8 1 7 03 6 2 5.a 5.6 12.a 5.2 1.5 7.2 8.3 0.4 0.0 1 a 02 6 3 12.a 11.2 13.7 5.7 4.5 7.5 a.4 0.2 0.0 . 1 a 03 6 4 a.7 7.5 13.8 7.a 5.2 a.o a.3 7.0 0.0 1 7 02 6 5 12.0 10.5 11.9 6.0 5.9 8.3 8.5 0.5 0.2 2 7 02 6 6 3. 1 I. a 6.a 1.2 -3.0 7.5 8.4 Tr 6.5 1 2 OJ 6 7 4.5 3.7 7.7 0.9 -1.9 6.5 8.4 6.0 0.0 1 6 03 6 8 6.7 6.5 9.5 4.3 -0.6 6.3 8.4 5.7 0.0 2 8 65 3 9 4.3 3.2 7.3 3.9 2.0 6.a a.4 Tr 5.a 2 5 01 6 10 I. a 1.1 5.1 0.7 -4.5 6.2 a.3 2.2 1.5 4 2 01 6 11 5.0 4.6 a.5 1.5 -1.2 5.7 8.1 0.3 1.2 2 8 63 5 12 1.1 0.8 5.5 0.3 -4.7 5.5 8.0 3.8 2.a 4 2 01 5 13 5.5 5.3 5.a 1.0 -1.3 5.1 a.o Tr 1.0 2 a 03 4 14 -o.a -1.2 5.0 -2.4 -7.4 5.2 7.a 6.0 5.9 4 1 01 6 15 3.4 3.1 a.l -1.5 -7.2 4.2 7.6 1.1 2.3 4 a 63 5 

\.0 

16 3.0 1.6 6.0 1.4 -4.2 4.2 7.6 0.2 3.6 4 3 OJ 6 
17 5.3 4.0 8.5 2.7 -0.5 4.2 7.5 1.0 2 3 02 6 
la 4.0 3.3 5.2 3.5 0.4 4.5 7.3 0.2 1.5 1 3 02 6 
19 2.3 1.1 5.0 0.3 -3.2 4.3 7. 1 0.6 2.a 1 4 02 6 
20 3.3 2.5 5.1 1.9 -1.9 4.0 7.0 5.7 4.1 1 2 01 6 
21 4.4 4.0 4.7 1.0 -3.1 3.6 7.0 a.9 2.0 2 6 62 6 
22 1.0 0.6 2.6 0.2 -2.5 3.5 7.0 2 2.a 3 6 70 6 
23 2.5 l.a 4.3 0. 1 -3.6 3.5 7.0 2 0.9 3 7 03 6 
24 2.3 1.8 9.5 0.4 -4.0 3.4 6.6 0.2 0.0 2 6 02 5 
25 6.9 5.2 6.8 1.4 0.4 3.9 6.4 0.1 0.0 2 5 02 6 
26 3.2 2.0 5.2 l.a -4.1 4.0 6.4 0.1 1.6 1 2 01 6 
27 4.2 3.2 9.2 1.4 -2.5 3.6 6.4 Tr 0.0 1 5 03 6 
28 9.2 7.6 12.6 4.0 1.8 4.0 6.3 1.2 1.3 1 6 02 7 
29 a. 1 8.0 a.6 7.8 7.0 5.0 6.3 18.9 0.0 2 8 61 4 
30 5.0 4.9 9.0 3.0 2.8 5.0 6.2 2.7 0.0 2 8 61 4 
31 4.4 4.0 4.9 4.0 2.5 5.0 6.2 2.2 0.0 1 6 01 6 

~IOJIITH 5.0 4.2 7.a 2.4 -o.a 5.3 7.5 74.2 52.6 5.2 

AVERAGE 6.4 1.0 61.5 41 .as 

Monthly Rainfall \ of Average Monthly Sunshine \ of Average \ of Possible 

74.2 nm 121% 52.6 126% 23% 
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1 
2 
3 
4 

II 5 
6 

, I 7 : a 
9 

10 
11 
12 
13 

'j14 
' 15 

16 
17 
18 
19 
20 
21 
22 
23 

; 124 
25 
26 
27 
28 
29 

~~ 
·-·- -

25 20 
20 11 
25 20 
24 07 
25 18 
27 05 
19 15 
C A l M 
30 10 
23 03 
21 13 
22 04 
22 02 
23 01 
21 15 
29 09 
29 07 
26 10 
30 09 
21 20 
04 18 
35 09 
34 08 
17 04 
04 08 
25 06 
28 12 
28 12 
33 06 
12 OS 
32 05 

Cloudy. Strong SW winds 
Cloudy, showers 
Cloudy, strong winds and showers 
Cloudy, rain. Strong wind at night 
Cloudy, strong SW winds continuing, rain at night 
Ground frost, bright and sunny, rain at night 
Ground frost, cloudy, rain late afternoon 
Ground frost, cloudy, rain, heavy at times l 
Cloudy, becoming brighter, sunny intervals j' 
Ground frost, bright sunny intervals, rain at night 
Rain, ground frost, SW wind, becoming brighter late afternoon 
Ground frost, brignt sunny intervals, rain at night 
Frost, cloudy, cold, becoming brighter, sunny intervals, rain at ni ht 
Frost, cold day, becoming brighter with sunny intervals, • • • 
Frost, rain, cold day, becoming brighter with sunny intervals 
Frost, bright and sunny intervals 
Cloudy, becoming brighter, ground frost, sunny intervals 
Bright, sunny intervals, cold day 
Slight snowfall, ground frost, becoming brighter 
Ground frost, bright and sunny, rain at night 
Ground frost, becoming brighter, rain at night, sleet & snow shwrs. 
Snow showers, ground frost, becoming brighter with sunny intervals Cloudy, ground frost 
Cloudy, ground frost 
Cloudy, slight rain 
Bright, ground frost, sunny intervals 
Cloudy, ground frost, west wind 
Cloudy, west wind, sunny intervals 
light rain, cloudy, rain all day. Relatively mild 
Overnight rain. Cloudy, rain until afternoon 
Cloudy day with rain at times 

,,,;..:.. 9.4 knots 

L----------------------------------J 
\·.1: .. \l;E 9 .I knots -~-·-- __ I 



Summary Of 

Meteorological Observations 

1 9 8 7 

320 



MEAN TEMPERATURES, SUNSHINE AND RAINFALL AT DURHAM, 1987 

20 -(.) 
0 -Q) 15 ... 
:I -~ 
Q; 10 
a. 
E 
Q) 

1- 5 
c:: 
~ 
Q) 

:: 0 

1987 Mean 

---- 1936-65 Average 

+ 

• • 

• 1987 Mean Daily Maximum 

+ 1987 Mean Daily Minimum 

• 

5~-------------------------------------------------------

-en ... 
:I 
0 
J: -Q) 
c:: 
J: 
en 
§ 3 
en 

J F M A M J J 

1987 Mean 

---- 1906-35 Average 

A 5 0 N D 

o~-------------------------------------------------------J F M A M 

120 
----- 1906 - 35 Average 

100 

-8o E 
E 

~ 60 -c:: 
~ 

a: 40-,.,....,.....,_._ 

20 

J F M A M 

3 2 I 

J J A 5 0 N D 

~ 1987 Totals 

J J A 5 0 N D 



Summary Of 

Meteorological Observations 

1 9 8 8 

322 



MEAN TEMPERATURES, SUNSHINE AND RAINFALL AT DURHAM, 1988 
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APPENDIX B 

I. The Growth Stages of Cereals 

II. The Growth Stages of Oilseed Rape 

III. The Growth Stages of Potatoes 

Sources 

AD AS {1984) 

FA 0 {1973) 
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Table 1 The descriptions of the principal and secondary gro~th stages of the 
Zadoks decimal code for cereals 

0 Gel"lliination 
00 i:lry seed 

5 Inflorescence (ear/panicle) emergence 
50 

01 Start of imbibition (water 51 First spikelet of inflorescence just 
absorption) 

02 
03 Imbibition complete 
04 
05 Radicle (root) emerged from 

caryopsis (seed) 
06 

52 
53 
54 
55 
56 
57 
58 

visible 

1 I 4 of inflorescence emerged 

1/2 of inflorescence emerged 

3/4 of inflorescence emerged 
07 Coleoptile 
08 59 Emergence of inflorescence 
09 Leaf just at coleoptile tip 
Seedling gro~h 6 Anthesis (flo~ering) 
10 First leaf through coleoptile 60 
11 First leaf unfolded 61 Beginning of anthesis 
12 2 leaves unfolded 62 
13 3 leaves unfolded 63 
14 4 leaves unfolded 64 
15 5 leaves unfolded 65 Anthesis half-way 
16 6 leaves unfolded 66 
17 7 leaves unfolded 67 
18 8 leaves unfolded 68 
19 9 or more leaves unfolded 69 Anthesis complete 

2 Tillering 7 Milk development 

3 

4 

20 Main shoot only 70 
21 Main shoot and 1 tiller 71 Caryopsis (kernel) water ripe 
22 Main shoot and 2 tillers 72 
23 Main shoot and 3 tillers 73 Early milk 
24 Main shoot and 4 tillers 74 
25 Main shoot and 5 tillers 75 Medium milk 
26 Main shoot and 6 tillers 76 
27 Main shoot and 7 tillers 77 Late milk 
28 Main shoot and 8 tillers 78 
29 Main shoot and 9 or more tillers 79 
Stem elongation 8 Dough development 
30 Pseudostem (leaf sheath) erection 80 
31 First node detectable 81 
32 2nd node detectable 82 
33 3rd node detectable 83 Early dough 
34 4th node detectable 84 
35 5th node detectable 85 Soft dough 
36 6th node detectable 86 
37 Flag leaf just visible 87 Hard dough 
38 88 
39 Flag leaf ligule just visible 89 
Booting 9 Ripening 
40 90 
41 Flag leaf sheath extending 91 Caryopsis hard (difficult to divide) 
42 92 Caryopsis hard (not dented by 
43 Boots just visibly swollen thumbnail) 
44 93 Caryopsis loosening in daytime 
45 Boots swollen 94 Over-ripe, straw dead and collapsing 
46 95 Seed dormant 
47 Flag leaf sheath opening 96 Viable seed giving 50% germination 
48 97 Seed not dormant 
49 First awns visible 98 Secondary dormancy induced 

99 Secondary dormancy lost 
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F'ig 1 Cereals: Ger:nination 

wheat barley oats 

Dry· seed(()()) 

wh~at wheat wheat 

Imbibition complete (03) Radicle emerged 
from caryopsis(05) 

Coleoptile emerged 
from caryopsis <07) 

barley 

Coleoptile emerged 
from cary•opsis (07) 
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wheat 

Leaf at coleoptile 
1ip(09l 
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Fig 2 Cereals: 
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e Four lem·es !JII(olded (I~) 
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"heat 
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\\'inter wheat (erect form I 
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Fig 3 Cereals: Assessing leaf emergence (ligule/auricles) 
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Fig 5 Cereals: 

wheat 

a Flag leaf ligule 
just l'iszble (J9) 

barley 

Flag {eaf sheath 
extending (41) 

stem elongation and booting 

wheat 

C Boots swollen (45) 
Fourth node detectable (34) 
Main shoot and .J tillers (24) 

(2 infertile) 

330 

wheat 

d Flag leaf sheath 
opening ( 4 7) 

barley 

e First a"·ns risible (~9) 



F'ig 6 Cereals: Ear emergence 

a 

Fig 7 

wheat wheat 

First 5pikelet of 
inflorescence just 
t'isible (5 I) 

b Haifofinjlorescence 
emerged !55) 

Cereals: Flowering 

whc~t 

a 8r~inn'"f nl 
anthrtl.t (hi) 

b Antltr.tit 
hnll;•·nr (65) 
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C Emergence of inflorescence 
completed (59) 

C Anthr.til 
(Omplrtr (69) 



Fi~ 8 

Fig 9 

Cereals: Milk development 

a 

'"':.rltv 

a 

C ar\Y'f"'·' watrr 

"~ (71) 

C an·nf'11J w'tlt" 

"~ 1711 

b F.nrll' ""'* ( 7) 1 

b F.nrlt• mtlk 1731 

Cereals: Dough development 

a Snft d~il (85) 

Gteen colour fadins 

a Sn{t dnul(ft (8, 

Lemma and !'alae allacned 

b /lard d~il (87) 

Green colour lml 

b /lard dnutfft (87) 

Green colour fading 
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The Growth Stages of Oilseed Rape 

333 



Table 2 The descriptioD3 of' the principal and secondary growth stages of' 
the decimal code f'or oilseed rape 

Code Definition 

0 Germination and emergence 

0,0 Dry seed 
0,2 Imbibed seed 
0,4 Radicle emerged 
0,6 Hypocotyl emerged 
0,8 Cotyledons emerged 

1 Leaf' Production 

1,0 Both cotyledons unfolded and green 
1,1 First true leaf exposed 
1,2 Second true leaf exposed 
1,3 Third true leaf exposed 
1,4 Fourth true leaf exposed 
1,5 Fifth true leaf exposed 

1,10 About tenth true leaf exposed 

1,15 About fifteenth true leaf exposed 

2 Stem ExteD3ion 

2, 0 No internodes detectable ("rosette") 
2,1 One internode detectable 
2,2 Two internodes detectable 
2,3 Three internodes dectectable 
etc 
2,10 Ten internodes detectable 

Note - the following descriptions should normally be applied to the raceme 
on the main stem (ie the terminal branch) 

3 Flower Bud Development 

3,0 Only leaf buds present 
3,1 Flower buds present but enclosed by leaves 
3,3 Flower buds visible from above ("green bud") 
3,4 Flower buds level with leaves 
3,5 Flower buds raised above leaves 
3,6 First flower stalks extending 
3, 7 First flower buds yellow ("yellow bud") 
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Code Definition 

4 Flowering 

4,0 First flower opened 
4, 1 10% all buds opened 
4,2 20% all buds opened 
4,3 30% all buds opened 
etc 
4,9 All viable buds on raceme opened 

5 Pod Development 

5,0 Lowest pods more than 2 em long 
5, 1 10% potential pods more than 2 em long 
5,2 20% potential pods more than 2 em long 
5,3 30% potential pods more than 2 em long 
etc 
5,9 All potential pods more than 2 em long 

Note - the following should normally be applied to the lowest third of the 
raceme on the main stem. 

6 Seed Development 

6' 1 Seed expanding 
6,2 Most seeds translucent but full size 
6,3 Most seeds green 
6,4 Most seeds green-brown mottled 
6,5 Most seeds brown 
6,6 Most seeds dark brown 
6,7 Most seeds black but soft 
6,8 Most seeds black and hard 
6,9 All seeds black and hard 

7 Lea.f Senescence 

No subdivisions identified for this growth stage. 

8 Stem Senescence 

8,1 Most of stem green 
8,5 Half of stem green 
8,9 Little of stem green 

9 Pod Senescence 

9,1 Most pods on main stem raceme green (lowest third) 
9,5 Half pods on main stem raceme green 
9,9 Few pods on main stem raceme green 
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fig 10 Oilseed rape: 

a 

Germination and Leaf emergence 

b 
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Fig 11 Oilseed rape: Leaf emer~ence 

a Fifth'""~"' UpoJ~ (/.OJ). Con·l,dott.r mnr~lrund. 

b Ninth trw'"'! upo~ (1.09}. 

C FourtHnrh IHf upruM (JhDd~) (/./4). 
FI>Jr, J«<M and third /,awJ now :nt,umr. UMxpo.,d em/" ''"! Jhown hlaclc at em'"· 



Fig 12 0 ilseed rape: Stem elongat.:.on 

lntemode 4 

Internode J 

a 1".-o i1ttrmodn dn«tllhl~ (2.0ZJ. 
l1ttrmodn I tmd 1 an tlttwt-.1 ,.,,., ""'"""' 
ilttrf'ftOfkL /Itt~ J t11td 4 au fHI'IitJI/p 

""'"'d#d from...,,_,. f"'WIIt. '"""""" i luu yn 
10 "''""'· 

b Plaltl showiltlf a sucuuiolt of iltlrmodrs 
duti1tpi$ltablr as slton a1td IOitlf rrflrclilt'l! powtlt 
pmotb ;,. rrJpOitll! 10 rltviroltmnrtal co1tditio1ts. 
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~ig 13 Oilseed rape: ~lower bud development 

b 

a Floww bulb viJib/, from abow - f"r" bud (J.J }. 

Fir1t flo~ o,.,.J (-I./}. 
Old" bud y.l{ow liPPft/. Floww Jlailu I!Jtlmthtl 
fiviltf injlO~$UPICI! G jl4tt'""d fomt. 
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Fig 15 Oilseed rape: Seed development 

s,d ""'''OP"'"''· SIII6'S of ripminr of tlv Sl,d whm d,sircation is lilu(v to occur. 
a) Most #«b f'«ll-brown motll'd (6.4) 11) Most s"dJ 11ruwn (6.5) c) Must s"dJ dlrrlc brown (6.6) 
d) Most sucb bltJCic (6.7-6.8). 
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Fig 14 Oilseed rape: 

20% all hudJ ort rae~- flowm"r: or j7n,..,,d (4.1). 
A xi/lar-y racrmr with floW#'r' Jtallu 'JCtmdi"J! (J.IS ). 

Flowering and Pod development 
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