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Abstract 

Recent advances in automatic speech recognition systems for read (dictated) 

speech have led researchers to confront the problem of recognising more sponta­

neous speech. A number of problems, such as disfluencies, appear when read speech 

is replaced with spontaneous speech. In this work we deal specifically with what 

we class as speech-repairs. 

Most disfluency processes deal with speech-repairs at the sentence level. This is 

too late in the process of speech understanding. Speech recognition systems have 

problems recognising speech containing speech-repairs. The approach taken in this 

work is to deal with speech-repairs during the recognition process. 

Through an analysis of spontaneous speech the grammatical structure of speech­

repairs was identified as a possible source of information. It is this grammatical 

structure, along with some pattern matching to eliminate false positives, that is 

used in the approach taken in this work. These repair structures are identified 

within a word lattice and when found result in a SKIP being added to the lattice to 

allow the reparandum of the repair to be ignored during the hypothesis generation 

process. Word fragment information is included using a sub-word pattern matching 

process and cue phrases are also identified within the lattice and used in the repair 

detection process. 

These simple, yet effective, techniques have proved very successful in identifying 

and correcting speech-repairs in a number of evaluations performed on a speech 

recognition system incorporating the repair procedure. On an un-seen spontaneous 

lecture taken from the Durham corpus, using a dictionary of 2,275 words and 

phoneme corruption of 15%, the system achieved a correction recall rate of 72% 

and a correction precision rate of 75%. 

The achievements of the project include the automatic detection and correction 

of speech-repairs, including word fragments and cue phrases, in the sub-section of 

an automatic speech recognition system processing spontaneous speech. 
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Chapter 1 

Introduction 

This chapter provides an introduction to the work presented in this thesis. It shows 

where in the field of computer science the work fits, the research rriethod used and 

how the success of the research is to be measured. 

1.1 Methodological Issues 

The work presented in this thesis has been carried out within the branch of com­

puter science known as artificial intelligence. 

Artificial intelligence has, as many would say, become a science in its own right 

but its origins lie in computer science. Artificial intelligence deals with attempting 

to simulate human behaviour or more importantly, making a machine do what is 

normally seen as a human process. At present one of the main aims of artificial 

intelligence is to mimic the human language process. 

The particular area of artificial intelligence in which this work is based is nat­

ural language processing. The main approach to natural language processing was 

to identify or hypothesise as to how humans performed the task of language pro­

duction & recognition and to mimic this process using machines. The current 

approach taken by natural language engineers, under the banner of "Natural Lan-

guage Engineering", is to concentrate ~or~lack box" scheme. Here the 
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input is known, the output is known and a process is formulated that will produce 

the required output from the known input. This pragmatic approach has become 

accepted within the artificial intelligence community as the most likely to produce 

large scale systems, with acceptable performances. Though the most promising 

approach would be to join the two sides of computational linguistics and natural 

language engineering, to share knowledge and interchange ideas. 

Natural language itself has many possible parts. The three main sections are: 

natural language understanding - where the aim is, given a piece of natural 

language, to decipher the exact meaning of what is being said. This would 

allow natural dialogues to be performed with machines and would open many 

possible applications of the new technology. 

speech recognition -where the aim is to recognise speech, from a human speaker. 

This would open technologies developed to anyone who can speak. 

speech synthesis -where the aim is to get a machine to speak at a level that can 

be understood easily by human listeners. 

One aim of artificial intelligence and natural language processing research would 

be to join speech recognisers, synthesisers and natural language understanding pro­

cesses to give the ultimate "Natural Language System" that can listen, understand 

and respond either by performing an action or returning speech. Another aim is 

to produce a system with which people could hold a normal conversation with­

out knowing that they are talking to a machine (as shown partly by the "Turing 

Test" 1 
). 

1.1.1 Speech Recognition 

In November 1971 DARPA (Defence Advanced Research Projects Agency), cur­

rently known as ARPA (Advanced Research Projects Agency), initiated a five year 

1The "Turing Test" deals with typed text but the ultimate goal would be to speak to a machine. 



Chapter 1: Introduction 3 

research and development program which heralded the start of, what is now known 

as, speech recognition research [Klatt, 1977]. The objectives and constraints of the 

program meant that the findings were of little use in practical terms. It was not 

until the advancement of technology in the early eighties that speech recognition 

became a reality. Systems first came into use as early as 1983 but they were costly 

and limited in their use. Speech recognition did not become commercially viable 

until the mid to late eighties. From this start, speech recognition has become a 

major area of artificial intelligence. 

Speech recognition is a very large and complex area of research. Many systems 

have been produced for specific tasks, with substantial limitations being imposed 

on the system. However, by decreasing the complexity of the system the solution 

requirement also decreases allowing a viable solution to be produced. This solu­

tion, though adequate for the task in hand, does not normally transfer onto more 

complex problems. Limitations such as speaker dependence, limited vocabulary 

and restricted grammar resulted in systems which can rely solely on phonetic and 

syntactic knowledge. The use of much higher level knowledge such as dialogue, 

semantics and prosody was not necessary. 

As speech recognition was used for more complex problems it was realised that 

automatic speech recognition systems had reached their performance limit. There­

fore, expansions to current systems have been necessary to deal with the problems 

faced in these more complex tasks. It is here, at the drive for expanding current 

automatic speech recognition systems to be used for more complex applications 

where this work lies. 

These expansions have moved speech recognition systems from recognising iso­

lated words, to recognising continuous read speech and finally to recognising natural 

spontaneous speech. Certain problems arise with the introduction of spontaneous 

speech which are not present with read speech, of which speech disfluencies are one 

such example. The work described in this thesis investigates speech disfluencies 

and in particular self-repairs, a form of speech disfluency, which are an integral 

part of spontaneous speech. 
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This work builds upon the work presented in [Collingham, 1994] and attempts 

to produce a practical solution to self-repairs (from now on known as repairs) using 

the current technology and knowledge that is available within the system. 

1.2 Method 

The approach taken was to carry out an empirical investigation into repairs and 

to produce a solution based on the findings. The progression of the thesis almost 

mimics the schedule of the processes carried out in the investigation. One of the first 

tasks was to investigate the strengths and weaknesses of the sub-system developed 

by Collingham (1994) for general speech and speech containing repairs. Data was 

collected on the style of speech required, lectures/spontaneous monologues, as there 

was little relevant data in the corpora available at the start of the project. The 

data collected was then transcribed and analysed with respect to the repairs present 

in the data. This analysis was compared to an additional analysis performed on 

another form of speech (human-machine dialogue). This allowed the findings of 

the analysis of the first set of data to be backed up by findings from a different 

source. of speech (dialogue) and a large number of different speakers (over 10.0) with 

different speaking styles. The findings were then formulated into a solution which 

was coded into the current system. The results were then collected and the success 

of the solution measured. 

1.3 Criteria for Success 

Identifying the criteria for success of a project of this type is not an easy task 

as success can be defined in many ways. Normal criteria for success within the 

production of a speech recognition system includes such things as robustness, in­

tegration, feasibility and usability. In this project we are looking at a single part 

of the speech recognition process which requires accurate measurements to identify 

its performance and therefore its success. 
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Identifying the accuracy of a speech recognition system is normally done through 

measurements such as "words correct", "word error" and "word accuracy". Where: 

words correct - is the percentage of words m the original transcript actually 

identified by the system. 

word error - is the percentage of the number of incorrect words found in the 

output compared to the number of words in the original transcript. 

word accuracy - is the percentage of the number of correct words in the output 

compared to the number of words in the original transcript. 

So that: 

number of words in correct transcription w 

number of word substitution errors s 

number of word deletion errors d 

number of word insertion errors 

% words correct 100. w- (s +d) 
w 

(1.1) 

%word error 100. s + d + i 
w 

(1.2) 

% word accuracy 100· w-(s+d+i) (1.3) 
w 

These measurements are acceptable for processing read speech where the exact 

spoken words need to be recognised, but are not acceptable for spontaneous speech 

which includes speech disfiuencies. These disfiuencies need to be removed to allow 

the true meaning of the utterance to be found. If the speaker said: 

The house the Browns house is is the one with the red blue 
door blue windows. 

Here only ten of the original sixteen words spoken are actually required. If the 

system recognised the true meaning of what the speaker was saying, to be: 
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The Browns house is the one with the blue windows. 

then we can see that the system would be 100% correct as far as the meaning is 

concerned, but the word error rate would be 37.5%, the words correct rate would 

be 62.5% and the word accuracy would be p2.5%. Therefore, conventional accuracy 

measurements for speech recognition systems dealing with spontaneous speech and 

in-particular dealing with repaired speech are unsuitable. 

One measuring scheme used within the speech disfluency field is the "recall" and 

"precision" rates of the disf:luency processes. Here the number of actual disfluencies 

are compared to the number of disf:luencies identified and corrected in the output. 

This gives the following four measurements: 

Recognition Recall - gives the number of correctly identified repairs as a per­

centage of the number of repairs present in the text. Therefore, if the system 

found 25 _of the 50 repairs in the original passage then the recognition recall 

rate would be 50%. 

Recognition Precision - g1ves the number of correctly identified repairs as a 

percentage of the number of repairs identified. This takes the number of 

incorrectly identified repairs into account. If the system found 50 repairs and 

40 were actual repairs then the recognition precision rate would be 80%. 

Correction Recall - gives the number of actual repairs corrected correctly as a 

percentage of the total number of repairs in the text. Therefore, if there are 

50 repairs in the text and 25 of these are corrected, but only 20 of these result 

in the correct outcome then the correction recall rate would be 40%. 

Correction Precision - gives the number of correct corrections as a percentage 

of the total corrections made. Therefore, if there are 40 corrections made 

and only 25 of these were actual repairs, but only 20 resulted in the correct 

outcome then the correction precision rate would be 50%. 
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So that: 

number of repairs in the original transcription tr 

number of repairs correctly identified cz 

total number of repairs identified zr 

number of l'alid corrections made l'C 

% Recognition Recall 
cz 

(1.4) 100.-
tr 

% Recognition Precision 
cz 

100 . -:-
zr 

(1.5) 

% Correction Recall 100 · l'C (1.6) 
tr 

% Correction Precision 
l'C 

100 . --;-
zr 

(1.7) 

This scheme is more accurate for a disfluency process than conventional accu­

racy measurements, used in speech recognition, as it distinguishes the disfluency 

process from the recognition process. Thus any errors made by the system during 

the normal recognition process are not shown in the results. These recall and preci­

sion values are used to measure the performance of disfluency processes that work 

at the sentence level. Here the string is already known and disfluencies only need 

to be identified and corrected within a single string. Within the recognition process 

the string is unknown and any disfluency process would need to work at either the 

acoustics, word lattice or sentences hypothesis level. Using the recall and precision 

measurement technique on a list of 2000 hypotheses would not be too beneficial. 

It is true that this technique can be used on the final output from a system but 

this is not accurate enough for our requirements. We need to look at whether the 

repair process actually gives the system the opportunity to use a corrected version. 

Even if the system does not use the repaired section the corrected version should 

be made available to the system. So rather than concentrate solely on the accuracy 

of the final output we will also look at the repair process' production of possible 

corrections and the availability of these corrections to the system. This will be 

done by measurements on the developing hypothesis list throughout the whole run 

of the system. 
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Therefore, a two fold analysis will be carried out. The first uses a "white box" 

approach by looking at internal results of the system and the progress of the repair 

procedure. The position of the required output (hypothesis) within the hypothesis 

list will be taken into account during these measurements. The second approach 

uses a "black box" mechanism taking the overall result into account and looking 

at the overall performance of the repair procedure and system. 

1.4 Thesis Format 

The thesis is organised according to the following plan. 

Chapter 1 shows where in the field of computer science the work presented in 

this thesis fits. This is followed by a summary of the method used to complete the 

project and a discussion on the criteria for the success of the research. 

Chapter 2_ introduces the problem being addressed in this thesis. The general 

problem of human-machine communication is discussed before the problems of 

dealing with spontaneous speech are introduced and the specific problem of speech 

repair is discussed. 

Chapter 3 discusses, in some detail, the current research into speech disfl.uen­

cies. The approaches taken by linguists and computer scientist are compared, and 

a detailed survey of the leading research into disfl.uencies is presented. 

Chapter 4 gives the results of a detailed analysis of the current system (Au­

RAID) being used within this research. The base system, to be used throughout 

the rest of the research presented in this thesis, is defined. 

Chapter 5 gives the results of an investigation into the performance of the 

AURAID system with respect to disfl.uent speech. It is concluded that the system 

has problems dealing with disfl.uent speech and that a process for dealing specifically 

with speech repairs is necessary for the system to improve and expand. 

Chapter 6 investigates the speech resources that are available to speech re­

searchers. Different forms of corpus analysis are compared and the most influential 
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corpora that are available are introduced. 

Chapter 7 gives the results of a detailed analysis on data collected for this 

research. Two· separate analyses are discussed and compared and a theory is in­

troduced for dealing with speech repairs. A further discussion takes place on the 

different theories introduced in chapter 3 and results are discussed on analyses of 

these theories carried out on the data collected for this research. 

Chapter 8 outlines a solution to the problem of speech repairs. A description 

of the general solution is given before a more detailed discussion of the solution is 

presented. This detailed solution deals with speech repairs at a word lattice level 

using the grammatical structures of repairs identified in the analysis (see chapter 7) 

al,ong with knowledge on cue phrases and word fragments (collated using a sub­

word pattern matching technique). The various stages to the solution are presented 

and the modifications to the current system are explained in detail. 

Chapter 9 presents the different evaluations carried out on the final system 

by giving detai_ls of the data used within the analyses and various "white box" and 

"black box" results collated during the evaluations. 

Chapter 10 concludes the thesis by discussing the overall success of the re­

search, the advantages gained within the field of speech .recognition from the re­

search and possible future work that can be carried out with respect to the research 

presented in this thesis. 



Chapter 2 

The Problem 

This chapter introduces the problem of communicating to a hard of hearing person 

within a lecturing environment or a group meeting. Human-machine communica­

tion is identified as a potential solution and the use of speech to communicate with 

a machine is d~scussed along with the problems that this poses. The current state 

of automatic speech recognition systems is discussed before the specific problem of 

this thesis, repair, is identified and discussed as a major problem that needs to be 

addressed. Speech repairs are then explained in more detail. 

2.1 General Problem 

The general problem being addressed by work at the University of Durham is to 

aid deaf people in a lecturing environment. Communication within a lecture is 

unique in a number of ways ~Coffman and Hymes, 1981]. Primarily there is only 

one speaker, though the audience may participate from time to time. The topic 

is known to all participants and the speaker is knowledgeable in the topic and 

experienced in talking about the topic. 

For communication to take place within a lecture it is necessary for the speaker 

. to not only talk to the audience, but also to use displaying techniques such as 

blackboards, white-boards, OHP slides, etc. It rriay also be necessary for the lee-

10 
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turer to use some prepared notes as a reminder as to what they need to say. All of 

these extra activities cause problems to a hard of hearing person within a lecturing 

environment. 

The conventional communication methods used by hard of hearing people, such 

as hearing aids, sign language and lip reading all present problems to both the 

speaker and audience. Therefore, another form of communication is necessary. 

Communication could be via an interpreter who could take some of the respon­

sibility away from the speaker to allow them to get on with the teaching. This 

requires an extra, fully trained, person to be employed for every lecture and would 

be too expensive for the majority of educational establishments. One solution 

would be to automate the interpretation process. 

2.2 Human-Machine Communication 

The problem then moves onto the communication between a "Human" and "Ma­

chine" and how to transfer what the speaker says into the machine. Human­

machine communication is, at present, dominated by typing, but this is typically a 

very slow form of communication (although a fully trained typist can reach 100-150 

words per minute). This is also a very expensive process as a fully trained typist 

would be involved. Handwriting is another possible form of communication which 

is a more universal skill than typing, but is a very slow means of communication 

with speeds of only about 25 words per minute. Speaking is the most common form 

of human communication. Speaking rates vary from about 120 to 250 words per 

minute making this potentially the fastest form of human-machine communication. 

Speech is easily learned as a child and is the most natural form of human com­

munication. A lecturer would not require extra training and the necessity to have 

someone else in the room would be eliminated as the lecturer could perform the task 

of speaking to the system without any modifications to their current presentation 

technique. 
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ADVANTAGES 

• Most natural form of communication 
between people -familiar, convenient 
and spontaneous. 

• Requires no training - people can sp­
eak, but not in all cases can they type 
or write efficiently. 

• Humans highest capacity output chan­
nel. 

• Allows simultaneous methods of com­
munication - hands and voice, for ex­
ample. 

• Allows simultaneous communication to 
humans and machines. 

• Possible in darkness, around obstacles 
and for the blind or handicapped. 

• Permits the verification of a speaker's 
identity. 

• Requires no ·panel space, displays or 
complex apparatus. 

• Possible at a distance and at vanous 
orientations. 

• Permits simultaneous use of hands and 
eyes for other tasks. 

• Permits telephone to serve as a com­
puter terminal. 

12 

DISADVANTAGES 

• Natural, yet unrecognisable sentences 
may be spoken. 

• Need to constrain utterances to those 
recognisable by machine - dependent 
on the application. 

• Speaking rate is slowed down by pauses 
or unfamiliarity. 

• Could confuse computer by speaking 
something to another human. 

• Lack of privacy if other humans are 
present. 

• Sensitive to dialects and differences in 
pronunciation. 

• Interfering "noise" can make accurate 
recognition difficult. 

• Microphone must be worn or held (clo-
sely to avoid "noise"). · 

Figure 2.1: The Advantages and Disadvantages of Using Speech Recognition for 
Human-Machine Communication 

Speech, therefore, is potentially the best way for a human to communicate to 

a machine and a visual display could be used to communicate to a hard of hearing 

person. Though speech is the most desirable form of human-machine communica­

tion, there are several problems in using speech as a communication method. A 

summary of the advantages and disadvantages of human-machine communication 

by speech recognition are outlined in figure 2.1 [Lea, 1980, Page 5]. 

There can be no doubt that automatic speech recognition is one of the most 

difficult "human-impersonation" tasks demanded of a computer. The ideal scenario 

is of any person, talking about anything, into an unobtrusive microphone, under 

any conditions (for example over the telephone, at an airport or with a cold), and 
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having their exact words or meaning immediately recognised. What happens after 

this step is a further problem, but in our case (for deaf students) would include a 

visual and/ or printed reproduction. 

2.3 The Current State of Automatic Speech Recog-

nit ion 

Early research was carried out into speech recognition, under the ARPA initia­

tive [Klatt, 1977], but practical systems were not developed until1983. In Novem­

ber 1983 the General Electric Co. introduced automatic speech recognition into its 

process for inspecting printed circuit boards. This was quickly followed by systems 

in other areas of industry along with systems for more general purposes, such as a 

navigation aid to a blind sailor (see Baker (1987) for more details). These systems 

were very limited in their use due to the constraints imposed upon them. Most of 

the early systems had a very limited vocabulary, were speaker dependent and only 

allowed the user to speak using isolated words. Automatic speech recognition has 

moved on rapidly since this start, though constrained requirements and technology 

limitations still restrict the uses of current automatic speech recognition systems. 

By decreasing the complexity of the required system (i.e. limiting the do­

main, limiting the vocabulary and dealing with read speech alone) the solution 

requirement also decreases, allowing a viable solution to be produced. This solu­

tion, though adequate for the task in hand, does not normally transfer onto more 

complex problems. Systems that deal with read/controlled speech currently have 

acceptable performances, but a large amount of effort is required before little gain 

can be made to the performance of such systems. Moving a particular system to a 

new domain or onto a new style of speech requires a large amount of data, both for 

training acoustic models and language models. This is clearly impractical for uni­

versity lectures where the topic changes constantly. To help overcome some of the 

current problems of automatic speech recognition systems the interest of speech 
-

recognition research has been shifting from read speech to natural/spontaneous 
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speech. Simply replacing read speech with spontaneous speech in a system pro­

duced for dealing with read speech can result in greatly decreased performances 

[Butzberger et al., 1992] therefore, more detailed research is required. 

The current "state of the art" can be described as large vocabulary speech 

recognition systems producing acceptable levels of recognition of read speech from 

a specific domain. Research into the move to other domains and onto spontaneous 

natural speech is ongoing. It is here at the cross over between read and spontaneous 

speech that research into automatic speech recognition systems currently lies. 

2.4 The Specific Problem 

There are a range of problems with using the speech of a lecturer to communicate 

with a machine. These problems stem from the style of the speech. Spontaneous, 

unrestricted speech is different from read or prepared speech in a number of ways. 

One of these problems is the existence of speech disfluencies. Disfluencies are the 

irregularities of speech which appear in spontaneous speech but are infrequent in 

prepared, read speech. Hindle (1983) states: 

The essential idea is that non-fluencies occur when a speaker corrects 
something that he or she has already said. 

Disfluencies have been given many names including: hesitations, self-repairs and 

false starts. Various acoustic features have also been categorised as disfluencies 

(e.g. filled pauses) and different researchers have formed their own meaning of 

dis:fluencies to suit their research. The fact that standard definitions have not been 

formed shows that research into speech disfluencies, within the speech recognition 

process, is in its early stages. For this work we distinguish between three different 

forms of disfluency. 
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2.4.1 Repairs 

A speech repair is a disfiuency where some of the words that the 
speaker utters need to be removed in order to correctly determine the 
speakers meaning. 

[Heeman, 1994, Page 2] 
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In other words, a repai'f is where the speaker has noticed that they have made 

a possible mistake during their speech, stopped speaking and either repeated what 

they had originally said, having decided that there was no mistake, or corrected 

what they had originally said by repeating the speech with some changes. The 

level and depth ofthe changes made depend on the nature of the mistake and the 

amount of information needed to correct the mistake. 

In an analysis carried out for the research in this thesis (see chapter 7), three dif­

ferent repair types were identified. The first deals with repairs containing duplicate 

sections. Here_ the reparandum1 matches the correction, though the reparandum 

could include a word fragment, such as: 

The essen- I the essence of this course is ... 2 

The second deals with a grammatical change to the speech. This is where a word 

is inserted, deleted or corrected to change the grammar of the sentence without 

changing the meaning, such as: 

The first thing to tell you is the book I the recommended book 
for this course. 

The third deals with a semantic change to the speech. This is where a word is 

inserted, deleted or corrected to change the actual meaning of what is being said, 

such as: 

This book I this course. is not about the research aspects. 

1See section 2.5 for terminology explanations. 
2The examples used in this introduction are taken from real speech. 
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It is this type of disfluency that the work presented in this thesis examines in 

detail (a fuller discussion of this type of disfluency can be found in section 2.5). 

2.4.2 Filled Pauses 

In certain work a filled pause (Heeman (1994) calls these abridged repairs), such 

as "erm" or "uh", is classed as a type of repair, while in others their presence is 

ignored completely. In this work a filled pause is seen as something other than 

a repair. It is seen as a "pause for thought" where this pause is filled with noise 

to stop the listeners from interrupting the speaker. The quotations above indicate 

that a disfluency "corrects something that the speaker has already saitf' and a repair 

is "where some of the words that the speaker utters need to be removetf'. It is true 

that filled pauses can be helpful in that they can appear in repairs and therefore 

their presence could indicate a possible repair. In the analyses carried out for this 

research, filled pauses were found both within repairs and outside repairs: 34% of 

filled pauses were found inside repairs, while 66% were found outside repairs. 31% 

of sentences contain repairs (see chapter 7, page 133) therefore the filled pauses 

are spread proportionally between the normal speech and repaired speech. A filled 

pause alone does not help in identifying the location a repair. 

Shriberg (1994) claims that a filled pause is a disfiuency, but says that other 

discourse markers categorised as fillers, such as "well" and "like", are not. Our 

argument is that a filled pause is a lexical entry that is used in spontaneous speech 

much like an interjection. Shriberg claims that different filled pauses have different 

meanings. If this is so then a filled pause is a "word" used in speech, not a speech 

repair. This is supported by the fact that filled pauses have distinct acoustic 

patterns [Shriberg, 1994]. If filled pauses do have distinct acoustic patterns it 

should be possible· to recognise them and therefore deal with them quite easily. 

Filled pauses are more of a recognition problem at the acoustic level than a speech 

problem at the word level. 
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2.4.3 False Starts 

A false start or fresh start is where a sentence was started and then ended, before it 

was completed and a second sentence begun. Some researchers include false starts 

as repairs while others treat them separately. Here we class false starts as separate 

from repairs because of their different nature. It is the need for part of the removed 

text of false starts to be kept, which distinguishes them from normal repairs, and 

therefore requires a different solution to that of normal repairs. We include false 

starts in all of the analyses carried out in this research. for completeness, even 

though we are not specifically looking for a solution to this form of disfl.uency. Our 

analyses showed that there are four types of false starts: 

1. Un-required information 

The details of the aborted sentence are not required within the dialogue and 

can therefore be ignore.d. 

Example: 

Its a very simple tale about I if I take these off too quickly 

you should shout out because I tend not to notice when 

you're still writing. This is a famous set of drawings. 

2. Required information 

The information from the part sentence is required to be able to understand 

latter (probably the following) sentences. 

Example: 

They are usually very difficult to maintain. When we 

write the program I all the ones you have written have 

been thrown away. In the computer industry people write 

programs and these programs change and evolve over the 

years. 
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3. Major repair 

This is where it is possible, with major modifications to add (join) the part 

sentence to the following sentence/passage. 

Example: 

What they'll actually deliver is a real I I call this a whiz kid 

production. He spends twenty eight hours a day hunched 

over his machine. Putting all the bells and whistles on 

what is a very simple concept. 

4. Completed sentence 

This is where it is possible to add (join) the part sentence to a latter (not 

the following) sentence/passage. This could be seen as sentence divergence. 

Example: 

One interesting way of representing all of these lines of 

code I if I can find a piece of coloured chalk I was devised 

by a friend of mine. 

The problem of classification of speech disfluencies is appearing as different 

researchers work independently on disfluency. Here we have classified disfluencies 

into three different groups and will concentrate on the first group (repairs) in the 

rest of the work presented in this thesis. 

2.5 Speech Repairs 

The best way to visualise a speech repair is to look at the different definitions used 

to classify the sections of a repair. There are two different definitions to the "make 

up" of a repair, which are commonly used. 

The first is based on the definition given m [Levelt, 1983] and built on in 

[Carletta et al., 1993]. The structure is arranged around an interTuption point. 

The original uttemncc precedes the interruption point that could be followed by 
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A) 
Interruption 

Point 

I Editing 
Original Utterance t Phrase 

r--1 

Now the first ques- well 

t 

Repair 

the second question to answer is ... 

\~ I Delay 1 Retracing Alteration 
Reparandum 

Editing Term 

B) Interruption 
Point 

! Editing 
Term Reparandum Correction 

Now the first ques- well the second question to answer is ... 

t t 
Word Cue Phrase 

Fragment 

Figure 2.2: Two Repair Definitions 
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an editing phrase. The editing phrase may consist of a period of hesitation (pause) 

and/ or an editing term such as "I mean", "sorry", "if you like", "well" or "no". The 

final section is the repair itself. Within the original utterance is the reparandum 

which is that piece of the original utterance that is not in the repair. The alteration· 

is that piece of the repair that replaces the reparandum. There could also be a 

delay between the reparandum and the interruption point and also some 1·etracing 

between the interruption point or editing phrase, if one exists, and the alteration. 

See section A of figure 2.2. 

The second definition splits a repair into three sections: the reparandum, the 

editing term, and the correction. The 1·eparandum, which might end in a word 

fragment, is the text that the speaker intends to replace. The end of the 1·eparandum 

is called the interruption point, which will be marked in all examples with "I". 
This rnay then be followed by an editing term, which can be either a filled pause, 
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such as "erm" or "uh", or a cue phrase, such as "I mean", "sorry", "if you like", 

"well" or "no". The final section is the correction which is intended to replace the 

reparandum. In order to correct a repair, the reparandum and editing term need to 

be deleted. This will determine what the speaker intended to say. This gives the 

repair structure shown in section B of figure 2.2. 

For the work presented in this thesis we use the second of these two definitions 

for the simple reason that it holds enough definitions for the requirements of this 

research. Furthermore, it conveys more closely the structure of repairs as we see 

them. One main advantage of the second definition is that the start of the reparan­

dum is identified, which is not always true in the first definition and is important 

in dealing with repairs. 

As can be seen from the examples given, so far, and as researchers into speech 

recognition systems [Butzberger et al., 1992] have shown, repairs are a phenomena 

which are not part of written text and therefore have not been taken into account 

when read speech has been used within the field of speech recognition. To deal 

with spontaneous speech, repairs need to be taken into consideration. 

2.6 Chapter Summary 

This chapter began with a discussion as to why communication with a machine 

would be beneficial to hard of hearing people. If an automatic speech recognition 

system could recognise what a lecturer said and display this on a screen it would 

allow the hard of hearing person to undertake a normal university course, without 

restrictions. The lecturer should not be restricted in what they can say, nor in how 

they can say it. This leads to the requirement of dealing with spontaneous speech; 

thus introducing problems for speech recognition systems. One of these problems 

is the existence of various forms of speech disfluencies. The specific disfluency of 

repair is the one of most interest to us and will be investigated in the rest of this 

thesis. 

The problem being tackled by the work presented in this thesis is to incorporate 



Chapter 2: The Problem 21 

into the sub-section of an automatic speech recognition system (AURAID [Coiling­

ham, 1994]), being developed for the general problem of recognising spontaneous 

speech within a lecturing environment, a module to deal with speech repairs, using 

knowledge readily available to the system and other automatic speech recognition 

systems. 



Chapter 3 

Speech Disfluencies 

This chapter deals with the current state of research into speech disfiuencies. A 

general discussion of disfiuency research is given before a detailed description of 

the major research theories and results is presented. 

3.1 Introduction 

The advancement of automatic speech recognition systems over the past few years, 

from the recognition of isolated words, to recognising continuous speech, and now 

onto natural, spontaneous speech has led to a number of specific problems. In the 

move from isolated speech (word recognition) to continuous read speech the extra 

requirements of a speech recognition system included identifying word boundaries 

and sentence boundaries. The move from read speech to spontaneous speech has led 

to further problems with the grammatical nature of the speech. Spontaneous speech 

is known to have what is normally classed as an ungrammatical nature. Speech 

repairs, repetitions and false starts ( disfiuencies) are something that are common 

in spontaneous speech, but do not appear regularly in other forms of speech data, 

such as isolated words or even read speech. It is believed that disfluencies do not 

follow the normal constructs of natural speech [Hindle, 1983], therefore any passage 

containing a disfluency would not be recognised by_ an automatic speech recognition 

system designed to deal with grammatical speech, without some form of disfluency 

22 
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processing. 

Speech disfiuencies are a major constituent of spontaneous speech and play 

an important role in the confusion of automatic speech recognition systems built 

for read speech. Butzberger et al. (1992) show that using a speech recognition 

system designed for read speech on spontaneous speech can "significantly degrade 

recognition performance". 

Speech disfiuencies are a specific problem which has arisen within the field of 

automatic speech recognition since spontaneous speech has become the medium of 

the research. Research into the structure and features of spontaneous speech is n<;>t 

new and has been carried out in the linguistics field for a number years [Goldman­

Eisler, 1961] [Siegel and Martin, 1967] [Lalljee and Cook, 1969] [Broen and Siegel, 

1972]. The problem is that this research does not tie exactly with the requirements 

of speech recognition research. In their analyses of the structure and features of 

spontaneous speech, linguists used to remove the impurities of speech, including 

speech disfiuericies, before analysing the remaining text as can be seen from the 

following quote. 

The absence of repair from the sentences with which linguists con­
cern themselves sometimes inclines me to share the suspicion that much 
of the available analysis is for written sentences or for "might-as-well­
be-written" sentences. 

[Schegloff, 1979] 

Despite this there has been some work on speech disfiuencies from the linguistics 

field that has helped the speech recognition field [Levelt, 1983] [Levelt and Cutler, 

1983] [Sagawa et al., 1994]. 

The speech recognition field is interested in both the purities and impurities 

of speech, as both are an integral part of speech and both need to be handled by 

any automatic 'spontaneous speech'. recognition system. This interest can be seen 

by the increased research in detecting and correcting speech disfiuencies in natural 

speech [Hindle, 1983] [Bear et al., 1992] [Hirschberg and Nakatani, 1993] [.Johnson 

et al., 1994a] [O'Shaughnessy, 1994] [Heeman and Allen, 1994a]. 
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Due .to the effect of disfluencies in spontaneous speech a system not taking 

account of disfluencies would in effect fail to identify 31%1 of all possible sentences 

before any processing is carried out. If the system was 100% successful with all the 

remaining sentences the system would still orily have the potential to identify 69% 

of the sentences correctly. This does not take into account any knock-on effects of 

the disfluency information or the use of semantic and pragmatic processing which 

are likely to use previous, incorrectly recognised, passages. It is likely that the 

performance would be much lower with the disfluency confusing the automatic 

speech recognition system. Recognition rates of this level are unacceptable and 

this has led to a body of research on detecting and correcting speech disfluencies. 

If disfluencies are added into the system as normal passages of speech (i.e. into the 

grammar) it may help recognition but, it does not help to identify or correct the 

disfluencies and would simply pass the problem onto latter processes (See section 8.1 

page 153 for a discussion on statistical language models). 

3.2 Linguistic Analyses 

Some linguists believe that speech disfluencies are an unnatural and un-required 

part of speech and have thus removed them from their data. This was by no means 

a universal practice and there have been a number of linguistic analyses of speech 

disfluencies [Goldman-Eisler, 1961] [Siegel and Martin, 1967] [Lalljee and Cook, 

1969] [Broen and Siegel, 1972] [Levelt and Cutler, 1983] [Levelt, 1983] [Sagawa et 

al., 1994]. 

Speech disfluencies have been examined for many purposes in the fields of 

linguistics and psychology. Blackmer & Mitton (1991), Levelt (1983, 1989) and 

Sagawa et al. (1994) have used the information gathered on disfluencies in trying 

to identify how humans monitor their speech. Though not completely relevant to 

the requirements of speech recognition research the findings of Blackmer & Mit­

ton and Levelt could be used within the speech recognition field. Blackmer & 

1 An analysis of speech disfluencies in chapter 7 shows that 31% of all sentences contain 
disfluencies. 
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Mitton performed latency measurements around the disfiuencies found in human­

human radio conversations to form a monitoring theory. This work was expanded 

by Sagawa et al. who modified the monitoring theory based on their own latency 

measureme~ts. Levelt's findings have proved very useful in the field of speech 

recognition. Though he was investigating the human process of speech produc­

tion (using speech describing coloured dot patterns arranged rectilinearly) some 

of his theories have been incorporated into automatic speech recognition and un­

derstanding. His "well-formedness" rule of speech disfiuencies has been used by 

Heeman (1994) and Heeman & Allen (1994a) in detecting and correcting speech 

disfiuencies. Levelt (1983) also identified that: 

... the editing term plus the first word of the repair proper almost 
always contain sufficient information. 

for detecting and correcting repairs which is exactly what Hindle (1983) uses in his 
I 

automatic disfiuency correction process. 

Levelt & Cutler (1983) examined the use of acoustic knowledge to help iden­

tify speech disfiuencies. They used the pitch, amplitude and duration as prosodic 

markers of specific words within a disfiuency. They found that phonetic repairs 

or word repetitions were not marked at all and only 45% of lexical repairs were 

actually marked. This is similar to the 38% found in earlier work (Cutler, 1983). 

Though they state that prosodic knowledge is useful, one thing to come from 

this work is the fact that prosody is difficult to measure. Both authors analysed 

four hundred and twelve repairs individually and could not agree on how to solve 

27% of the cases. The fact that there were limitations on the types of prosodic 

markers and words being analysed shows that the use of prosody is very difficult and 

potentially inaccurate. Nevertheless prosodic information has proved very popular 

in identifying disfiuencies in both linguistics (Howell and Young, 1991) (Beach, 1991) 

and speech recognition (Nakatani and Hirschberg, 1994). 

Howell & Young (1991) add extra prosodic knowledge to that identified by 

Levelt & Cutler (1983). In their analysis of three hundred and ninety one speech 
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repairs taken from the LLC2 they found that a pause directly after the reparandum 

and increased stress on the first word of the "alteration" 3 compared to that of the 

replaced word in the reparandum are important. In perceptual experiments they 

found that listeners could comprehend those disfiuencies that contained prosodic 

information and that the listeners could repeat the repaired speech quicker if, both 

pause and increased stress is available. Like most work in speech disfluencies the 

authors removed one hundred and nineteen (30%) of the disfluencies from the 

analysis for various reasons, such as, overlapping disfluencies, the existence of cue 

phrases, disagreement about the true prosodic marks and multiple interpretations. 

Beach (1991) believes that prosody plays an important role in speech production 

and recognition and claims that "there is a relationship between sentence prosody 

and syntactic structure". This is a notion agreed with by Price et ·at. (1991), 

who go on to examine the role of prosody in distinguishing the meaning of an 

otherwise ambiguous structure. If prosody is actually used in this way then it 

is possible to believe that prosody does play an important role in distinguishing 

the role of speech disfluencies and the actual meaning of an ambiguous passage 

containing disfluencies. Speech recognition researchers have picked up on this and 

much interest has been shown in the use of prosody within speech recognition 

systems (Bear et al., 1992) (Nakatani and Hirschberg, 1994). 

From a psycholinguistic point of view (i.e. how the human process works rather 

than analysing the disfluencies themselves from a computational point of view), 

one analysis of a large number of speech disfluencies has been carried out by 

Shriberg (1994). Shriberg attempts to form a stable platform from which disfluency 

researchers can build. The goal of the work was to provide evidence that disfluen­

cies, within spontaneous speech, show regular trends in a number of dimensions. 

A database of 5,025 speech disfluencies was produced, taken from three speech 

corpora of dialogues, and marked using knowledge from various sources including: 

speaker information, sentence information, and a pattern labelling scheme based 

2The London-Lund Corpus, see chapter 6 page 119. 
3 The alteration starts at the word that replaces the incorrect word in the reparandum (using 

the notation used in this thesis) and is not the co7Tection, ·as defined earlier in this thesis. 
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on that of Bear et al. (1993) . This pattern labelling scheme was used to group the 

disfiuencies into eight different types, which were then used in the analysis to label 

the different forms of disfiuencies. A large number of facts on the disfiuencies and 

various trends were noted. Though "syntactic features" were not used within the 

data, it does show that: 

... there are, indeed, significant regularities in the distribution and 
characteristics of disfiuencies. 

(Shriberg, 1994] 

This is something which is required if automatic speech recognition systems are 

to deal with speech disfiuencies. 

Work at Edinburgh university has examined how points of disfiuency are recog­

nised within the human recognition process (Lickley and Bard, 1992] (Lickley, 1994]. 

They investigated the possibility that prosody is not the fundamental factor in dis­

fluency identification and hypothesised that syntax also plays an important role. 

They performed perception tests of disfiuencies by stopping the text before and 

during the onset of the continuation word (i.e. the word following the interruption 

·point). This showed that it was possible to detect the disfiuency before the contin­

uation word was complete, and recognised. Thus indicating that it is unlikely that 

syntax plays a major role in the human perception of speech disfiuencies. They 

also noted that the disfiuency was generally recognised after the onset of the con­

tinuation word, but very rarely before the onset of the continuation word. This 

points to the fact that there is a major source of information at the onset of the 

continuation word, but no hypothesis was given as to what this could be (though it 

was suggested that the expectancy or rhythm of the prosodic/acoustic signal could 

play a part). 

Oviatt (1995) has investigated the design of a user interface by comparing disfiu­

encies found in a number of different communication media (writing, human-human 

communication and human-computer communication). The domain was informa­

tion extraction and the goal was to provide eri1pirical guidance for the design of 
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robust spoken language technology. Oviatt found that two factors influenced the 

disfiuency rates. 

• the length of the utterance. 

• the lack of structure within the presentation format. 

Oviatt hypothesised that design methods capable of guiding users' speech into 

briefer sentences have the potential to eliminate the majority of spoken disfiuencies. 

In her analysis, Oviatt found that "a structured presentation format successfully 

eliminated 60-70% of all disfluent speech". This is not too helpful for the require­

ments of a lecturing environment, but it does show that prevention rather than the 

cure of speech disfiuencies is being investigated. 

Fox Tree (1995) investigated the effect of disfiuencies on understanding, and 

in-particular the understanding of the words following a disfiuency. The findings 

were that false ·starts cause greater problems than repetitions. Fox Tree also looked 

at current theories of speech production and compared the results and the theories. 

Fink & Biermann (1986) investigated the use of expectations within a dialogue 

to anticipate the next input. Using information on previous dialogue structures 

and the current trends of the speaker, taking note of repetitions in the dialogue, 

the system gives the expected meaning to a parser. The parser is then strongly 

biased towards this meaning. A system was developed and used to correct miss­

recognitions by a speech recognition system. The theory could easily be moved 

into an automatic speech recognition system, though it would only really work in 

a structured dialogue situation. 

3.3 Speech Recognition Analyses 

Although there was early research [Goldman-Eisler, 1961] [Lalljee and Cook, 1969] 

[Broen and Siegel, 1972] into the process of speech disfluencies, it was not until 

1983 [Hindle, 1983] that the first attempt to automate the process of correcting 
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speech dis:fluencies was performed. Only recently has there been an attempt to 

expand the theories of dealing with speech disfluencies so that they can be used 

within automatic speech recognition systems. A number of theories have built upon 

the work of linguists and incorporated this into speech recognition research. Car­

letta et al. (1993) have develop~d a coding scheme for repairs similar to that used 

in [Levelt, 1989) and have analysed ten dialogues from the Map Task Corpus using 

this coding scheme. Heeman (1994) has used Levelts "well-formedness" theory and 

Hindle (1983), though not from the speech recognition field (he does produce an 

automatic method to deal with speech disfluencies), has also used theories similar 

to those of Levelt. A further source of information suggested by linguists is the use 

of acoustic/prosodic information. 

The views of psychologists and linguists is that prosodic features play an impor­

tant role in speech disfluencies. The problem is that little is known as to the exact 

nature of prosody and prosodic marks. Speech recognition researchers have tried to 

identify exactly what the different prosodic marks actually mean within sentences 

and across sentences but as yet no complete theory exists. Wprk is continuing and 

as more information is gathered about prosodic marks the true nature of prosody 

within spoptaneous speech may well become clear. 

Prosodic information has also been shown to have an ambiguous nature and can 

therefore not be used alone. The extra information required could include pattern 

matching techniques or simple syntactic information. Both have been investigated 

as possible approaches to identify and correct speech dis:fluencies. 

Two distinct approaches to dealing with speech dis:fluencies have appeared 

within speech recognition research. The first uses acoustic knowledge to identify a 

disfluency and the extent of the disfluency, while the second uses pattern matching 

techniques and limited syntactic knowledge. Only rarely are the two combined 

into a unified theory [Bear et al., 1992). Though many will agree that this is the 

ultimate solution there is currently insufficient knowledge about either aspect for 

a unified theory. 

As interest in this area is increasing more research is being carried out. Below 
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is a list of the different people and sites that have contributed to the ever growing 

research into speech disfiuencies. 

3.3.1 INRS (Quebec) 

One of the main pieces of work on using acoustics within the speech recognition field 

is given in (O'Shaughnessy, 1992] (O'Shaughnessy, 1993a] (O'Shaughnessy, 1993b] 

(O'Shaughnessy, 1994]. O'Shaughnessy examined the use of acoustic knowledge on 

pause lengths, word durations and fundamental frequency (pitch contour) in the 

identification of, what he calls, false starts (normally classed as disfiuencies) within 

spontaneous speech. 

The data was taken from the ATIS domain. The passages consisted of forty 

two adult male and female speakers each speaking thirty utterances. The utterance 

lengths varied with an average utterance length of twelve words. Therefore 1,260 

utterances consisting of approximately 15,120 words were analysed. From these 

utterances sixty word repetitions, thirty word insertions and twenty five word re­

placements were found. In all, approximately 10% of the utterances contained 

speech disfiuencies. 

The early analyses (O'Shaughnessy, 1992] (O'Shaughnessy, 1993a] (O'Shaughnessy, 

1993b] identified that there were prosodic factors that could be used for the iden­

tification of "simple" restarts (i.e. repetitions) and used a basic rule of: 

If a pause is less than 4 OOms then there is a false start. 

(O'Shaughnessy, 1992] 

This rule gave correct identification of 70% of restarts and only 35% of the 

selected locations were false identifications, giving a recognition recall4 rate of 70% 

and a precision rate of 65%. This performance is well above chance but it was 

clear that pause duration alone was not a reliable cue of simple restarts. The 

theory was expanded so that simple restarts could be corrected. It was noted 

4 See section 1.3, page 6, for a definition of these measurements. 
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that the acoustic patterns of the repeated words changed very little and therefore 

an analysis of the "spectral-time patterns" before and after the interruption point 

(relevant pause) could be carried out. O'Shaughnessy recommended that only two 

to three syllables need be examined. By comparing the three syllables before the 

identified interruption point and the three syllables after the interruption point it 

was expected that the first of two 'matching' spectral patterns could be removed, 

thus correcting the.repair. No results of this are given but it was hypothesised that 

this process would increase the identification of repairs to 80% and reduce the level 

of false alarms to 15% giving a recall rate of 80% and a precision rate of 85%. 

To deal with more complex restarts, which contain insertions and substitu­

tions, it would be necessary to include a more detailed analysis of the surrounding 

syllables. But more interesting is the fact that the author states: 

... there are many possibilities here and many of them have spectral 
and prosodic patterns that resemble fluent speech. 

[O'Shaughnessy, 1992] 

So in his analysis O'Shaughnessy has found that prosody has an ambiguous 

nature and therefore to analyse a specific problem with respect to prosody alone 

seems to be inadequate. 

As an extension to his earlier work O'Shaughnessy examined complex restarts 

[O'Shaughnessy, 1994], which are those defined as involving the deletion and/or 

insertion of word(s). The theory which was developed was based on the original 

1,260 utterances and was tested on a separate set of 2,132 utterances from the 

ATIS corpus. These 2,132 utterances contained thirty two simple patterns, forty 

complex restarts with matching words and twenty five complex restarts without 

matching words. This latter set of disfluencies were not taken into account in this 

analysis as: 

... the speakers did not help the listener decode the 1'estart by repeat­
ing words, but simply resumed speaking after a brief pause, assuming 
that the listener would delete the immediately p1·eceding word(s). 

[O'Shaughnessy, 1994] 
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His solution was to take the syllable matching technique used in the earlier work 

(expanding it to one, two or three syllables) and allow up to four syllables between 

the matching sequences. So the structure of the disfluencies was expected to be: 

(1-3 matching syllables) <pause> (0-4 syllables) (1-3 matching syllables) 

Using this method on the 2,132 test utterances "preliminary results indicate 

successful recognition in approximately half of the complex restarts involving re­

peated words". No actual figures were given on the performance of the system 

except the above, though he also states that "there appeared to be a relatively low 

rate of false alarms". 

Of most interest to the work in this thesis is the fact that the solution attempts 

to deal with speech disfluencies at a sub-word level, without the identification of 

the words or even word boundaries. There are a number of problems with this 

approach. The first is the number of repairs covered by the algorithm. All of the 

repairs are exp.ected to contain a matching section, which is not the case and those 

that do are expected to have matching sections of between one to three syllables 

in length. Therefore the reparandum can only ever_ be up to three syllables in 

length. Any newly added words after the interruption point can only span upto 

four syllables. These limitation eliminate a number of disfluencies and are too 

limiting to make the algorithm practical. It could be possible to increase the 

length of the different sections of the structure but O'Shaughnessy (1994) states: 

... increasing the length of added new words beyond four syllables 
resulted in too many false alarms. 

The algorithm also does not take word fragments or cue phrases into account. 

Disfluencies containing word fragments are simply removed from the initial list of 

disfluencies that can be solved and cue phrases are ignored completely. A further 

problem with dealing with repairs at the acoustic level is that any information 

removed at this stage would not be available later, therefore any mistakes made 

here would propagate through the whole of the_recognition process without the 

possibility of re-trace. 
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3.3.2 ATT & Harvard 

Work into investigating acoustic and prosodic cues to disfluencies within the ATIS 

corpus has also been performed [Hirschberg and Nakatani, 1993] [Nakatani and 

Hirschberg, 1993a] [Nakatani and Hirschberg, 1993b] [Nakatani and Hirschberg, 

1994]. They split their disfluencies into three intervals and investigated the acoustic 

properties of each interval. Using a decision tree mechanism they managed to 

identify one hundred and ninety two (86%) out of two hundred and twenty three 

speech disfluencies with only nineteen false positives (giving an identification recall 

rate of 86% and a precision rate of 91 %). They used knowledge on pause durations, 

word fragments, filled pauses, amplitude comparisons, FO changes and some lexical 

knowledge on word lengths and word tags. Their main source of knowledge was the 

duration of the pause after the interruption point, which has figured in a number 

of acoustic investigations of disfluencies, but they also used the existence of a word 

· fragment as a major key. The existence of a word fragment was used to identify one 

hundred and six (55%) of the one hundred and ninety two identified disfluencies. 

The authors did examine word fragments in more detail, but did not come to any 

conclusion as to which factors could be used to identify a word fragment. The fact 

that word fragments and filled pauses were used heavily as identification markers 

and the fact that these were entered manually decreases the significance of these 

results. 

3.3.3 Hindle 

One of the earliest pieces of work on automating the detection and correction of 

speech disfluencies was carried out by Hindle (1983). This work included a wide 

range of disfluency types frorri repairs to false starts and was based on work by 

Labov (1966). Labov identified a phonetic marker within the speech signal that 

was said to identify where a disfluency had taken place. With this marker Labov 

formed a simple set of rules, based on "pattern matching" within the word string, 

to identify the type of disfluency and the correctiop required. This phoneti~ marker 

is also presumed in the work of Hindle, though the exact nature of this signal is as 
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yet unknown, but Hindle goes deeper into the "syntactic constituent-hood" of the 

disfiuency and moves away from the string level pattern matching technique. 

Hindle used an interview scenario to collect a corpus of twenty hours of human­

human dialogue of which a ninety minute passage was used in his analysis. Of 

the sentences within the ninety minute passage Hindle found that 50% contained 

repairs. This is a very high figure but is not totally unexpected given the nature 

of the dialogue. 

Hindle's system was built on top of a deterministic parser using a 2,000 word 

lexicon. A number of additional rules were added to the parser to allow it to deal 

with disfiuencies by ignoring the reparandum when processing a string. Hindle 

classed his rules into two different groups. The first dealt with the "expunction of 

copies" while the second dealt with "lexically triggered restarts". These rules have 

been summarised into four basic rules. 

1. If the words before and after an edit signal (interruption point) are the 

same then remove the first occurrence. 

2. If the class of the word after the interruption point matches the class of 

the word before the interruption point then remove the first word. 

3. If the class of any word before the interruption point matches the class 

of the word directly after the interruption point then remove this word 

and all of its joined constituents. 

4. If the words after the interruption point are a cue phrase then remove 

everything before the interruption point (this was to deal with restarts). 

Hindle showed some promising results and indicated that 95% of the disfiuencies. 

in his test sample were processed correctly. Only 3% resulted in a correction being 

made that failed to produce the required result while no correction was attempted 

for only 2% of the disfiuencies. 
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One of the main problems with this work is the amount of pre-processing re­

quired for the system to work. This pre-processing includes: 

• Manual indication of sentence boundaries. 

• Manual indication of speaker changes. 

• Identifying the position of the interruption points. 

• Manual changes to syntactic tags. 

• Manual identification of word fragments and their required tags. 

A further problem with this processing technique is that the system is presumed 

to know exactly what has been said and only needs to identify disfiuencies within 

this string. It does not need to identify the disfiuency within an unknown string 

or a number of possible strings, which is the real problem within an automatic 

speech recognition system. The fact that word fragments are available and tags 

are added manually also simplifies the problem. Moreover, the 'major' drawback 

of this approach is the manual identification of the interruption point (i.e. exactly 

where a disfiuency occurs). This removes the possibility of false positives and 

overcomes one of the main problems in the detection of speech disfiuencies. The 

process of dealing with false starts is also a problem. Not all false starts contain a 

cue phrase, plus, as indicated in our analysis of speech disfiuencies (see chapter 7), 

it is not acceptable to simply remove the reparandum of a false start as some 

information loss could result. 

If a clear edit signal can be identified and the problems of identifying word 

fragments and tagging strings of words overcome, then this process does show 

some potential. 

3.3.4 SRI International 

Bear et al. (1992) and Shriberg et al. (1992) have investigated the automatic iden­

tification and correction of repairs, but do not take into account the problem of 
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- The interruption point. 

M - Matching words 

R - Replacements 

- Joined words 

X - Insertions anQ. Deletions 

C -Cue words 

FP - Filled Pauses 

-Fragment marker. 

Figure 3.1: Pattern Matching Notations used by Bear et al. (1993) 
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false starts. Three stages and three forms of knowledge are used in an attempt to 

solve repairs. The first stage uses a simple pattern matching technique to identify 

repeated words, which are common in repairs. They then incorporate parsing tech­

niques to clarify the existence of a repair and finally incorporate acoustic/prosodic 

information to help identify the type of the repair. 

The data they used was again from the ATIS corpus of human-machine dia­

logues, where the speech was recorded using a "wizard of oz" technique, within 

the field of flight bookings. From their 10,718 sentences they found six hundred 

and seven ( 5.6%) contained speech repairs and that 10% of those sentences of more 

than nine words contained repairs. This is very low but it is likely to be due to the 

fact that the nature of the speech leads to a very structured conversation. 

Their solution is based on three phases: 

i) Pattern Matching 

The first phase uses a pattern matching component to search for identical se­

quences of words and simple syntactic anomalies such as "a the" or "to from". The 

pattern matching notation used within this work is given in [Bear et al., 1993] and 

a summary is given in figure 3.1. 
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Some examples of repairs and their patterns are: 

List the aircraft I list the types of aircraft that ... 
Ml M2 M3 I Ml M2 X X M3 

On July fif- I on July twentieth ... 
Ml M2 Rl- I Ml M2 Rl 

back to Pittsburgh I'm sorry I back to Denver 
Ml M2 Rl c c I Ml M2 Rl 

37 

It should be noted that in this notation the interruption point is after the cue 

phrase. Other work in speech disfluencies has the interruption point before the cue 

phrase and this latter notation is used in this thesis. 

The number associated with each pattern class is used to indicate which. word 

matches or replaces which word on the opposite side of the interruption point. So 

that in a repair, <'Ml" in the correction would match "Ml" in the reparandum and 

"R2" in the correction would replace "R2" in the reparandum. 

Using only this first phase a test using four hundred and six of the 'non-trivial' 

repairs was carried out. The system successfully found three hundred and nine 

(71% ), but the system also identified one hundred and ninety one (38% of all those 

identified) false positives giving an identification recall rate of 71% and a precision 

rate of 62%. Of the three hundred and nine correctly identified the system managed 

to correct 57% giving a correction recall rate of 43% and a precision rate of 35%. 

ii) Parsing 

The purpose of the second phase was to eliminate the false positives identified 

during the first phase. The idea was to parse each of those sentences identified 

as containing a possible repair and remove those that parsed successfully. It was 

expected that an actual repair would not parse while the false positives would. A 

test using this theory was carried out on three hundred and thirty five sentences 

of which one hundred and seventy nine contained actual repairs and one hundred 

and seventy six contained false positives. Two t~sts were carried out, one using 

syntactic information only, and the other using sytactic and semantic information. 
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Results 
type total repazr false un-decided 

Syntax repair 179 68 56 55 
only false 176 3 131 42 

Syntax and repair 179 64 23 92 
Semantics false 176 11 90 75 

Table 3.1: SRI International: Parsing Results 

Table 3.1 shows the results of these tests. 

Though this technique does seem to eliminate the majority of the false positives 

it also eliminates a number of the actual repairs. These results though interesting 

do not seem to give an adequate medium for identifying repairs. It is true that 

of the sixty eight identified as a repair (using syntactic information), sixty two 

were actually corrected correctly and sixty of the sixty four repairs identified as 

speech repairs using the semantic information were also corrected correctly. This 

technique shows promise in identifying repairs that can be correctly dealt with, but 

it does eliminate a large number of repairs that should still be handled. 

iii) Acoustics 

The purpose of the third phase was to investigate the use of acoustic information 

in distinguishing false positives from repairs. An analysis was carried out on two 

types of repairs: those that had the pattern "M1 I M1", and those that had the 

pattern "M1 I X M1". It was found that there was a difference in the pause lengths 

and word durations between the false positives and repairs. Actual tests were not 

carried out and only hypotheses made based on the analysis, but· it was claimed 

that: 

... acoustic injoTmation can be quite effective when combined with otheT 
sources of information} in paTticulaT with pattern matching. 

[Bear et al., 1992] 

The main problem, with the approach of SRI International, seems to be with the 

number of false positives and the results of the parsing phase. The parsing phase 
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removes a large number of the actual repairs. A problem not considered by Bear et 

al. (as far as speech recognition is concerned) is the use of these techniques with 

a number of hypotheses, as produced by an automatic speech recognition system. 

They deal with the actual strings that include word fragments etc. Identification 

of a repair by mapping the prosodic marks onto the text is relatively straight 

forward when compared to identifying the possibility of a repair given a number of 

hypothesised text strings and prosodic marks. 

To help overcome this, pattern matching techniques have also been used within 

a Spoken Language Understanding system. Developed at SRI [Dowding et al., 

1993a] [Dowding et al., 1993b], GEMINI uses a parser-first approach in dealing with 

speech repairs. The system first parses any input. If no semantically acceptable 

interpretation is found for the complete utterance then a repair correction process, 

based on the above pattern matching technique, is used as a fallback method. 

From a training passage of 5,875 utterances (containing one hundred and seventy 

eight repairs) ~ighty nine (50%) repairs were found and fifteen false positives were 

identified. Giving an identification recall rate of 50% and precision rate of 86%. 

From the eighty nine identified repairs eighty one were modified correctly giving 

a correction recall rate of 46% and a precision rate of 78%. From test data of 

seven hundred and fifty six utterances containing twenty six repairs, eleven were 

found along with two false positives giving an identification recall rate of 42% and a 

precision rate of 85%. Of the eleven repairs identified eight were modified correctly 

giving a correction recall rate of 31% and a precision rate of 62%. 

Because of the nature of their matching system it is only possible for it to deal 

with those repairs that contain matching words. Any other pattern would result 

in a large number of false positives. Consider the repair [Bear et al., 1993]: 

What are the cheap I cheapest one way flights .... 

and its repair pattern "R1 - R1" (i.e. when one word follows another then the 

second word could replace the first word). Matching this onto a sentence would 

result in every combination of two words being identified as a possible repair. 
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3.3.5 Rochester 

Work carried out at Rochester University has developed a method of detecting 

speech repairs using a combination of two processes [Heeman, 1994) [Heeman and 

Allen, 1994a) [Heeman and Allen, 1994b]. The first is similar to the work by Bear et 

al. (1992) and uses a pattern matching technique while the second process uses a 

part-of-speech tagger to supply information to the pattern matcher and to provide 

a statistical opinion on the pattern matchers recommendations. 

The data used in the analysis was collected for the TRAINS project [Allen et 

al., 1994). One hundred and twelve problem solving, human-human, dialogues were 

recorded. For this work the training data was taken from forty (24,000 words) of 

the dialogues and the test data was taken from seven ( 5,800 words) of the dialogues. 

In the test data seven hundred and twenty five speech repairs were found. Of these 

two hundred and sixty seven were abridged repairs (i.e. where a word fragment or 

cue phrase is the only addition to the text and no actual change to the structure was 

made) and four hundred and fifty were modification repairs (i.e. word repetitions, 

word replacements and word insertions). Eight repairs were removed from the 

data as it was impossible to manually distinguish them from overlapping repairs. 

This left seven hundred and seventeen abridged and modification repairs. Of these 

seven hundred and seventeen repairs 26.5% contained a word fragment and 32.4% 

contained a cue phrase. 

Three approaches are taken in the Heeman process: 

i) Pattern Matching 

The pattern matching technique is based on the work of Bear et al. (1992), but 

Heeman claims that the pattern matcher of Bear et al. is too rigid and needs to be 

more flexible and lenient. Therefore, Heeman uses three generic patterns to cover 

the seventy two repair patterns found in their four hundred and fifty modification 

repairs. These generic patterns are: 

• M I M (with up to three intervening words) 
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• MM I MM (with up to six intervening words) 

• R I R (with zero intervening words) 

The pattern "R I R" generally means replace one word with another but Heeman 

adds the proviso that these words must be of the same category. Therefore, the final 

pattern matches adjacent words with the same syntactic category. It is claimed 

that using these three generic rules seven hundred and eight (98%) of the seven 
I 

hundred and twenty five speech repairs can be identified. There are problems in 

that a large number of false positives would be identified as possible repairs and 

the patterns themselves do not identify the extent of the repair or the final pattern 

of the repair. 

Once the location of a possible repair is identified, using these generic rules, the 

next step is to identify the correction that would produce the required output .. The 

technique used for this is a more detailed pattern matching process. The patterns 

used by Heem~n are not identified before processing, but are built as the input 

text is processed, using a set of rules, with the aim of "capturing the notion of the 

well-formedness of speech repairs" (as identified in [Levelt, 1983]). These rules are 

as follows: 

1. Cue phrases must be adjacent. 

2. Cue phrases must immediately follow the interruption point. 

3. A fragment, if present, must immediately precede the interruption point. 

4. Word correspondences must straddle the interruption point and can not 

be marked on a word labelled as a cue phrase or fragment. 

5. Word correspondences must be cross-serial; a word correspondence can­

not be embedded inside another correspondence. 

6. If there are no other word correspondences, there can only be three 

intervening words, excluding fragments or cue phrase, between the first 

part and the second part of the correspondence. 

7. In the reparandum, two adjacent matches can have at most four inter­

vening words. 
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8. In the correction, two adjacent matches can have at most four interven­

ing words. 

9. For two adjacent matches, the number of intervening words in the reparan­

dum can be at most one more than the number of intervening words in 

the correction. 

10. A word replacement must either only have a fragment and cue phrase 

between the two words that it marks, or there must be a word correspon­

dence in which there are no intervening words in either the reparandum 

or the correction. 

From the possible repair locations identified using the generic patterns a specific 

pattern is built using these rules. If this pattern is "well-formed" then it is possible 

that there is a repair. There are three criteria that point to the "well-formedness" 

of a repair. The first is the occurrence of a cue phrase, the second is the occurrence 

of a word fragment and the third is when there are no intervening words between 

the end of the reparandum and the start of the correction. If any of these criteria 

are met then the pattern is identified as a possible repair. 

II Thaining I Test I 
Set Set 

identification recall . 95% 92% 
identification precision 56% 45% 
correction recall 89% 86% 
correction precision 52% 43% 

Table 3.2: Rochester: Pattern Matching Results 

The results of this combined pattern building technique are quite promising. 

Recall rates are high but the precision is low as there. are still a number of false 

positives identified. The results are shown in table 3.2. 
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Simple Frag- Cue Word 
Module ments Phrases Match Full 

Training: 
Recall 44% 50% 45% 77% 79% 
Precision 45% 48% 47% 55% 60% 
Testing: 
Recall 31% 44% 33% 75% 77% 
Precision 57% 62% 59% 58% 62% 

. Table 3.3: Rochester: Tagging Detection Results 

ii) Part-Of-Speech Tagger 

Ther·e are three reasons for using a part-of-speech tagger. The first is that the 

pattern matcher requires the classes of words to identify replacements. The second 

is that the pattern builder requires cue phrases and word fragments to be identified. 

The third reason is to attempt to identify the interruption point of the repairs and 

distinguish between modification and abridged repairs, as the author claims: 

One powerful predictor of modification repairs is the presence of a 
syntactic anomaly at the interruption point. 

[Heeman and Allen, 1994b] 

A part-of-speech tagger takes a string of words and gives each word a syntactic 

class based on the classes of previous words and a statistical model of all possi­

ble class sequences. Because of the problems caused by repairs the tagger used 

by Heeman & Allen, is given knowledge about the category transitions for the in­

terruption points of the repairs in the training data, and so it is able to mark a 

transition either as a likely repair or as fluent speech. Other contextual knowledge, 

such-~as cue phrases, word fragments and word matchings are also factored in by 

modifying the transition probabilities. 

Table 3.3 gives the detection results using the different knowledge incorporated 

into the part-of-speech tagger. Of the three hundred and eighty four modification 
.. 

repairs three hundred and five were found using the full system and two hundred 
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II Thaining I Test I 
Set Set 

detection recall 91% 83% 
detection precision 96% 89% 
correction recall 88% 80% 
correction precision 93% 86% 

Table 3.4: Rochester: Combined Results 

and seven false positives were also found. This is an increase over the one hundred 

and sixty nine of the original system but this is not unexpected as the manual inclu­

sion of the word fragments and cue phrases identify exactly where an interruption 

point is. 

iii) Combined approach 

Pattern matching on its own produces too many false positives and part-of­

speech tagging does not identify enough of the speech repairs, therefore, a combined 

approach is taken. First the words are tagged. They are then passed to the pattern 

builder to identify possible repair locations and structures.· From these repair 

structures the knowledge on repair locations, produced by the tagger, is used to 

identify the possible existence of a repair. 

Patterns containing only word repetitions are automatically classed as repairs 

. without the extra knowledge from the tagger. The rest of the patterns are marked 

as modification repairs if the tagger identified an interruption point in the appro­

priate place within the repair pattern. If a repair is rejected, i.e. not marked as a 

modification repair, but contains a word fragment or cue phrase then it is classed 

as an abridged repair. 

The results (see table 3.4) are very promising. However, it is difficult to un­

derstand why the processes were _used in the way they were. If the final decision 

is down to the tagger then those patterns identified, using the pattern matching 

process, would not be identified as a repair. Therefore, the most obvious process 

would be to use the location identified by the tagger first and then use the pattern 
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building rules to span the identified interruption point. From the figures (two hun­

dred and sixty seven abridged repairs and sixty six modification repairs with word 

fragments or cue phrases) we can see that three hundred and thirty three repairs 

would be identified using the word fragment or cue phrase information. This, when 

add~d to the three hundred and five repairs identified using the tagger alone, would 

give six hundred and thirty two repairs (88%) identified and only two hundred and 

seven false alarms. The pattern matching could then remove those possible repairs 

that don't have a well-formed structure. It seems as if this would produce the same 

result without the need for the three generic patterns. 

Heeman & Loken-Kim (1995) have identified the fact that the statistical analysis 

makes the final decision as to what is a repair and what is not is a problem and have 

examined using information on the structure of the potential repair to modify the 

decision of the statistical analyser. Here the repair patterns are categorised into ten 

different groups, using knowledge on the matches present, amount of change made, 

structure of simple patterns and certain clues to the location of the interruption 

point. These ten categories are given probability factors for their likelihood of 

being a modification repair. The system then re-calculates the probability of the 

interruption point being for a modification repair based on the proposed pattern 

of the proposed repair and the category that the pattern fits into. Each category 

probability is used to modify the repair probability given by the syntactic anomaly 

alone. Using this knowledge the recall rate increased from 72% to 75% and the 

precision rate increased from 69% to 77%. There is still the problem that if the 

syntactic system does not identify the actual interruption point then the repair will 

never be identified. 

Further problems with this approach are similar to the other approaches men­

tioned. Word fragments and cue phrases exist and are identified. The process 

works at the word level, in that the string spoken already exists: 

... as would be provided by an ideal speech recogniser. 

[Heeman and Loken-Kim, 1995] 
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This approach deals with the understanding of speech and the fact that speech 

repairs hinder understanding. As has been shown in an analysis of repairs within 

an automatic speech recognition system (chapter 5), one of the main problems 

is recognising the string in the first place. Dealing with speech repairs at the 

dialogue level could be too late in the process of dealing with spontaneous speech. 

The system also makes no use of the word fragment as a possible match which is 

normally the case in speech repairs. It is true that the fragment would match the 

end of. the resumed text and would therefore not break the pattern building rules, 

but there is information there that could be exploited. 

3.3.6 SRI Cambridge 

One system which uses repair processing in a practical way is the Spoken Language 

Translator developed by SRI [Agnas et al., 1994] [Carter and Rayner, 1994] [Rayner 

. et al., 1993] [Rayner et al., 1994]. The purpose of this system is to translate spoken 

English into spoken Swedish. The system uses a pipeline approach to joining a 

speech recogniser, language processor and speech synthesiser together. It uses the 

DECIPHER speech recognition process to produce an N-best list of hypotheses 

(five is found to be the optimum level). These hypotheses are then passed onto 

the Core Language Engine for linguistic analysis. The outcome of this linguistic 

analysis is a "meaning" of what has been said. This is then used to produce a string 

for the Swedish synthesiser, PROPHON, to produce the actual spoken output. 

The repair process is built into the linguistic analysis process. For each sen­

tence hypothesis provided by the· speech recogniser, repair processing is carried 

out. Repairs are identified and a copy is made of the original hypothesis and the 

repair corrected. The original hypothesis is kept for subsequent processing so as 

not to rely solely on the repair identification process. Further linguistic analysis is 

performed on both the repaired hypothesis and the original hypothesis. 

The repair process deals with repairs at the string level and incorporates some 

syntactic features when required. First, a search is. made for repeated grammatical 

roots such as "flight ... flighf' or "is ... are". When a repetition is found the 



Chapter 3: Speech Disfluencies 47 

possibility of a repair is noted. The following example will be used throughout the 

explanation of this process: 

I want to go from Boston no from Denver to Boston on Tuesday. 

The second stage is to remove those that are obviously not repairs by discarding 

those that have no intervening words and are made up of repeated roots of common 

words such as "to", "a", "from", "and", "in" and "or". The remaining possible 

repairs are then scored using a simple scoring mechanism. Two points are given to 

the repair if there is a matching root and one point is deducted if the process needs 

to jump a word to find a matching sequence. In the example "from" and "Boston" 

would give four points but "Denver" and "to" would give minus two points. If there 

are no intervening words (in our example there is an intervening word of "no") then 

the repair is passed forward as having the identified score. If there are intervening 

words then the process tries to join these to either the end of the reparandum or 

the beginning of the correction. It does this by trying to match "no" with "on" 

and "no" with "go" in our example. A match is true if both words are of the same 

major word class. If there is a match then the details of the repair are changed (i.e. 

the length of the repair sections) and the repair with its unmodified score is passed 

as a possible repair. If the intervening word(s) can not be matched then a check 

is made to see if it is a cue phrase. If this is true then one point is added to the 

repair score and the details are changed. In our example "no" would be classed as 

a cue phrase giving an overall repair score of three, a reparandum of "from Boston 

no" and a correction of "from Denver to Boston". 

No conclusive results were given with the process description. Of 4,615 sentences 

taken from the ATIS corpus one hundred and thirty possible repairs were identified 

by the process and eighty one of these were actually used by the language system in 

producing the meaning of the original spoken passage. Of these eighty one, seventy 

seven were correct "or as plausible as any othe1· choice available" and only four were 

incorrect. It is difficult to see what these results mean as no pre or post analysis 

was carried out on the data. It is therefore not possible to know how many repairs 

were actually in the original 4,615 sentences. Using results from other analyses 
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on the ATIS corpus, we would expect approximately four hundred and fifty (10%) 

repairs to be present in the data. This means that only 17% of the repairs were 

being corrected. Though the precision of the process seems to be high. The fact 

that the process does not cover all of the expected repairs is a problem. A further 

problem is the timing of the repair process. As discussed earlier, repairs cause 

problems for automatic speech recognition systems and using a repair process on 

an N-best list could be too late in the process of dealing with spontaneous speech. 

3.3.7 Durham 

The work carried out at Durham and presented in detaillater5 within this thesis 

deals with 'the identification and correction of speech repairs in a practical environ­

ment. Most repair procedures deal with repairs at the string level. This is too late 

within the recognition process as grammatical problems, posed by repairs, will be 

encountered before a full transcription, including repairs, could be produced. The 

work at Durham deals with repairs at the word lattice level. Here many possible 

words and their grammatical tags are present and grammatical knowledge has not 

limited the possible solutions. This allows repairs to be identified and corrected 

before any grammar is used within the system. By traversing the word lattice and 

identifying repair structures, corrections can be made within the lattice to allow a 

subsequent hypothesis generation process to ignore those words that make up the 

reparandum of the repair, thus correcting the repair. 

Repair structures have been identified in an analysis (see chapter 7) of nat­

ural speech and these structures are the basis for identifying repairs within the 

lattice and identifying the extent of the repair and therefore, the required solu­

tion. Knowledge on potential word fragments, produced using a phoneme pattern 

matching process, and cue phr:ases are identified so thq.t the repair process can 

automatically deal with some of the problems posed by repairs. 

This is a practical solution to speech repairs and has shown good results in a 

5 Chapter 8 gives a detailed description of the solution and chapter 9 shows results of the 
implemented solution. 
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numb'er of tests carried out on the system (see chapter 9). Limited changes are 

required to the hypothesis generation process and only one module needs to be 

added to the initial system. 

3.4 Chapter Summary 

It is very difficult to compare the performances of the different theories and pro­

cesses developed for dealing with disfluencies. Each have their own merits and 

problems and use their own definitions of repairs and disfluencies. One of the main 

problems is that the majority of the theories produced for speech recognition, work 

at the string level. In our view this is too late in the process of speech recognition 

and understanding. O'Shaughnessy has investigated disfluency identification at a 

very early stage but is too limiting in his coverage of repair structures. What is re­

quired is a technique that works at a sub-sentence level, but possibly at a pre-word 

level. This gives the advantage of knowing, possibly, what the words are without 

being constrained to a single sentence interpretation. 

The areas of both acoustic knowledge and syntactic knowledge for repair anal­

ysis has been investigated to some degree. Though syntactic knowledge has been 

limited to pattern matching and the syntax of specific words within the disfluency, 

it has shown the most potential. The most promising approach appears to be a 

combination approach between the two forms of knowledge. But as Shriberg has 

said: 

... we are at an early stage in our understanding of disfiuent phenom­

ena. Although studies of disfiuencies in a variety of disciplines have 

provided considerable information about specific aspects of disfiuencies1 

we currently lack the knowledge necessary for an integrated theory. 

[Shriberg, 1994] 
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to which Junqua & Raton added: 

In noise-free conditions spontaneous speech understanding for a limited 

domain, such as database enquiry, is progressively becoming a reality. 

However, there is still much work to do to handle the phenomena con­

tained in spontaneous speech (e.g. speech repairs and filled pauses). 

[Junqua and Raton, 1996) 
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It was the goal of the work presented in this thesis to investigate further the 

use of syntactic knowledge at a level between acoustics and the completed string, 

within the automatic speech recognition process, with the aim of adding to the 

knowledge that will allow an integrated theory to be developed in the near future. 

The work at Durham deals with repairs at a word lattice level using repair 

structures identified in an analysis of spontaneous speech. This allows a full gram­

mar to be used to produce the sentence hypotheses· from the word lattice and does 

not rely on the string being produced before analysis takes place. It also does 

not limit the system by removing information, but simply adds information to the 

word lattice to allow the hypothesis generation process to choose, using knowledge 

available to it (e.g. syntax and semantics), the most appropriate path through the 

lattice. The system does not rely on any pre-identified markers and deals with cue 

phrases and the majority of word fragments automatically. 



Chapter 4 

Module Analysis 

This chapter gives the details of an analysis performed on a sub-section of the 

automatic speech recognition system, AURAID, being used in the work described in 

this thesis. The purpose of this analysis was to check the performance of the system 

By this we me~n ensuring that adding knowledge to the system, by incorporating 

extra modules, increases the performance of the system. From this analysis an 

optimum system could then be formed, on which the work described in the rest of 

this thesis can be carried out. 

4.1 Introduction 

The fast, incremental nature of the development of automatic speech recognition 

systems results in systems comprising of multiple knowledge sources, each perform­

ing a specific task. Questions to be addressed include: 

• which knowledge sources actually benefit a system? 

Using a sub-system of an automatic speech recognition system, currently be­

ing developed at the University of Durham, an investigation of each knowledge 

source used .by the system has been undertaken ... Each knowledge source was in­

vestigated to identify the advantages and disadvantages of using it, and its effect 

51 
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on the system's overall performance. The original sub-system was modified so that 

several versions could be easily created. To allow significance testing, each version 

processed thirty test sentences and measurements were taken of: the search space 

generated during each run, and the overall performance of the system during each 

run. Two significance tests (sign test and wilcoxon signed rank test) were used to 

measure the level of the performance between systems. The system encountered 

problems when anti-grammar was used and the test sentences contained repairs. 

It was therefore necessary to ensure that anti-grammar was a significant benefit 

to the system. The two significance tests were carried out on a comparison of the 

system with anti-grammar and the system without anti-grammar, processing 100 

sentences. 

These analyses allowed the optimum system to be identified along with the 

contribution made by each knowledge source. 

4.2 The System 

The system, at present, is only part of a final product [Collingham and Garigliano, 

1993] [Collingham, 1994]. The front end is a simulated phoneme recogniser with a 

variable corruption rate of up to 25%. The automatic speech recognition system 

(AURAID- A University speech Recognition AID) uses the first level of a two level 

dynamic programming algorithm, incorporating word frequency information, to 

build a word lattice. A pyramid beam search with a skip & share algorithm js then 

used to determine sentence hypotheses occurring in the lattice. Anti-grammar 

rules [Collingham and Garigliano, 1993] are used to select the most appropriate 

hypotheses~ 

4.2.1 Phoneme Recognition 

The front-end processing of the raw speech signal will be performed by a continuous 

speech phoneme recognition system. Work of this nature is being performed by a 
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number of different research groups of which the Defence Research Agency (DRA) 

and Cambridge University Engineering Department (CUED) are two, but a com­

pleted phoneme recogniser was not available at the start of this project (in 1992). 

To allow development of the post-phonemic processing of interest to this thesis it 

has been necessary to produce a simulated front-end, in PERL, where, given the 

actual words spoken a corrupted phoneme string is produced (see figure 4.1). This 

phoneme string contains realistic corruption to a degree that can be specified by a 

set of parameters. This could be up to a total of 25%. 

Words (Text) ----1~~ 

Phoneme 

Recognition 

Simulator 
--

Figure 4.1: The Phoneme Recognition Simulator 

Corrupted 

Phonemes 

The actual corruptions are made with the same distributions as those found 

in [Browning et al., 1990] which shows the types of insertions, substitutions and 

deletions that appear in a phoneme recogniser when processing 'real speech'. The 

research, carried out at the DRA, also gives percentage likelihoods for these modifi­

cations (see table 4.1 1
) and the types of modifications that take place (see table 4.2 

for the confusion matrix and table 4.3 for the phoneme classes used). 

The percentage of insertion, deletion and substitution errors that appear for 

each phoneme class are used to select, taking the corruption rate supplied into 

account, the errors that appear within the phoneme string. Then for each phoneme 

the locations where these errors are going to occur are selected at random. The 

actual change made (i.e. which phoneme is to replace the selected phoneme) is 

chosen using random selection while taking the confusion matrix (table 4.2) into 

account. The random selection process is initiated through a random number seed 

1Table 4.1 shows that for each phoneme's' 8.6% of the original phonemes are substituted, 5.6% 
are deleted and 5.6% of the total number of original phonemes are inserted within the corrupted 
phoneme string. These figures are for 26.2% phoneme corruption. 
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which is taken from the time currently held by the system. This random number 

seed can be used to reproduce an exact copy of the corrupted string using the same 

input and corruption level. 

An example of the corruption procedure for the simulation program (taken from 

Collingham (1994)) is given below. 

Words for this lecture we're going 
Original Phonemes f 0 r I' Is 1 E k tS@ r w I@ r g@U IN 
Corrupted Phonemes fU@ r I' Is 1 E k tS r w U I@ r d g @U IN 

Words to be looking at maintenance models 
Original Phonemes t@ b'i 1 U kIN { t m ei n t@ n@ n s 
Corrupted Phonemes t@ b i 1 U gIN { t ei n@ n@ m s 

The details of the phoneme corruption are: 

Number of phonemes: 44 

NUM SUBS DELS INS 
plosives = 8 1 1 1 
affrics = 1 0 0 0 
strfrics = 3 0 0 0 
wkfrics = 2 0 0 0 
liquids = 7 0 1 0 
nasals = 7 1 1 0 
vowels = 16 2 1 1 

--------------~---------------------------

TOTALS = 
TOTALS ('l,) = 

4 4 2 (10) 
9.1 9.1 4.5 (22.7) 

m Q d 1 z 
m ei d z 

After corruption, the example sentence contains 22.7% phoneme error, consist-

ingof9.1% substitutions, 9.1% deletions and 4.5% insertions. 

One main advantage of using a simulated front-end is that it provides repro­

ducible input for the system, which will aid greatly in development and testing. It 

could be argued that a simulated front-end does not produce a realistic source of 

knowledge. However, Collingham (1994) argues that the front-end does produce a 

realistic phoneme string because: the recognition error probabilities were obtained 

from an existing continuous speech recognition system. The corruption rate is also 

variable to allow testing of the robustness of the word recognition algorithm with 

respect to changes in phoneme recognition accuracy. 
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Phoneme Sub. Del. Ins. Phoneme Sub. Del. Ins. 
s 8.6 5.6 5.6 z 12.9 7.0 4.6 
s 1.1 5.4 1.0 z 12.9 7.0 4.6 
f 7.7 4.7 4.3 v 13.3 30.0 14.4 
T 11.2 14.0 9.3 D 1.0 1.0 1.0 
h 17.9 15.4 5.1 tS 18.5 1.0 1.0 

dZ 18.2 9.1 6.1 p 7.3 4.1 27.6 
b 17.8 24.2 33.4 t 7.6 6.5 3.3 
d 15.9 19.5 20.7 k 3.4 5.5 4.1 
g 14.6 4.9 1.0 m 15.6 12.2 8.2 
n 15.4 13.8 4.1 N 27.8 20.3 1.9 
I 8.4 11.1 7.6 r 2.9 6.2 4.9 
w 10.6 3.8 3.0 J 9.5 4.8 4.8 
1 11.2 2.7 4.0 I 18.3 9.6 8.1 
E .10.8 7.6 2.8 { 10.3 1.2 2.4 
A 2.7 1.0 1.8 Q 3.6 7.1 1.0 
0 3.6 4.5 0.9 u 1.0 22.2 11.1 
u 18.8 6.0 3.0 3 1.0 1.0 22.8 
@ 16.9 20.9 8.9 v 19.3 8.0 .9.1 
ei 6.1 1.0 1.0 a I 5.9 2.6 2.3 
oi 1.0 1.0 1.0 aU 6.3 4.1 2.1 

@U 19.6 3.6 2.4 I@ 7.8 1.0 2.0 
e@ 50.0 1.0 1.0 u@ 1.0 1.0 1.0 

Table 4.1: The Phoneme Simulator Error Frequency Percents 

4.2.2 Word Lattice Generation 

A word lattice is a structure, where a set of word hypotheses produced by a phone­

mic matching process is stored. Recorded with each word hypothesis is its start 

and end points within the transcription (phoneme string or other spoken utterance 

representation) and the likelihood of that word having been spoken. So, within the 

AURAID system, for each phoneme position there are a number of word hypotheses 

which start at this phoneme. The span of these words is also noted and a score rep­

resenting the likelihood that that word was actually spoken is kept with the word. 

This score includes a figure based on the match between the word representation 

held in the dictionary and the input phoneme string. The score also includes a 

word frequency value. Word frequency information deals with the number of times 

a word type is used in normal spoken English and gives a boost to those that 

are frequent. These details were taken from the Oxford Advanced Learners Die-



Chapter 4: Module Analysis 56 

Recognised 
Strong Weak Liquid/ 

Spoken Plo. Aff. Fric. Fric. Glide Nas. Vow. 
Plosive 95.9 0.3 0.9 0.8 0.7 0.3 1.1 

Affricative 3.5 85.9 7.0 - - 1.8 1.8 
Strong Fricative 1.6 0.4 96.6 0.3 - 0.8 0.3 
Weak Fricative 6.1 0.2 0.5 91.7 - - 1.5 
Liquid/Glide 0.8 0.1 - 0.6 94.1 0.4 4.0 

Nasal 2.6 - - 0.4 2.1 90.4 4.5 
Vowel 0.7 - 0.1 0.2 0.7 0.5 97.8 

Table 4.2: The Phoneme Simulator Confusion Matrix 

I Class I N arne I Phonemes 

0 Plosive pbtdkg 
1 Affricative tS dZ 
2 Strong Fricative s z s z 
3 Weak Fricative fv T D h 
4 Liquid/Glide 1 r w j 
5 Nasal nmN 
6 Vowel iiE{AQOUu3V@ 

al el ol aU @U I@ e@ U@ 

Table 4.3: Phoneme Classes used by AURAID 

tionary [Mitton, 1992] which identifies three levels of frequency (common, normal 

and rare). As well as this information the AURAID system also records the part­

of-speech tag that goes with the word. An example of a simple word lattice, that 

could be produced ifthe 'Phoneme String', representing the 'Sentence' is corrupted 

to the level shown in 'Corrupted String', is shown in table 4.5, page 61. Here the 

word the of class ART covers phonemes 1 to 2 and the word quiz of class NOUN 

covers phonemes 13 to 16. A likelihood score is also recorded, but is not shown in 

this example. 

· To produce a word lattice a technique for matching word pronunciations against 

a phoneme string is required. Dynamic programming has become the standard lex­

ical access· algorithm for this task. Many systems that use dynamic programming 

incorporate a multi-pass strategy where initially a cheap (in terms of computational 

expense) language model is used to identify the likely words, while further passes 
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bring in more sophisticated, yet expensive, forms of knowledge into the process. 

It was decided within the AURAID system to separate the dynamic programming 

algorithm from the contributing knowledge. This allows knowledge to be incorpo­

rated into the system without major modifications to the system. It also allows 

different knowledge sources to work in parallel, on the same search space, rather 

than allowing one form of knowledge, used in an early dynamic programming pass, 

to prune the search space and remove hypotheses that would have been strongly 

favoured by later forms of knowledge. Determining the optimal serial combination 

of different knowledge sources (i.e. which knowledge source should be allowed to 

prune the search space first) is a complex task. It is more likely that they will 

need to operate in the same search space and independently of each other so that 

each knowledge source contributes positively when assessing competing sentence 

hypotheses. A knowledge source may give bonuses as well as penalties when judg­

ing the relative merits of different sentence hypotheses. A sentence hypothesis that 

is penalised by the grammar may be given a bonus by the semantic knowledge 

source - a balance needs to be achieved between pruning the large search space 

and ensuring that the correct hypothesis is not eliminated too early. 

AURAID uses dynamic programming to perform word level analysis by matching 

stored template words, made up of a series of phonemes, with the input phonemes. 

So that each word in the dictionary is matched against all possible (consecutive) 

sequences of the input phonemes. The word level analysis algorithm models the 

kinds of errors which may occur. That is inserted phonemes, deleted phonemes and 

substituted phonemes. The equations used in the word level analysis algorithm are: 

S( w, 1, t) =min{ ins_pen sub_pen(w, 1, t) . {S(. N( ) )}· 
N ( w) + N ( w) + ~lfl 1 

' r ' t -
2 

' 

sub_pen(w, 1, t) . {S(. N( ) )}· 
N( ) 

+ mm 1 , r , t - 1 , 
W rER 

( 4.1) 

deLpen sub_pen(w,1,t) . {S( N(·) 1)}· 
N(w) + N(w) +~~IJf r, 1 

-
1,t- ' 

2.0 x deLpen sub_pen(w, 1, t) . {S( N( ) _ 2 _ 2)} } 
( ) + ( ) + mm r, r , t N W N W rER 
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S( w, 2, t) =min{ 
ins_pen sub_pen(w,2,t) S( )· 
N(w) + N(w) + w,1,t-2' 

sub_pen(w,2,t) S( )· 
N(w) + w,1,t-1, (4.2) 

del_pen sub_pen(w, 2, t) . {S( N( ) )}· 
N ( w) + N ( w) + ~Iff r' r ' t - 1 ' 

2.0 x deLpen sub_pen( w, 2, t) . {S( N( ) 2)} } 
( ) + N( ) + mm r, r - 1, t-N W W rER 

S(w, 3, t) =min{ 
ins_pen sub_pen(w,3,t) S( . 

2
)· 

N(w) + N(w) + wl2,t- ' 

sub_pen(w,3,t). S( 
2 

_
1

)· 
N(w) + w, 't , ( 4.3) 

del_pen sub_pen(w, 3, t) S( )· 
N(w) + N(w) + w,1,t-1' 

2.0 x del_pen sub_pen(w, 3, t) . {S( N( ) _ 2)} } 
( ) + ( ) + mm r, r , t N W N W rER 

S(w,p,t) =min{ 
ins_pen sub_pen(w,p, t) S( 

2
)· 

N(w) + N(w) + w,p- 1,t- ' 

sub_pen(w,p, t) S( )· 
N(w) + w,p-1,t-1, ( 4.4) 

deLpen sub_pen(w,p, t) S( 
2 

)· 
N(w) + N(w) + w,p- 't- 1 ' 

2.0 x del_pen sub_pen( w, p, t) S( 
3 2

) } 
N(w) + N(w) + w,p- ,t-

where S ( w, p, t) represents the score for phoneme p of word w when matched against 

input phoneme t, R is the set of words in the dictionary used by AURAID and N(r) 

is the length in phonemes of the r'th word. The three penalties, ins_pen, del_pen 

and sub_pen are based on phoneme class confusions and the error frequencies used 

within the simulated phoneme corruption process. The phoneme corruption process 

does have a random factor which selects where the changes are made and what the 
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changes are. 

Equation 4.4 is the general equation used for dynamic programming matching, 

equations 4.1, 4.2 and 4.3 being for words of phoneme length 1, 2 and 3 respectively. 

In the general equation, a minimum score choice is taken between: the previous 

input phoneme being an insertion error; the current input phoneme being correct 

or a substitution error; or a deletion of the previous phoneme of the current word. 

In addition, the last line of each equation represents the occurrence of two consec­

utive deletion errors. For short words, the first three equations perform the same 

calculation as the general equation but look back at previous words to determine 

what, if any, error has taken place. Finally, for each input phoneme the end score 

for each word is adjusted to represent the local score for that word if it were to end 

at that point in the input. 

The word score is calculated by dividing any penalty by the length of the 

word (in phonemes), so as not to penalise long words too heavily. Each word is, 

therefore, given a score representing its likelihood of matching a particular sequence 

of input phonemes. This score is adjusted to take account of the word frequency 

information. The data structure resulting from the dynamic programming stage is 
... ~ 

a word lattice. 

4.2.3 Dictionary 

The disadvantage of using dynamic programming for generating a word lattice is 

that the time involved is proportional to the size of the dictionary being used: each 

phoneme of each word in the dictionary is matched against the phoneme input. 

However, this problem can be reduced by exploiting the fact that this task can be 

performed in parallel. 

There are different dictionaries (see table 4.4) used in the different analyses 

presented in this thesis. The main dictionary (dictionary 1) currently has 1,985 

words of which one hundred and forty six are important words relating to lectures 

(e.g. "academics", "books", "degree", "journals" .. and "undergraduates") with the 
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Dictionary Category LOB Topic Total 
No. Words Words Words Words 

1 146 1,839 1,985 
2 146 354 528 
3 146 1,839 290 2,275 

Table 4.4: Dictionaries Used in the Analyses within this Thesis 

remainder being the 1,839 most frequent words in the LOB corpus. For each word, 

the system dictionary contains a phoneme pronunciation and one or more syntactic 

categories (such as VERB, NOUN, etc.). This information was obtained from the 

Oxford Advanced Learners Dictionary [Mitton, 1992]. A smaller dictionary ( dictio­

nary 2) of five hundred and twenty eight words can be used, where three hundred 

and fifty four were the most frequent words found in the LOB corpus and one hun­

dred and forty six were the important words to lectures. An extended dictionary 

(dictionary 3) of 2,275 words was also created by including two hundred and ninety 

topic words, relevant to the lectures analysed in this thesis, to the original 1,985 

words of the main dictionary. The actual dictionary used in each analysis will be 

explained with the analysis details. 

For widespread commercial use, the system dictionary clearly needs to be larger, 

20,000 words would be a more suitable size, but 1,985 words is adequate for de­

velopment purposes and also covers the majority of high frequency words used in 

English. As an illustration, the first two lectures of a second year course on soft­

ware engineering contained 1,300 unique words, and the first two lectures of a third 

year course on software engineering contained 1,100 unique words. 
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I Sentence II the ques- I the I first question 

Phoneme D @ k w E s D @ f 3 s t k w E s tS @ n 
String 

Corrupted D @ k w E s @ f 3 s t k w E s A tS N 
String 

.. I Pos1t1on Ill I 2 1314 IS 161 7 18 191 0 11121314 15161 7 I 8 I 9 I 
Word 1 
Lattice 

2 

3 

4 

5 

the 
(ART) 

there 
(ADV) 

they 
(PRON) 

how 
I (ADV) 

their 
(ADJ) 

(NOUN) I quest I on 
(NOUN) (PREP) 

question 

crest 
(NOUN) 

I 
thirst 
(VERB) 

the I fist 
(ART) (NOUN) 

turf I 
(NOUN) 

I 
first 
(ADJ) 

qUiz I ton 
(NOUN) (NOUN) 

question 
(NOUN) 

square I ton 
(ADJ) (NOUN) 

Table 4.5: Example Word Lattice 

4.2.4 Word Lattice Parsing 

61 

The aim of word lattice parsing is to traverse the word lattice, from left to right 

or from right to left, and identify all of those paths that span the whole length 

of the lattice. When a path co,vers the whole length then it can be seen as a 

possible interpretation of the original spoken utterance. An example of possible 

paths through the example word lattice given in table 4.5 are: 

the question fist quest on 

there crest first question 

there question first question 

The process of traversing the word lattice is carried out in cycles, where a 

cycle is when each hypothesis, in the hypothesis list, is expanded into a number of 

hypotheses by adding one word. The first cycle (presuming a left to right traversal) 

takes the first words within the lattice and creates a number of hypotheses, known 

as sentence hypotheses. In table 4.5 there will be five initial hypotheses as five 

words can start at the first phoneme. In each following cycle, each hypothesis is 
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expanded one word based on the current end position of the hypothesis and those 

words, within the word lattice, that start directly after the end position of the 

hypothesis. 

So after the first cycle the hypothesis list would contain the following sentence 

hypotheses: 

the 

there 

they 

how 

their 

After the second cycle the hypothesis list would contain the following sentence 

hypotheses: 

the question 

the crest 

there question 

there crest 

they question 

they crest 

how 

their question 

their crest 

This shows that it was possible to add two words (question and crest) to the 

end of the sentence hypothesis 'the'. This is also true for the sentence hypotheses 

'there', 'they' and 'their'. No words start directly after the sentence hypothesis 

'how', within the lattice, therefore, it was not possible to expand this hypothesis. 

This process continues until the sentence hypotheses reach the end of the word 

lattice. 



Chapter 4: Module Analysis 63 

The Search 

A pure best-first search would expand only the best sentence hypothesis at each 

stage. This would be an acceptable approach if the phoneme error rate was very 

low, as it is likely that the (partial) correct sentence would be expanded ahead of 

all other candidates, and there is no across word boundary knowledge used. When 

the phoneme error rate is high, however, more sentence hypotheses need to be 

expanded at each stage during the search through the word lattice to give other 

sources of knowledge, such as syntax and semantics, a chance of recovering the 

poorly matching correct sentence. 

A beam search could be used to ensure a certain number of hypotheses are 

followed by expanding those sentence hypotheses that are near the top sentence 

hypothesis at each stage. Within the AURAID system a pyramid beam search 

technique is used where in the early stages the number of sentences hypotheses 

expanded is. greater than in latter stages. The beam search makes use of guesses 

about the score incurred by each sentence hypothesis over the remaining portion 

of the sentence being processed. These guesses are in the form of underestimates 

(Winston, 1992]. Each sentence hypothesis in the sentence hypothesis list is a 

recognition for part of the sentence being processed. The hypotheses all start 

at the same point but reach to different parts of the sentence being processed. 

An underestimate score is calculated for each sentence hypothesis based on the 

remaining amount of the sentence being processed multiplied by some constant 

determined empirically. 

A simple extension of the search thus described would produce a search tech­

nique known as A*. The A* search is a best-first (or beam) search that makes 
' 

use of underestimates of ·distance remaining as described above, but also discards 

redundant paths. In other words, if several paths reach the same node in the 

search, only the best scori~g of these paths is kept alive, the others being removed 

from the search space. The A* is only suitable for word lattice parsing when a 

no-grammar or unigram language model is used. If there is no grammar (or other 

knowledge that scores hypotheses across word boundaries) being used within the 



Chapter 4: Module Analysis 64 

system it is not necessary to expand all sentence hypotheses. If two hypotheses 

end at the same location then only the more likely hypothesis need be expanded as 

this hypothesis will always result in a more likely completed hypothesis than the 

less likely sentence hypothesis. This is not the case when across word boundary 

knowledge is used. 

For example, given two sentence hypotheses P, consisting of words p1 ,p2 ,p3 , 

and Q, consisting of words q1, q2 , both hypotheses stretching to node n in the word 

lattice and with scores 20 and 25 respectively. Using the A* algorithm, we would 

prune Q because it has a worse score than P - we only keep the best sentence 

hypothesis that reaches a particular node. If we were to extend P by one more 

node by adding word w to span the phonemes between node n and node n + 1, P 

may now have a score of 30 at node n + 1. If we had kept Q in the list of sentence 

hypotheses it may have a lower score even though it would have been extended 

by the same word, w, because of the grammar penalties (or bonuses) incurred for 

the new hypotheses P, consisting of words p1 ,p2 ,p3 , w, and Q, consisting of words 

qi,qz,w. 

As the knowledge used in this system can give bonuses or penalties across word 

boundaries a pyramid beam search technique is used for word lattice parsing. Each 

sentence hypothesis is given a score so that hypotheses with high scores are unlikely 

to be correct. The beam search is used to cut out these unlikely hypotheses by 

only expanding those hypotheses whose score is within a certain percentage of the 

top scoring hypothesis. A wider beam, higher percentage, is used initially (giving 

the pyramid effect) to ensure that the correct hypothesis is not eliminated early on 

in the processing. 

The Knowledge 

The use of a statistical language model has not been used as the system has been 

designed to cover unrestricted speech within the lecturing environment. Rather, a 

set of rules were developed (that were very effective in increasing the performance 

of the system) that can be used to check the syntactic incorrectness of sequences 
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of words [Collingham and Garigliano, 1993]. These rules are collectively known 

as an "anti-grammar" because the rules are used to penalise certain syntactic con­

structs, rather than identify syntactically correct sequences. The rules.decrease the 

likelihood of hypotheses being selected if they contain a certain structural pattern, 

therefore, removing ill-formed hypotheses from the list of potential hypotheses. 

Though this is a simplistic form o{grammar, in that the version used for the anal­

ysis presented here has only fifty eight rules, it has been proven [Collingham and 

Garigliano, 1993] [Collingham, 1994] that it is very effective in reducing the search 

space and increasing the performance of a sub-section of an automatic speech recog­

nition system. Our own analysis (see section 4.6.5) shows that anti-grammar· is of 

significant benefit to the system and can therefore be used within the system. 

Another technique used in the AU RAID system is a skip & share algorithm. This 

algorithm allows the word lattice parsing system to skip phonemes while traversing 

the lattice or to allow phonemes to be shared between words. The purpose of this 

is to overcome phoneme insertions and deletions. Using this technique further 

sentence hypotheses would be possible, examples (taken from table 4.5) of which 

would be: 

how question fist question 

the question thirst quest on 

how question first quiz on 

The first example shows that the words 'how' and 'question' are allowed to 

share the 3rd phoneme of the input transcription. The second example shows that 

the word 'question' and 'thirst' can be joined within a sentence hypotheses even 

though there is a phoneme between them, within the phoneme transcription. The 

third example shows a similar procedure with the words 'quiz' and 'on'. 

Using these techniques (beam search, skip & share and anti-grammar) an op­

timum span of the word lattice can be found. This requires using knowledge on 

phoneme recognition levels, word probabilities and phrase probabilities (as identi­

fied by the anti-grammar). The top scoring hypothesis after the final cycle (i.e. the 
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whole lattice has been traversed) is given as the result of the recognition process. 

No. Phrase 

1 It might be something to control the timetable in the university for example. 
2 There is within the software industry a concept called the software crisis. 
3 Just just so we can document the program. 
4 So there are bits in the book that I I I leave out altogether. 
f- So it's important to to get this out of your mind .. 
6 The universities were very happy because they knew it couldn't be written. 
7 I unfortunately have undergraduates so so you are my customers my users. 
8 I'm trying to manage you in the production of a product. 
9 But the the advances have primarily been on the hardware front. 
10 It's about managing people, managing projects and managing your software. 
11 You should see this book as supplementary reading. 
12 I assume that you're reading the relevant sections. 
13 That i don't have time to cover. 
14 I should also point out that you don't have to know everything that's in 

this book. 
1f- It's usually very difficult to maintain. 
16 And the sections that i point out each week. 
17 And of course since you're all very keen. 
18 It basically gives you some background information. 
19 The last book is software engineering economics. 
20 It's a huge great thick book full of graphs and equations. 
21 Instead of delivering the simple tyre on a piece of string. 
22 He will tell you real stories about software engineering. 
23 This is again a famous set of drawings. 
24 It's not just about writing programs. 
2f- Now just to put this into some sort of perspective. 
26 And we can't just write programs and hope they work. 
27 There is within the software industry a concept called the software crisis. 
28 This has been due to various factors. 
29 It's usually very unreliable. 
30 Just so we can document the program. 

Table 4.6: Sentences Used in the Module Analysis 

4.3 The Data 

The data used in this analysis was taken from the Durham corpus, which is cur­

rently being developed at the University of Durham. From this corpus thirty sen­

tences were selected (see table 4.6) for this analysis. As one of the main interests 
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of the work presented in this thesis is with speech repairs five of the representative 

sentences contained speech repairs. 

Two dictionaries were also used in the analysis, the 528 and 1,985 word dic­

tionaries. The larger dictionary was used to test the systems performance on a 

more realistically sized vocabulary. Though 1,985 words is less than the typical 

vocabulary of a normal person and a system that was to deal with normal speech 

would require a much larger vocabulary, the 276% increase will give an indication 

of the effect of increasing the vocabulary size. 

4.4 The Analysis 

To measure the performance of each knowledge source used within the AURAID 

system it was necessary to produce different versions of the system, with each 

version using different combinations of knowledge. These versions were created by 

building seven switches into the original system. 

The purpose of these switches was to allow the different versions to be created 

easily and to allow the use of the different knowledge sources when required. The 

switches incorporated into the system were as follows: 

1. Narrow beam width (10% & 5%) 

2. Medium beam width (20% & 10%) 

3. Skip & share algorithm 

4. Word frequency information 

5. Anti-grammar rules 

6. 528 word dictionary 

7. 1,985 word dictionary 
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Not all of these switches are independent therefore they were examined in three 

phases. 

The first two switches (Narrow beam width and Medium beam width) are 

mutually-exclusive in that they can not be used together. Therefore, the first 

phase was to identify·the optimum beam width. Once the optimum beam width 

was found it was used by the rest of the systems in this analysis. 

Switches 3, 4 and 5 (Skip & Share, Word Frequency and Anti-grammar) are 

all independent in that they can be switched on and off independently. It was not 

deemed necessary to examine all combinations of the switches, but it was necessary 

to see the effect of incorporating a switch into the system. Phase two investigated 

the inclusion of each of these three switches ensuring that there was a previous 

version of the system (without the included switch) for comparison purposes. 

The final two switches (528 and 1,985 word dictionaries) are also mutually­

exclusive. The third phase was to determine the effect of increasing the dictionary 

size by 276%. Here all of the switches used at the end of phase two were used with 

the dictionary switches changed to include the larger dictionary. 

The switches were used to create seven different systems and the combinations 

of the switches which made up the different systems.can be seen in table 4.7. 

J System II Switches 
1 2 3 4 5 6 7 

1 ' X X 

2 X X 

3 X X X 

4 X X X 

5 X X X X 

6 X X X X X 

7 X X X X X 

Table 4.7: The Switches Used to Produce the Seven Different Systems 

The thirty test sentences were processed by each of the seven systems. Data was 

collected on each cycle. The data collected on ea~h run included: the position of 

the required hypothesis in the hypothesis list; the hypothesis score of the required 
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hypothesis; and the score of the top hypothesis. 

It is important to note the actual recording mechanism used throughout the 

majority of the analyses presented in this thesis. Most automatic speech recognition 

system performances are measured based on the accuracy of the finally selected 

string and only the words themselves are used in the measurements. However, 

of most importance to most automatic speech recognition systems is the actual 

meaning of what has been said and not just the words themselves. This is why 

the measurements taken in this thesis include the part-of-speech tags. The correct 

hypothesis is identified by both the words and the tag associated with the word. 

Consider the example in which the required string was "The red house". If the 

tags required were "ART AI'J NOUN" and the hypothesis list was as follows: 

1. The read house 
ART VERB NOUN 

2. The red house 
AI'V AI'J NOUN 

3. The red house 
ART AI'J NOUN 

4. The read house 
AI'V VERB NOUN 

then the position of the correct hypothesis would be three, even though the string 

"The red house" appears at position two. This form of measurement can give low 

results, but it does allow very accurate measurements and comparisons to be made 

between systems. The effect of including knowledge can be seen directly by the 

change in position of the required hypothesis within the hypothesis list. A further 

reason for this more precise form of measurement is that problems associated with 

repair and speech recognition systems seem to be linked to the use of grammatical 

knowledge. Therefore, it is important to include grammatical knowledge into the 

measurements. Also, when semantic knowledge is added to any automatic speech 

recognition system or the automatic speech recognition system is linked to a natural 

language processing system then the pre-tagged- hypothesis will gain a distinct 
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advantage over un-tagged sentences. For these reasons it is important to take the 

grammatical tag of the words into account, as well as the words themselves. 

The results of each run were compared to see if the included knowledge had 

any effect on the performance of the system. Two significance tests (Sign Test 

and Wilcoxon Signed Rank Test, see section 4.5) were performed on the difference 

between the systems being compared. 

The system encountered problems when anti-grammar was used and the test 

sentences contained repairs. It was therefore necessary to perform .a further analysis 

to ensure that anti-grammar was a significant benefit to the system. This analysis 

consisted of performing the two significance tests on an analysis of the comparison 

of the system with anti-grammar and the system without anti-grammar on 100 

sentences. 

4.5 Significance Tests 

The purpose of these significance tests is to measure the significance of the differ­

ence between two systems. No assumptions as to the distribution of results are 

made and so non-parametric statistical tests are required. Two statistical tests 

will be performed: the first is the Sign Test which measures the difference between 

positive and negative outcomes of comparisons between two tests: the second is 

the Wilcoxon Signed Rank Test which takes into account the magnitude of the 

difference between the comparisons rather than just the direction ( + 1-) of the 

difference. 

4.5.1 Sign Test 

The Sign Test [Siegel, 1956, Pages 68-75] is used to determine the significance of the 

sign ( + 1-) of the differences between pairs of results. It is based on the hypothesis 

that there are an equal number of positive and negative differences. The difference 

between two pairs is either positive, negative or zero. Differences of zero can be 
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either ignored or added to the data as a positive or negative outcome depending 

on the nature of the test. If the number of the relevant sign is less than or equal 

to a critical value (which depends on the level of significance you require) then you 

reject the Null hypothesis that both systems are equal and accept the alternate 

hypothesis you are trying to measure. 

4.5.2 Wilcoxon Signed Rank Test 

The Sign Test looks at the direction of the difference between the pairs. The 

Wilcoxon Signed Rank Test [Siegel, 1956, Pages 75-83) looks at the magnitude of 

the difference (ignoring the sign) between the pairs. This test, scores the differences 

based on the rank of the difference between the pairs (i.e. -9 is the same as +9 when 

the differences are ranked). When a difference between two pairs is the same then 

the total of the ranks is summed and divided between the pairs (if two differences 

are 9 and they are ranked 5th and 6th then the rank score for each is 5.5). This 

ensures that the sum of the parts is always the same for sample populations of 

the same size. Those ranks that are for negative differences are kept negative and 

those ranks that are for positive differences are kept position (So two differences 

of -9 and 9 ranked at positions 5 and 6 would have ranks scores of -5.5 and 5.5 

respectively). If the total of the relevant ranks (negative or positive) is less than 

or equal to a critical value (which depends on the level of significance you require) 

then you reject the Null hypothesis that both systems are equal and accept the 

alternate hypothesis you are trying to measure. 

4.6 The Results 

The results are split into six analyses. The first determines the effect of changing 

the widths of the pyramid beam search. The second examines the inclusion of the 

skip & share algorithm. The third examines the inclusion of the word frequency 

information for sentence selection. The fourth an_alysis examines the inclusion of 

the anti-grammar rules and the fifth analysis extends the fourth analysis to 100 
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I Sent II System 

1 2 3 4 5 6 7 

1 44 34 39 16 18 7 7 
2 1356 13 13 7 7 1 1 

3 - 97 42 13 13 - -

4 - - - 9 9 - -

5 153 7 7 3 3 - -

6 - 20 46 3 3 2 13 

7 26 5 5 39 47 - -

8 - 5 5 2 2 2 2 

9 29 129 194 1 1 - -

10 506 47 2142 12 12 1 8 
11 15 15 12 6 4 1 1 

12 - 67 67 2 2 2 2 

13 153 74 81 10 12 5 1 

14 - - - 470 470 1 1 

15 - 112 124 8 8 3 2 

16 431 153 213 13 13 3 3 
17 68 67 57 2 2 2 2 

18 65 3 3 3 3 1 1 

19 - 65 129 5 5 1 1 

20 - 112 - 106 82 42 32 

21 82 13 41 10 10 5 14 

22 640 7 7 1 1 1 1 
23 - 76 - 21 21 6 3 
24 - 57 57 25 25 15 12 

25 - 199 199 33 33 7 7 
26 65 65 65 38 38 18 12 
27 - 37 52 7 7 4 1 

28 10 24 24 15 15 11 11 
29 135 6 6 6 6 4 4 

30 330 2307 - 674 674 4 4 

Table 4.8: Final Hypothesis Position of the Required Hypothesis for the Thirty 
Test Sentences when Processed by the Seven Versions of the System (- indicates 
the required hypothesis was not present) 
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repair free sentences. While the final analysis determines the effect of increasing 

the dictionary from 528 to 1,985 words. Table 4.8 gives the position of the required 

hypothesis for each of the thirty sentences (Sent) when processed by the seven 

systems. 

4.6.1 Analysis 1 - Beam Widths 

The first part of the analysis was concerned with the width( s) used in the beam 

search. A pyramid beam search is used to ensure that the requireq hypothesis is 

not lost early in the processing, before a more detailed analysis can be done. The 

widths investigated were narrow and medium. The narrow, or highly restricted, 

beam width expanded those hypotheses whose scores were within 10% of the score 

of the top hypothesis, for the first three cycles and reduced this to 5% for the 

remaining cycles. The medium beam width used 20% and 10% as the cut of score 

percentages. 

This first analysis compares the system using a narrow beam width with the 

system using a medium beam width. Therefore, testing the hypothesis that the 

system is better when the beam width is increased. 

Table 4.9 shows for each sentence (Sent), the position ofthe required hypothesis 

when the two systems processed the sentence2
• It also shows the difference (Diff) 

between the two posi tions3
, the direction of the difference ( + /-), the rank of the 

difference (Rank), taking only the magnitude of the difference into account (i.e. 

ignoring the sign), and the signed rank score (Signed Rank) used in the Wilcoxon 

Signed Rank test. 

The Sign Test 

The NULL hypothesis will be that both systems are equal. 

2 A position of- shows that the required hypothesis was not in the hypothesis list. 
3 A difference of+* shows that the exact difference can not be calculated but it is positive (i.e. 

the system with the narrow beam width does not have the- required hypothesis in the hypothesis 
list while the system with the medium beam width does). 
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The alternate hypothesis will be that the system with a medium beam width 

is better than the system with a narrow beam width. A one-tail test is therefore 

appropriate. 

Table 4.9 shows that the number of pairs that result in a positive outcome are 

23 and the number of pairs that result in a negative outcome are 7. A difference of 

zero is a negative outcome as it does not support the alternate hypothesis that the 

system with a medium beam width is better than the system with a narrow beam 

width. 

Using the Sign Test with a sample population of 30 the critical value for p=0.005 

is 7. As the analysis has 7 negative outcomes, this shows that the system with a 

medium beam width is significantly better (7 is i:; 7) than the system with a narrow 

be"am width at the p«0.005 level. 

The Wilcoxon Signed Rank Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with a medium beam width 

is better than the system with a narrow beam width. A one-tail test is therefore 

appropriate. 

Table 4.9 shows the position (Rank) for each sentence (Sent) when the difference 

(Diff) between the pairs is used to rank the sentences. As with the Sign Test 

a difference of zero is a negative outcome as it does not support the alternate 

hypothesis that the system with a medium beam width is better than the system 

without a narrow beam width. An unknown difference, with the system with a 

narrow beam width not having the required hypothesis in the hypothesis list ( +*), 

is given a difference of 1 as this is a desirable result. An unknown desirable result 

is given a minimum difference so as not to favour the unknown difference above 

its minimum potential. For those differences that are negative the results are kept 

negative while the others are positive. 

The total of the positive ranks is 384 and the total of the negative ranks is 81. 
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Using the Wilcoxon Signed Rank Test with a sample population of 30 the critical 

value for p=0.005 is 109. As the analysis has a negative score of 81, this shows 

that the system with a medium beam width is significantly better (81 is :S 109) 

than the system with a narrow beam width at the p«0.005 level. 

4.6.2 Analysis 2 - Skip & Share 

This second analysis compares the system using the skip & share (see section 4.2.4, 

page 65) algorithm with the system not using the skip & share algorithm. There­

fore, testing the hypothesis that the system is better when the skip & share algo­

rithm is used. 

Table 4.10 shows for each sentence (Sent), the position of the required hypothe­

sis when the two systems processed the sentence. It also shows the difference (Diff) 

between the two positions\ the direction of the difference ( + /-), the rank of the 

difference (Rank), taking only the magnitude of the difference into account (i.e. 

ignoring the sign), and the signed rank score (Signed Rank) used in the Wilcoxon 

Signed Rank test. 

The first thing to note from the figures in table 4.10 is that the skip & share 

algorithm does not increase the performance of the system. Therefore, it is not 

necessary to check to see if the system with the skip & share algorithm is better, 

but rather check to see if the system with the skip & share algorithm is not better. 

If this is true then the skip & share algorithm is of little benefit to the system. 

The Sign Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with the skip & share algorithm 

is not better than system the system without the skip & share algorithm. A one-tail 

4 A difference of -* shows that the exact difference can not be calculated but it is negative 
(i.e. the system using the skip & share algorithm does not have the required hypothesis in the 
hypothesis list while the system without the skip & share algorithm does). 
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test is therefore appropriate. 

Table 4.10 shows that the number of pairs that result in a positive outcome are 

4 and the number of pairs that result in a negative outcome are 26. A difference of 

zero is a negative outcome as it supports the (negative) alternate hypothesis that 

the system with the skips & share algorithm is not better than the system without 

the skip & share algorithm. 

Using the sign test with a sample population of 30 the critical value for p=0.005 

is 7. As the analysis has 4 positive outcomes, this shows that the system with the 

skip & share algorithm is significantly not better than the system without the skip 

& share algorithm at the p«0.005 level. 

Wilcoxon Signed Rank Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that system the system with the skip & share 

algorithm is not better than system the system without the skip & share algorithm. 

A one-tail test is therefore appropriate. 

Table 4.10 shows the position (Rank) for each sentence (Sent) when the differ­

ence (Diff) between the pairs is used to rank the sentences. As with the Sign Test 

a difference of zero is a negative outcome as it supports the (negative) alternate 

hypothesis that the system with the skip & share algorithm is not better than 

the system without the skip & share algorithm. An unknown difference, with the 

system with the skip & share algorithm not having the required hypothesis in the 

hypothesis list(-*), is given the maximum rank as this is an undesirable result. For 

those differences that are negative the results are kept negative while the others 

are positive. 

The total for the positive ranks is 77.5 and the total for the negative ranks is 

387.5. 

Using the Wilcoxon Signed Rank Test with a sample population of 30 the critical 
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value for p=0.005 is 109. As the analysis has a positive score of 77.5, this shows 

that the system with the skip & share algorithm is significantly not better (77.5 ::; 

109) than the system without the skip & share algorithm at the p«0.005 level. 

4.6.3 Analysis 3 - Word Frequency 

This third analysis compares the system using word frequency information with the 

system not using word frequency information. Therefore, testing the hypothesis 

that the system is better when word frequency information is used. 

Table 4.11 shows for each sentence (Sent), the position oft he required hypothe­

sis when the two systems processed the sentence. It also shows the difference (Diff) 

between the two positions, the direction of the difference ( +/-), the rank of the 

difference (Rank), taking only the magnitude of the difference into account (i.e. 

ignoring the sign), and the signed rank score (Signed Rank) used in the Wilcoxon 

Signed Rank test. 

The Sign Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with word frequency informa­

tion is better than the system without word frequency information. A one-tail test 

is therefore appropriate. 

Table 4.11 shows that the number of pairs that result in a positive outcome are 

27 and the number of pairs that result in a negative outcome are 3. A difference of 

zero is a negative outcome as it does not support the alternate hypothesis that the 

system with word frequency information is better than the system without word 

frequency information. 

Using the Sign Test with a sample population of 30 the critical value for p=0.005 

is 7. As the analysis has 3 negative outcomes, this shows that the system with word 

frequency information is significantly better (3 is ::; 7) than the system without 
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word frequency information at the p«0.005 level. 

The Wilcoxon Signed Rank Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with word frequency informa­

tion is better than the system without word frequency information. A one-tail test 

is therefore appropriate. 

Table 4.11 shows the position (Rank) for each sentence (Sent) when the dif­

ference (Diff) between the pairs is used to rank the sentences. As with the Sign 

Test a difference of zero is a negative outcome as it does not support the alter­

nate hypothesis that the system with word frequency information is better than 

the system without word frequency information. An unknown difference, with the 

system without word frequency information not having the required hypothesis in 

the hypothesis -list ( +*), is given a difference of 1 as this is a desirable result. An 

unknown desirable result is given a minimum difference so as not to favour the 

unknown difference above its minimum potential. For those differences that are 

negative the results are kept negative while the others are positive. 

The total of the positive ranks is 444 and the total of the negative ranks is 21. 

Using the Wilcoxon Signed Rank Test with a sample population of 30 the critical 

value for p=0.005 is 109. As the analysis has a negative score of 21, this shows 

that the system with word frequency information is significantly better (21 is ~ 

109) than the system without word frequency information at the p«0.005 level. 

4.6.4 Analysis 4 - Anti-grammar 

This fourth analysis compares the system using anti-grammar with the system not 

using anti-grammar. Therefore, testing the hypothesis that the system is better 

when anti-grammar is used. 

Table 4.12 shows for each sentence (Sent), the position of the required hypothe-
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sis when the two systems processed the sentence. It also shows the difference (Diff) 

between the two positions, the direction of the difference ( + /-), the rank of the 

difference (Rank), taking only the magnitude of the difference into account (i.e. 

ignoring the sign), and the signed rank score (Signed Rank) used in the Wilcoxon 

Signed Rank test. 

The Sign Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with anti-grammar is better 

than the system without anti-grammar. A one-tail test is therefore appropriate. 

Table 4.12 shows that the number of pairs that result in a positive outcome are 

21 and the number of pairs that result in a negative outcome are 9. A difference 

of zero is a negative outcome as it does not support the alternate hypothesis that 

the system with anti-grammar is better than the system without anti-grammar. 

Using the Sign Test with a sample population of 30 the critical value for p=0.005 

is 7. As the analysis has 9 negative outcomes, this shows that the system with 

anti-grammar is not significantly better (9 is not ::; 7) than the system without 

anti-grammar at the p«0.005 level. 

The Wilcoxon Signed Rank Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with anti-grammar is better 

than the system without anti-grammar. A one-tail test is therefore appropriate. 

Table 4.12 shows the position (Rank) for each sentence (Sent) when the dif­

ference (Diff) between the pairs is used to rank the sentences. As with the Sign 

Test a difference of zero is a negative outcome as it does not support the alternate 

hypothesis that the system with anti-grammar is better than the system without 

anti-grammar. An unknown difference, with the system with anti-grammar not 
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having the required hypothesis in the hypothesis list (-"'), is given the maximum 

rank as this is an undesirable result. For those differences that are negative the 

results are kept negative while the others are positive. 

The total of the positive ranks is 315 and the total of the negative ranks is 150. 

Using the Wilcoxon Signed Rank Test with a sample population of 30 the critical 

value for p=0.005 is 109. As the analysis has a negative score of 150, this shows 

that the system with anti-grammar is not significantly better (150 is not :::; 109) 

than the system without anti-grammar at the p«0.005 level. 

Discussion 

One problem noted here is the processing of sentences containing repairs. Sentences 

3, 4, 5, 7 and 9 all contain repairs and this seems to cause problems when the system 

using anti-grammar is processing the sentences. 

If these were removed from this analysis: 

For the Sign Test with a population of 25 the critical value for p=0.005 1s 

5. The analysis would have 4 negative comparisons, showing that the system with 

anti-grammar would be significantly better than the system without anti-grammar, 

when processing sentences which don't contain repairs, at the p«0.005 level. 

For the Wilcoxon Signed Rank Test with a population of 25 the critical value 

for p=0.005 is 68. The analysis would have a total negative score of 10, showing 

that the system with anti-grammar would be significantly better than the system 

without anti-grammar, when processing sentences which don't contain repairs, at 

the p«0.005 level. 

As the speech we are working on contains repairs we need to be sure that anti­

grammar processing is worth using. A further analysis comparing these two systems 

in 100 exampl~s, without repairs, has been carried out to ensure that anti-grammar 

is of benefit to the system when processing speech not containing repairs. 
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4.6.5 Analysis 5 - Anti-gran1mar Extension 

This fifth analysis compares the system using anti-grammar with the system not 

using anti-grammar on a further 100 repair free sentences. 

Table 4.13 shows for each sentence (Sent), the position of the required hypothe­

sis when the system with anti-grammar (AG) and the system without anti-grammar 

(No-AG) processed the 100 sentences. It also shows the difference (Diff) between 

the two positions and the direction of the difference ( + J-). Table 4.14 shows for 

each sentence (Sent) the rank (Rank) of the difference (Diff), taking only the mag­

nitude of the difference into account (i.e. ignoring the sign), and the signed rank 

score (Signed Rank) used in the Wilcoxon Signed Rank test. 

The Sign Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with anti-grammar is better 

than the system without anti-grammar. A one-tail test is therefore appropriate. 

Table 4.13 shows that the number of pairs that result in a positive outcome are 

87 and the number of pairs that result in a negative outcome are 13. A difference 

of zero is a negative outcome as it does not support the alternate hypothesis that 

the system with anti-grammar is better than the system without anti-grammar. 

Using the Sign Test with a sample population of 100 the critical value for 

. p=0.005 is 32. As the analysis has 13 negative outcomes, this shows that the 

system with anti-grammar is significantly better (13 is :::::; 32) than the system 

without anti-grammar at the p«0.005 level. 

The Wilcoxon Signed Rank Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with anti-grammar is better 



Chapter 4: Module Analysis 82 

than the system without anti-grammar. A one-tail test is therefore appropriate. 

Table 4.14 shows the position (Rank) for each sentence (Sent) when the dif­

ference (Diff) between the pairs is used to rank the sentences. As with the Sign 

Test a difference of zero is a negative outcome as it does not support the alternate 

hypothesis that the system with anti-grammar is better than the system without 

anti-grammar. For this analysis those pairs that can not result in any difference 

(i.e. the system without anti-grammar does not have the required hypothesis in the 

hypothesis list, 11 cases) are removed. This only removes examples that are going 

to benefit the system therefore, we are not increasing the likelihood of a desirable 

result. For those differences that are negative the results are kept negative while 

the others are positive. 

The total of the positive ranks is 3, 7 41 and the total of the negative ranks is 

264. 

Using the Wilcoxon Signed Rank Test with a sample population of 895 the 

critical value for p=0.005 is 1,410. As the analysis has a negative score of 264, this 

shows that the system with anti-grammar is significantly better (264 is :::; 1,410) 

than the system without anti-grammar at the p«0.005 level. 

4.6.6 Analysis 6 - Increased Dictionary 

This sixth analysis compares the final system processing the thirty test sentences 

with the small dictionary (528 words) and the larger dictionary (1,985 words). 

Therefore, testing the hypothesis that the system is not worse when the larger 

dictionary (an increase of 276%) is used. 

Table 4.15 shows for each sentence (Sent), the position of the required hypoth­

esis when the system processed the sentences using the two dictionaries. It also 

shows the difference (Diff) between the two positions, the direction of the differ­

ence ( + /-), the rank of the difference (Rank), taking only the magnitude of the 

difference into account (i.e. ignoring the sign), and the signed rank score (Signed 

5 The original 100 less the 11 removed. 
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Rank) used in the Wilcoxon Signed Rank test. 

The Sign Test 

The NULL hypothesis will be that both systems are equaL 

The alternate hypothesis will be that the system using the larger dictionary 

will not be worse than the system using the smaller dictionary. A one-tail test is 

therefore appropriate. 

Table 4.15 shows that the number of pairs that result in a positive outcome are 

27 and the number of pairs that result in a negative outcome are 3. A difference 

of zero is a positive outcome as it supports the (negative) alternate hypothesis 

that the system using the larger dictionary is not worse than the system using the 

smaller dictionary. 

Using the Sign Test with a sample population of 30 the critical value for p=0.005 

is 7. As the analysis has 3 negative outcomes, this shows that the system using 

the larger dictionary is significantly not worse (3 is :::; 7) than the system using the 

smaller dictionary at the p«0.005 level. 

The Wilcoxon Signed Rank Test 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system using the larger dictionary 

will not be worse than the system using the smaller dictionary. A one-tail test is 

therefore appropriate. 

Table 4.15 shows the position (Rank) for each sentence (Sent) when the differ­

ence (Diff) between the pairs is used to ran]< the sentences. As with the Sign Test 

a difference of zero is a positive outcome as it supports the (negative) alternate hy­

pothesis that the system using the larger dictionary is not worse than the system 

using the smaller dictionary. For those differences that are negative the results are 

kept negative while the others are positive. 
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The total of the positive ranks is 380 and the total of the negative ranks is 85. 

Using the Wilcoxon Signed Rank Test with a sample population of 30 the critical 

value for p=0.005 is 109. As the analysis has a negative score of 85, this shows 

that the system using the larger dictionary is significantly not worse (85 is ::; 109) 

than the system using the smal~er dictionary at the p«0.005 level. 

4.6.7 Results Summary 

Generally, the system showed an increased performance, using the position of the 

required hypothesis in the hypothesis list, when knowledge sources were added. 

These analysis identified two main problems with the current system. The first 

is that the skip & share algorithm did_ not improve the performance of the system. 

The analyses showed significantly that the system with the skip & share algorithm 

is not better than the system not using the skip & share algorithm. 

The second is that speech repairs cause a major problem when the anti-grammar 

rules are used. The anti-grammar has been produced to punish those hypotheses 

that have ill-formed structures. It is well known that repairs are a definite problem 

found in spontaneous speech and it is expected [Hindle, 1983) that repairs do not 

follow normal constructs of natural speech. As repairs are ill-formed structures and 

anti-grammar punishes ill-formed structures, it is not unexpected that a system 

using anti-grammar (not taking account of repairs) would result in a decreased 

performance when processing sentences containing repairs. The anti-grammar rules 

themselves are of significant benefit to the system when it is processing repair free 

speech so it is not desirable to remove the anti-grammar rules from the system. 

It is therefore necessary to have some process that deals specifically with repairs 

before/while the anti-grammar is being used. 
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Narrow Medium Signed 
Sent Beam Width Beam Width Diff +I- Rank Rank 

4 - - -0 - 1 -2.5 
11 15 15 -0 - 2 -2.5 
26 65 65 -0 - 3 -2.5 
14 - - -0 - 4 -2.5 
3 - 97 +* + 5 10.5 
6 - 20 +* + 6 10.5 
8 - 5 +* + 7 10.5 
12 - 67 +* + 8 10.5 
15 - 112 +* + 9 10.5 
17 68 67 1 + 10 10.5 
19 - 65 +* + 11 10.5 
20 - 112 +* + 12 10.5 
23 - 76 +* + 13 10.5 
24 - 57 +* + 14 10.5 
25 - 199 +* + 15 10.5 
27 - 37 +* + 16 10.5 
1 44 34 10 + 17 17 

28 10 24 -14 - 18 -18 
7 26 5 21 + 19 19 
18 65 3 62 + 20 20 
21 82 13 69 + 21 21 
13 153 74 79 + 22 22 
9 29 129 -100 - 23 -23 
29 135 6 129 + 24 24 
5 153 7 146 + 25 25 
16 431 153 278 + 26 26 
10 506 47 459 + 27 27 
22 640 7 633 + 28 28 
2 1356 13 1343 + 29 29 
30 330 2307 -1970 - 30 -30 

Table 4.9: The Rank, Scores and Differences used in the Sign Test and Wilcoxon 
Signed Rank Test for the comparison of the system with a Narrow Beam Width 
and the system with a Medium Beam Width 
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Without With +/-II Rank 

Signed 
Sent Skip & Share Skip & Share Diff Rank 

2 13 13 -0 - 1 -7.5 
4 - - -0 - 2 -7.5 
5 7 7 -0 - 3 -7.5 
7 5 5 -0 - 4 -7.5 
8 5 5 -0 - 5 -7.5 
12 67 67 -0 - 6 -7.5 
14 - - -0 - 7 -7.5 
18 3 3 -0 - 8 -7.5 
22 7 7 -0 - 9 -7.5 
24 57 57 -0 - 10 -7.5 
25 199 199 -0 - 11 -7.5 
26 65 65 -0 - 12 -7.5 
28 24 24 -0 - 13 -7.5 
29 6 6 -0 - 14 -7.5 
11 15 12 3 + 15 15 
1 34 39 -5 - 16 -16 

13 74 81 -7 - 17 -17 
15 112 124 -10 - 18 -18.5 
17 67 57 10 + 19 18.5 
27 37 52 -15 - 20 -20 
6 20 46 26 + 21 21 

21 13 41 -28 - 22 -22 
3 97 42 55 + 23 23 
16 153 213 -60 - 24 -24 
19 65 129 -64 - 25 -25 
9 129 194 -65 - 26 -26 
10 47 2142 -2095 - 27 -27 
23 76 - -* - 28 -28 
20 112 - -* - 29 -29 
30 2307 - -* - 30 -30 

Table 4.10: The Rank, Scores and Differences used in the Sign Test and Wilcoxon 
Signed Rank Test for the comparison of the system without Skip & Share processing 
and the system with Skip & Share processing 
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Without With 
Word Word Signed 

Sent Frequency Frequency Diff +I- Rank Rank 

18 3 3 -0 - 1 -1.5 
29 6 6 -0 - 2 -1.5 
4 - 9 +* + 3 3.5 
14 - 470 +* + 4 3.5 
8 5 2 3 + 5 5.5 

21 13 10 3 + 6 5.5 
5 7 3 4 + 7 7 
2 13 7 6 + 8 9 

20 112 106 6 + 9 9 
22 7 1 6 + 10 9 
11 15 6 9 + 11 11.5 
28 24 15 9 + 12 11.5 
6 20 3 17 + 13 13 
1 34 16 18 + 14 14 

24 57 25 27 + 15 15.5 
26 65 38 27 + 16 15.5 
27 37 7 30 + 17 17 
7 5 39 -34 - 18 -18 
10 47 12 35 + 19 19 
23 76 21 55 + 20 20 
19 65 5 60 + 21 21 
13 74 10 64 + 22 22 
12 67 2 65 + 23 23.5 
17 67 2 65 + 24 23.5 
3 97 13 84 + 25 25 

15 112 8 104 + 26 26 
9 129 1 128 + 27 27 
16 153 13 140 + 28 28 
25 199 33 166 + 29 29 
30 2307 674 1633 + 30 30 

Table 4.11: The Rank, Scores and Differences used in the Sign Test and Wilcoxon 
Signed Rank Test for the comparison of the system without Word Frequency pro­
cessing and the system with Word Frequency processing 
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Without With Signed 
Sent Anti-grammar Anti-grammar Diff +I- Rank Rank 

8 2 2 -0 - 1 -2.5 
12 2 2 -0 - 2 -2.5 
17 2 2 -0 - 3 -2.5 
22 1 1 -0 - 4 -2.5 
6 3 2 1 + 5 5 
18 3 1 2 + 6 6.5 
29 6 4 2 + 7 6.5 
11 4 1 3 + 8 8.5 
27 7 4 3 + 9 8.5 
19 5 1 4 + 10 10.5 
28 15 11 4 + 11 10.5 
15 8 3 5 + 12 12.5 
21 10 5 5 + 13 12.5 
2 7 1 6 + 14 14 

13 12 5 7 + 15 15 
16 13 3 10 + 16 16.5 
24 25 15 10 + 17 16.5 
1 18 7 11 + 18 18.5 
10 12 1 11 + 19 18.5 
23 21 6 15 + 20 20 
26 38 18 20 + 21 21 
25 33 7 26 + 22 22 
20 82 42 40 + 23 23 
14 470 1 469 + 24 24 
30 674 4 670 + 25 25 
3 13 - -* - 26 -28 
4 9 - -* - 27 -28 
5 3 - -* - 28 -28 
7 47 - -* - 29 -28 
9 1 - -* - 30 -28 

Table 4.12: The Rank, Scores and Differences used in the Sign Test and Wilcoxon 
Signed Rank Test for the comparison of the system without Anti-grammar pro­
cessing and the system with Anti-grammar processing 



Chapter 4: Module Analysis 89 

Sent No-AG AG Diff +I- Sent No-AG AG Diff +I-
1 2 2 -0 - 2 3 1 2 + 
3 36 1 35 + 4 5 5 -0 -
5 10 4 6 + 6 10 5 5 + 
7 3581 17 3564 + 8 - 4 +* + 
9 13 3 10 + 10 81 96 -15 -

·11 3 1 2 + 12 6 39 -33 -
13 3 1 2 + 14 - 261 +* + 
15 9 2 7 + 16 22 6 16 + 
17 3 2 1 + 18 820 220 600 + 
19 14 2 12 + 20 90 33 57 + 
21 3 1 2 + 22 168 30 138 + 
23 15 3 12 + 24 1 1 -0 -

25 - - -0 - 26 27 8 19 + 
27 31 135 -104 - 28 808 16 792 + 
29 33 13 20 + 30 7 1 6 + 
31 11 9 2 + 32 2 1 1 + 
33 56 25 31 + 34 25 15 10 + 
35 3 3 -0 - 36 - 18 +* + 
37 31 4 27 + 38 15 11 4 + 
39 3 2 1 + 40 8 3 5 + 
41 11 9 2 + 42 57 26 31 + 
43 7 2 5 + 44 - 1 +* + 
45 5 5 -0 - 46 1 1 -0 -
47 28 8 20 + 48 1416 14 1402 + 
49 3 2 1 +' 50 5 2 3 + 
51 32 10 22 + 52 - 22 +* + 
53 27 5 22 + 54 1 1 -0 -
55 6 2 4 + 56 2 1 1 + 
57 15 9 6 + 58 45 5 40 + 
59 2 1 1 + 60 8 1 7 + 
61 5 2 3 + 62 - 41 +* + 
63 1491 1 1490 + 64 26 1 25 + 
65 41 7 34 + 66 1288 1 1287 + 
67 49 23 26 + 68 4 1 3 + 
69 8 3 5 + 70 12 3 9 + 
71 6 3 3 + 72 17 5 12 + 
73 2 1 1 + 74 19 1 18 + 
75 7 6 1 + 76 106 21 85 + 
77 3 1 2 + 78 - 19 +* + 
79 - 5 +* + 80 32 20 12 + 
81 22 6 16 + 82 1 1 -0 -
83 11 9 2 + 84 21 17 4 + 
85 . 25 3 22 + 86 3 1 2 + 
87 - 4 +* + 88 2 1 1 + 
89 19 9 10 +· 90 3 1 2 + 
91 1 1 -0 - 92 - 14 +* + 
93 29 6 23 + 94 - 70 +* + 
95 196 84 112 + 96 46 22 24 + 
97 17 1 16 + 98 35 18 17 + 
99 67 33 34 + 100 27 3 24 + 

Table 4.13: The Results of the Extended Comparison of the System Using Anti­
grammar (AG) and the System Not Using Anti-grammar (No-AG). 
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Rank Diff Signed Rank Sent Rank Diff Signed Rank Sent 

1 -0 -5.5 1 51 12 51.5 23 
2 -0 -5.5 4 52 12 51.5 72 
3 -0 -5.5 24 53 12 51.5 80 
4 -0 -5.5 25 54 -15 -54 10 
5 -0 -5.5 35 55 16 56 16 
6 -0 -5.5 45 56 16 56 81 
7 -0 -5.5 46 57 16 56 97 
8 -0 -5.5 54 58 17 58 98 
9 -0 -5.5 82 59 18 59 74 

10 -0 -5.5 91 60 19 69 26 
11 1 15 17 61 20 61.5 29 
12 1 15 32 62 20 61.5 47 
13 1 15 39 63 22 64 51 
14 1 15 49 64 22 64 53 
15 1 15 56 65 22 64 85 
16 1 15 59 66 23 66 93 
17 1 15 73 67 24 67.5 96 
18 1 15 75 68 24 67.5 100 
19 1 15 88 69 25 69 64 
20 2 24.5 2 70 26 70 67 
21 2 24.5 11 71 27 71 37 
22 2 24.5 13 72 31 72.5 33 
23 2 24.5 21 73 31 72.5 42 
24 2 24.5 31 74 -33 -74 12 
25 2 24.5 41 75 34 75.5 65 
26 2 24.5 77 76 34 75.5 99 
27 2 24.5 83 77 35 77 3 
28 2 24.5 86 78 40 78 58 
29 2 24.5 90 79 57 79 20 
30 3 31.5 50 80 85 80 76 
31 3 31.5 61 81 -104 -81 27 
32 3 31.5 68 82 112 82 95 
33 3 31.5 71 83 138 83 22 
34 4 35 38 84 600 84 18 
35 4 35 55 85 792 85 28 
36 4 35 84 86 1287 86 66 
37 5 38.5 6 87 1402 87 48 
38 5 38.5 40 88 1490 88 63 
39 5 38.5 43 89 3564 89 7 
40 5 38.5 69 90 +* - 8 
41 6 42 5 91 +* - 14 
42 6 42 30 92 +* - 36 
43 6 42 57 93 +* - 44 
44 7 44.5 15 94 +* - 52 
45 7 44.5 60 95 +* - 62 
46 9 46 70 96 +* - 78 
47 10 48 9 97 +* - 79 
48 10 48 34 98 +* - 87 
49 10 48 89 99 +* - 92 -
50 12 51.5 19 100 +* - 94 

Table 4.14: The Ranks and Scores used in the Extended Comparison of the System 
Using Anti-grammar and the System Not Using Anti-grammar. 
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Small Larger Signed 
Sent Dictionary Dictio:qary Diff +I- Rank Rank 

1 7 7 0 + 1 10.5 
2 1 1 0 + 2 10.5 

3 - - 0 + 3 10.5 
'4 - - 0 + 4 10.5 

5 - - 0 + 5 10.5 

7 - - 0 + 6 10.5 

8 2 2 0 + 7 10.5 

9 - - 0 + 8 10.5 
11 1 1 0 + 9 10.5 

12 2 2 0 + 10 10.5 
14 1 1 0 + 11 10.5 

16 3 3 0 + 12 10.5 
17 2 2 0 + 13 10.5 

18 1 1 0 + 14 10.5 

19 1 1 0 + 15 10.5 

22 1 1 0 + 16 10.5 
25 7 7 0 + 17 10.5 

28 11 11 0 + 18 10.5 

29 4 4 0 + 19 10.5 

30 4 4 0 + 20 10.5 

15 3 2 1 + 21 21 

23 6 3 3 + 22 23 

24 15 12 3 + 23 23 

27 4 1 3 + 24 23 

13 5 1 4 + 25 25 
26 18 12 6 + 26 26 

10 1 8 -7 - 27 -27 

21 5 14 -9 - 28 -28 
20 42 32 10 + 29 29 

6 2 13 -11 - 30 -30 

Table 4.15: The Rank, Scores and Differences used in the Sign Test and Wilcoxon 
Signed Rank Test for the comparison of the system using the small Dictionary and 
the system using the large Dictionary 
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Figure 4.2: Block Structure of AURAID 

4. 7 The Base System 

From this analysis a base system has been produced that will be used through­

out this thesis. The system [Collingham, 1994], at present, is only a sub-section 

of a final product but its performance shows that further expansions will lead to 

a practical automatic speech recognition system. The remainder of this section 

outlines the base system for use in the rest of this thesis and a diagram showing 

how the sections interact can be seen in figure 4.2. 

The base system makes use of the pyramid beam search and the analyses given 

above indicates that the best performance is given when the widths of the beam 

search are set to 20% initially and then to 10% after three cycles. The system 

also makes use of word frequency information taken from the Oxford Advanced 

Learners Dictionary [Mitton, 1992] and also the anti-grammar rules [Collingham 
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and Garigliano, 1993] produced during the development of the AURAID system. 

The original system made use of a skip & share algorithm, but the analyses above 

showed that this did not improve the performance of the system, therefore, the 

skip & share algorithm has been removed from the base system. 

The analyses also showed, significantly, that the system using the larger dictio­

nary was not worse than the system using the smaller dictionary. Therefore, the 

larger dictionary could be used in the rest of the analyses in this thesis. 

4.8 Chapter Summary 

This chapter presents an analysis of a sub-section of an automatic speech recogni­

tion system which is being developed at the University of Durham. Seven versions 

of the system, created by including different sources of knowledge, processed thirt); 

test sentences from a lecture presented at the University of Durham and recorded 

as part of the Durham corpus. 

The measurements taken for this analysis were very accurate, using the part­

of-speech tags (VERB, NOUN, etc.) of the words to identify the location of the 

required hypothesis within a hypothesis list. The comparisons between the seven 

different system formats showed that the following were of benefit: a medium beam 

width (20% and 10%), word frequency information and anti-grammar rules. The 

skip & share algorithm did not show any benefit to the system's performance. The 

analysis also showed that using an increased vocabulary was not detrimental to the 

system. 

This work gives identifies those parts of the system that are of benefit to the 

system and thus a base system that can be built upon. The production of further 

modules dealing with such things as speech repairs and semantics is now possible. 



Chapter 5 

Repair Analysis 

This chapter presents an analysis of the effect of repairs, contained in spontaneous 

speech, on the performance of the base system described in chapter 4. In a previous 

analysis (see chapter 4) it was noted that speech repairs caused problems for the 

system and de~reased the system's performance. The aim of this analysis is to 

identify the extent of the problems posed by repairs. 

5.1 Introduction 

Repairs are a part of spontaneous speech which cause problems for automatic 

speech recognition systems. It is expected that repairs do not exactly follow the 

normal constructs of natural speech since spontaneous speech is: 

... a mixed set of apparently grammatical and ungrammatical strings. 

[Hindle, 1983] 

An analysis on the effect of different knowledge sources on the performance 

of the automatic speech recognition system (see chapter 4) demonstrated that 

a problem was encountered when grammatical knowledge was introduced into a 

system attempting to analyse speech containing a repair. This suggests that speech 

repairs do not use the structures of natural speech. 

94 
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The analysis shows that a grammar alone can not deal with all the problems 

of spontaneous speech and further processing in combination with the grammar 

is required to_ overcome the problems of speech repairs and produce acceptable 

recognition results. 

5.2 The Data 

From the one hundred and seven speech repairs found in the Durham data (see 

chapter 7) thirty were selected for this analysis (see table 5.1). These repairs were 

selected to cover all three repair types (types 1, 2 and 3, see section 7.3, page 131) 

and to include a range of repair sizes. Each of the selected passages were reduced 

in size, to concentrate on the repair. As word fragments and cue phrases are a part 

of spontaneous speech repairs, four of the thirty repairs contained word fragments 

(passages 2, 9, 10 and 28) and one of the selected repairs contained a cue phrase 

(passage 7). The word fragments were contained in two type 1, one type 2 and one 

type 3 repair while the cue phrase was contained in a type 1 repair. 

Thirty control passages (see table 5.2) were also processed, so that a comparison 

between repair passages and non-repair passages could be undertaken. These thirty 

passages were the thirty disfluent passages with the repairs corrected. 

This gave sixty test passages with which to test the AURAID system on its 

performance with respect to speech repairs. 

The vocabulary used in this analysis was the 1,985 word dictionary (see sec­

tion 4.2.3 and table 4.4). 

5.3 The Analysis 

. Two versiOns of the base AURAID system were created for this analysis. Both 

systems used the pyramid beam search to produce sentence hypotheses and word 

frequency information to select the most approp-riate hypothesis. But only one 
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I No.I Repair Phrase 
I Repair I 

Type 

1 in fact the I the book 1 
2 hold complete inf- I complete information about 

a project 1 
3 hard to I to convert from that 1 
4 now you can I you can see 1 
b._ not about I just for writing programs 3 c 

6 the same programs I sets of programs 2 
7 describing the I if you like the central part 1 
8 like a I a typical economics book 1 
9 the ques- I the first question to answer is 2 
10 they usuall- I it usually costs more 3 
11 it is the I the thing called 1 
12 i can actually I finally get round to writing 3 
13 a lot of time and I and we were spending 1 
14 he will tell you stories I real stories that show 2 
1f- a thousand people working I programmers 

working on the project 3 
16 it is important to I to get this out of your mind 1 
17 this book I this course is not about research 3 
18 just so I just so we can document the program 1 
19 there are bits in the book that i I i I i leave out 

altogether 1 
20 between small or I and large software projects 3 
21 i unfortunately have undergraduates so I so you are 

my customers 1 
22 the 1 the advances have primarily been on the 

hardware front 1 
23 the programs you've been written I writing allow 

you to build kites 3 
24 the third one on I on the list 1 
2f- full of graphs and equations and I and unusually 

makes sense 1 
26 i've written three up I up there 1 
27 lose track of the I the size I the sheer size of our 

code 2 
28 a very import- I important aspect of I of software 

engineering 1 
29 hardware I computer hardware has got better 2 
30 in my eyes I in my mind this is I is what i think 3 

Table 5.1: Phrases Used in the Repair Analysis 
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No. 

1 
2 
3 
4 

6 
7 
8 
9 

10 
11 
12 
13 
14 
1f-
16 
17 
18 
19 
20 
21 
22 
23 
24 
2f-
26 
27 
28 
29 
30 

Control Phrase 

in fact the book 
hold complete information about a project 
hard to convert from that 
now you can see 
not just for writing programs 
the same sets of programs 
describing the central part 
like a typical economics book 
the first question to answer is 
it usually costs more 
it is the thing called 
i can finally get round to writing 
a lot of time and we were spending 
he will tell you real stories that show 
a thousand programmers working on the project 
it is important to get this out of your mind 
this course is not about research 
just so we can document the program 
there are bits in the book that i leave out altogether 
between small and large software projects 
i unfortunately have undergraduates so you are my customers 
the advances have primarily been on the hardware front 
the programs you've been writing allow you to build kites 
the third one on the list 
full of graphs and equations and unusually makes sense 
i've written three up there 
lose track of the sheer size of our code 
a very important aspect of software engineering 
computer hardware has got better 
in my mind this is what i think 

Table 5.2: Control Phrases Used in the Repair Analysis 
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used the anti-grammar rules, in conjunction with the word-frequency information, 

to help select the most appropriate hypothesis. 

Corruption within the phoneme generation system was set to 15%. 

Both systems processed the thirty disfluent passages with the current hypothesis 

list recorded after every cycle. The position of the required hypothesis within the 

list of hypotheses, the score of the required hypothesis and the score of the top 

hypothesis in the list was recorded. 

It is important, once again, to note the accuracy of the measurements used 

within this analysis. As with the previous analysis the measurements include both 

the part-of-speech tag and the word itself. Therefore, the exact effect of the inclu­

sion of the anti-grammar rules can be seen on the required output. See section 1.3 

and section 4.4 for more details of this measurement criteria. 

A comparison was made between the results of the two systems on the disflu­

ent passages to_ see if the inclusion of the anti-grammar rules gave a performance 

increase or decrease. The comparison was based on the position of the required 

hypothesis in the hypothesis list. The further up the list the better the position 

of the hypothesis. This measure was used as the anti-grammar does not decrease 

the score of good hypotheses but increases the score of bad hypotheses. It may not 

be that the required hypothesis is closer to the top through its score, but is more 

likely to be closer to the top in position. 

The thirty repaired passages were run through the second version of the system, 

where the system used the anti-grammar rules, and the same information as with 

the disfluent passages was recorded. This information was compared with the 

information from the equivalent disfluent passages (i.e. the passage before the 

repair was corrected) so that it could be checked to see whether the disfluent 

passages were causing the problems rather than the anti-grammar having problems 

with the normal constructs of the passages. 
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J repair type II increase I no change I decrease ·II totals J 

1 

II 

3 14 

II 

17 
2 1 4 5 
3 2 1 5 8 

totals II 2 5 23 II 30 

Table 5.3: Repair Type and System Performance: comparing the system with-
out anti-grammar with the system with anti-grammar when processing passages 
containing repairs 

5.4 The Results 

5.4.1 System Comparison 

Table 5.3 shows a breakdown ofrepair types and the performance of the system with 

respect to these repair types. It shows that of the seventeen passages containing 

type 1 repairs, fourteen showed a decrease in performance when anti-grammar was 

used, and three showed neither an increase or decrease in performance. 

Of the thirty disfluent passages analysed twenty three showed a decrease in 

performance when the anti-grammar rules were used, five showed no difference and 

only two showed any improvement. 

Table 5.4 shows for each passage (Pass), the position of the required hypothesis 

when the two systems processed the passage (a position of - shows that the 

required hypothesis was not in the hypothesis list) .. It also shows the difference 

(Diff) between the two positions (a difference of-* shows that the exact difference 

can not be calculated but it is negative (i.e. the system with anti-grammar does 

not have the required hypothesis in the hypothesis list while the system without 

anti-grammar does)), the direction of the difference ( + j-), the rank of the difference 

(Rank), taking only the magnitude of the difference into account (i.e. ignoring the 

sign), and the signed rank score (Signed Rank) used in the Wilcoxon Signed Rank 

test. 
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Without With +/-II Rank 

Signed 
Pass Anti-grammar Anti-grammar Diff Rank 

2 - - 0 + 1 3 
4 5 5 0 + 2 3 
9 - - 0 + 3 3 
10 - - 0 + 4 3 
28 - - 0 + 5 3 
15 13 4 9 + 6 6 
17 37 12 24 + 7 7 
26 24 74 -50 - 8 -8 
29 1 54 -53 - 9 -9 
6 106 193 -87 - 10 -10 
5 13 156 -143 - 11 -11 

12 8 153 -145 - 12 -12 
19 5 166 -161 - 13 -13 
24 21 596 -575 - 14 -14 
30 36 1254 -1218 - 15 -15 
1 1 - -* - 16 -23 
3 4 - - * - 17 -23 
7 2 - -* - 18 -23 
8 3 - -* - 19 -23 
11 1 - -* - 20 -23 
13 3 - -* - 21 -23 
14 16 - -* - 22 -23 
16 5 - -* - 23 -23 
18 27 - -* - 24 -23 
20 2 - -* - 25 -23 
21 9 - - * - 26 -23 
22 9 - - * - 27 -23 
23 3 - -* - 28 -23 
25 1 - -* - 29 -23 
27 7 - -* - 30 -23 

Table 5.4: The Rank, Scores and Differences used in the Sign Test and Wilcoxon 
Signed Rank Test for the comparison of the system without anti-grammar and the 
system with anti-grammar 
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The Sign Test1 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with anti-grammar is worse 

than the system without anti-grammar. A one-tail test is therefore appropriate. 

Table 5.4 shows that the number of pairs that result in a positive outcome are 

7 and the number of pairs that result in a negative outcome are 23. A difference 

of zero is a positive outcome as it does not support the alternate hypothesis that 

the system with anti-grammar is worse than the system without anti-grammar. 

Using the Sign Test with a sample population of 30 the critical value for p=0.005 

is 7. As the analysis has 7 positive outcomes, this shows that the system with anti­

grammar is significantly worse (7 is :::; 7) than the system without anti-grammar 

at the p«0.005 level, when processing passages containing repairs. 

The Wilcoxon Signed Rank Test2 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system vvith anti-grammar is worse 

than the system without anti-grammar. A one-tail test is therefore appropriate. 

Table 5.4 shows the position (Rank) for each passage (Pass) when the difference 

(Diff) between the pairs is used to rank the passages. As with the Sign Test 

a difference of zero is a positive outcome as it does not support the alternate 

hypothesis that the system with anti-grammar is worse then the system without 

anti-grammar. An unknown difference, with the system with anti-grammar not 

having the required hypothesis in the hypothesis list (-*), is given the maximum 

rank as this is an undesirable result. For those differences that are negative the 

results are kept negative while the others are positive. 

1See section 4.5, page 70, for a description of the Sign Test. 
2 See section 4.5, page 70, for a description of the Wilc~xon Signed Rank Test. 
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The total of the positive ranks is 28 and the total of the negative ranks is 437. 

Using the Wilcoxon Signed Rank Test with a sample population of 30 the critical 

value for p=0.005 is 109. As the analysis has a positive score of 28, this shows that 

the system with anti-grammar is significantly worse (28 is :::; 109) than the system 

without anti-grammar at the p«0.005 level, when processing passages containing 

repairs. 

These tests demonstrates that anti-grammar rules are of little benefit to an 

automatic speech recognition system when the passages it is processing contain 

repairs. From this we can deduce that speech repairs have the potential to cause 

problems to automatic speech recognition systems using anti-grammar. 

Passage Analysis 

As an illustration of the types of problems that can occur the results of the com­

parisons for three of the repair passages are given in table 5.6. Table 5.5 gives 

an index of the headings for this table and the rest of the tables in this chapter. 

Passage 1 (phrase 8) has a repeated article ("a") and shows that this alone can 

cause problems when anti-grammar rules are used. Passage 2 (phrase 7) contains 

a cue phrase ("if you like") and Passage 3 (phrase 9) contains a word fragment 

("ques-") and an inserted word ("first"). 

I Heading 

word 
tops 
p 
score 
% dif 
s dif 

p dif 

I Description 

The word the required hypothesis is up to. 
The score for the top hypothesis in the hypothesis list. 
The position of the required hypothesis in the hypothesis list. 
The score of the required hypothesis in the hypothesis list. 
Percentage difference between the two scores ("top s" & "score"). 
The difference between the "% dif" of the system using no anti-grammar 
and the "% dif'' of the system using anti-grammar. 
The difference between the position of the system using no anti-grammar 
and the position of the system using anti-grammar. 

Table 5.5: Index for Tables 5.6, 5.9 and 5.10 
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Passage 1 : like a I a typical economics book 
No Anti Grammar With Anti Grammar totals 

word top s p score % dif top s p score % dif s dif p dif 
like 76.0 2 76.0 0 76.0 2 76.0 0 0 0 

a 76.1 17 80.0 5 76.1 10 80.0 5 0 7 
a 73.1 8 76.0 4 69.5 5404 176.0 153 -149 -5396 

typical 54.1 20 68.6 27 - -

Passage 2 : describing the I if you like the central part 
No Anti Grammar With Anti Grammar totals 

word top s p score % dif tops p score % dif s dif p dif 
describing 92.4 1 92.4 0 92.4 1 92.4 0 0 0 

the 84.4 1 84.4 0 84.4 1 84.4 0 0 0 
if 72.4 15 92.5 26 72.4 384 191.5 165 -138 -369 

Passage 3 : the ques- I the first question to answer 
No Anti Grammar With Anti Grammar totals 

word tops p score % dif top s p score % dif s dif p dif 

the 168.0 1 168.0 0 168.0 1 168.0 0 0 0 
the 157.0 151.0 - -

first 129.0 123.0 - -

question 96.5 74.0 - -

Table 5.6: Example Repair Analysis Results for Passages 1, 2 and 3 

Passage 1 

When the hypotheses are only one word long the required hypothesis ("like") is 

second (p=2) in the hypothesis list and has the same score as the top hypothesis 

in the list (% dif = 0). Both when anti-grammar is used and when it is not. The 

anti-grammar has neither helped or hindered the system, no surprise at such a 

early stage in the process. 

When the hypotheses are increased to two words the system difference is again 

0% but the position of the required hypothesis increases seven positions when anti­

grammar is used. This shows that anti-grammar is working by decreasing the like­

lihood of other hypotheses and leaving those hypotheses with correct grammatical 

structures (including the required hypothesis) with the same score. 

A difference emerges when the third word is added to the hypotheses. This 

third word ("a") is the first word after the interruption point of the repair and 

completes the speech repair contained in the passage. The system without the 
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anti-grammar has the required hypothesis as eighth in the list of hypotheses and a 

percentage score difference of 4%, while the system with the anti-grammar has the 

required hypothesis 5,404th in the hypothesis list and a percentage score difference 

of 153% . The difference in the position of the required hypothesis between the two 

systems is -5,396 (i.e. the system using anti-grammar has the required hypothesis 

5,396 places lower in the list than the system without anti-grammar) and the score 

difference is -149% (i.e. the system using anti-grammar has the required hypothesis 

("like a a") 149% further away from the top hypothesis than the system without 

anti-grammar). This shows that the original passage contains an ungrammatical 

section, which is the repair, and that the inclusion of the grammatical knowledge 

can be seen as causing a problem or rather the repair is causing a problem to the 

system using grammatical knowledge. 

The system without anti-grammar expands the required hypothesis beyond the 

repair while the system with anti-grammar stops the required hypothesis from being 

expanded and .removes any chance of producing the required result (i.e. what the 

speaker actually said). 

Passage 2 

Passage 2 is similar to Passage 1 except that it contains a cue phmse ("if you like") 

between the repeated articles. The expansion of the hypotheses up to two words 

shows no differences between the results of the two systems. Both have the required 

hypothesis as first in their respective hypothesis lists and the same scores for the 

required hypotheses. The problem comes when the first word after the interruption 

point of the speech repair is added. 

When the third word ("if") is added, the system without anti-grammar has the 

required hypothesis in fifteenth position within the hypothesis list and the percent­

age score difference is 26%. This drop in the position of the required hypothesis 

demonstrates that the system is encountering a difficulty and that there are many 

interpretations as to what could have been said. The system using anti-grammar 

has the required hypothesis 384th in the list and its percentage score difference be-
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I repair type increase I no change I decrease II totals I 

I 

1 17 

I II 

17 

I 
2 3 1 1 5 
3 6 2 8 

I totals 26 3 I 1 II 30 

Table 5.7: Repair Type and System Performance: comparing the system with 
anti-grammar processing the passages containing repairs and the passages with the 
repairs corrected 

tween the top hypothesis and the required hypothesis is 16.5%. The the system with 

anti-grammar has the required hypothesis 369 places and 138% further away from 

the top hypothesis. This again demonstrates the incompatibility of anti-grammar 

and repairs. 

Passage 3 

Passage 3 introduces the problem of word fragments. This example shows that the 

required hypothesis is never found after the location of the word fragment has been 

reached and that it is not possible to ignore word fragments. Word fragments are 

a problem that affect not only the performance of the grammar, but the system as 

a whole. 

5.4.2 Repair vs Repaired 

The previous analysis showed that an anti-grammar approach encounters difficul­

ties when processing spontaneous passages containing speech repairs. It. is not 

certain, however, whether these problems are caused by the anti-grammar or the 

repair. To check this the thirty original disfiuent passages were modified to correct 

the actual disfiuency and run through the second of the two systems (i.e. the one 

using anti-grammar processing). 

Table 5. 7 shows that of the thirty passages analysed twenty six showed an 

increase in performance when the repair was not present, three showed no change 
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II Repair Repaired Signed 
Pass Passage Passage Diff +I- Rank Rank 

9 - - 0 - 1 -2 
15 4 4 0 - 2 -2 
23 - - 0 - 3 -2 
1 - 1 +* + 4 12 
2 - 8 +* + 5 12 
3 - 2 +* + 6 12 
7 - 9 +* + 7 12 
8 - 19 +* + 8 12 
10 - 1 +* + 9 12 
11 - 1 +* + 10 12 
13 - 1 +* + 11 12 
14 - 13 +* + 12 12 
16 - 7 +* + 13 12 
18 - 2 +* + 14 12 
20 - 6 +* + 15 12 
21 - 1 +* + 16 12 
22 - 1 +* + 17 12 
25 - 1 +* + 18 12 
27 - 8 +* + 19 12 
28 - 3 +* + 20 12 
4 5 3 2 + 21 21 
12 153 145 8 + 22 22 
17 12 3 9 + 23 23 
26 74 5 69 + 24 24 
5 156 7 149 + 25 25 
19 166 10 156 + 26 26 
6 193 1 192 + 27 27 
24 596 19 577 + 28 28 
30 1254 16 1238 + 29 29 
29 54 - -* - 30 -30 

Table 5.8: The Rank, Scores and Differences used in the Sign Test and Wilcoxon 
Signed Rank Test for the comparison of the system with anti-grammar processing 
the passages containing repairs and the passages with the repairs corrected 
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and only one showed a decrease in performance. 

Table 5.8 shows for each passage (Pass), the position of the required hypothesis 

when the system processed the two versions of the passage (the version containing 

the repair (Repair Passage) and the version with the repair corrected (Repaired 

Passage)). It also shows the difference (Diff) between the two positions.(a difference 

of +* shows that the exact difference can not be calculated but it is positive (i.e. 

the system processing the repair passage does not have the required hypothesis in 

the hypothesis list while the system processing the repaired passage does)), the 

direction of the difference ( + /-), the rank of the difference (Rank), taking only the 

magnitude of the difference into account (i.e. ignoring the sign), and the signed 

rank score (Signed Rank) used in the Wilcoxon Signed Rank test. 

The Sign Test3 

The NULL ,hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system processing the repaired passage 

is better than the system processing the repair passage. A one-tail test is therefore 

appropriate. 

Table 5.8 shows that the number of pairs that result in a positive outcome are 

26 and the number of pairs that result in a negative outcome are 4. A difference 

of zero is a negative outcome as it does not support the alternate hypothesis that 

the system processing the repaired passage is better than the system processing 

the repair passage. 

Using the Sign Test with a sample population of 30 the critical value for p=0.005 

is 7. As the analysis has 4 negative outcomes, this shows that the system processing 

the repaired passage is significantly better ( 4 is ~ 7) than the system processing 

3See section 4.5, page 70, for a description of the Sign Test. 
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the repair passage at the p«0.005 level. 

The Wilcoxon Signed Rank Test4 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system processing the repaired passage 

is better than the system processing the repair passage. A one-tail test is therefore 

appropriate. 

Table 5.8 shows the position (Rank) for each passage (Pass) when the differ­

ence (Diff) between the pairs is used to rank the passages. As with the Sign Test 

a difference of zero is a negative outcome as it does not support the alternate hy­

pothesis that the system processing the repaired passage is better than the system 

processing the repair passage. An unknown difference, with the system processing 

the repaired passage not having the required hypothesis in the hypothesis list (-*), 

is given the maximum rank as this is an undesirable result. An unknown difference, 

with the system processing the repair passage not having the required hypothesis 

in the hypothesis list ( + *), is given a minimum difference of 1 as this is a desirable 

result. An unknown desirable result is given a minimum difference so as not to 

favour the unknown difference above its minimum potential. For those differences 

that are negative the results are kept negative while the others are positive. 

The total of the positive ranks is 429 and the total of the negative ranks is 36. 

Using the Wilcoxon Signed Rank Test with a sample population of 30 the critical 

value for p=0.005 is 109. As the analysis has a negative score of 36, this shows 

that the system processing the repaired passages is significantly better (36 IS < 

109) than the system processing the repair passages at the p«0.005 level. 

These tests demonstrate that anti-grammar can be of benefit· to the system 

when the repairs are not present. Therefore, it is the repairs that are causing the 

problem to the system. From this we can deduce that speech repairs do cause 

4See section 4.5, page 70, for a description of the Wilcoxon Signed Rank Test. 
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problems to automatic speech recognition systems using anti-grammar. 

U n-repaired passage Repaired passage 
like a a typical economics book like a typical economics book totals 

word top s p score % dif top s p score % dif s dif p dif 

like 76.0 2 76.0 0 72.0 2 72.0 0 0 
a 76.1 10 80.0 5 72.1 16 76.0 5 -0 
a 69.5 5404 176.0 153 -

typical 64.3 17 68.6 7 -

economics 60.1 12 64.2 7 -

book 48.7 19 .53.2 9 -

Table 5.9: Passage 1 : Comparison of Repair & Repaired Processing 

Passage Analyses 

Table 5.9 (which can be compared to Passage 1 of table 5.6) shows that the pro­

cessing of the modified passag~ allowed the hypothesis to go beyond the repair 

location, rather than eliminate the required hypothesis when the repair was en­

countered. It also shows that up to the repair location, the system performs better 

with anti-grammar than it does without. Comparison of the four word hypothesis 

"% dif'' of 27% (see table 5.6) with the three word hypothesis "% dif'' of 7% (see 

table 5.9) shows that the required hypothesis (on reaching the word "typical") is 

closer to the scor~ of the top hypothesis by 20% when anti-grammar is used on the 

repaired passage. 

Table 5.10 shows a similar result to table 5.9 in that the modified passage was 

expanded beyond the location of the repa.lr. In fact the whole of the required 

hypothesis, which would never have been generated by the system when the repair 

was present, was ninth in the hypothesis list and only 4% away from the score of 

the top hypothesis. 

The third example is not given here as once the word fragment is removed the 

system will be able to expand beyond the interrupt?:on point. 

0 
-6 
-
-

-
-
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U n-repaired passage Repaired passage 
describing the if you describing the central part 
like the central of this course totals 

word top s p score % dif top s p score % dif s dif p dif 

describing 92.4 1 92.4 0 82.7 1 82.7 0 0 0 
the 84.4 1 84.4 0 74.7 1 74.7 0 0 0 

if 72.4 384 191.5 165 - -
central 61.5 1 61.5 0 - -

part 69.1 4 71.0 3 - -

of 61.1 3 63.0 3 - -
this 49.1 5 51.0 4 - -

course 49.2 9 51.1 4 - -

Table 5.10: Passage 2 : Comparison of Repair & Repaired Processing 

5.5 Chapter Summary 

One of the main problems with dealing with spontaneous natural speech is the 

number of disfl.uencies that appear in the speech. The results presented here iden­

tify the effect of speech repairs on the performance of a sub-section of an automatic 

speech recognition system using anti-grammar processing. The results demonstrate 

the need for a repair process, to work in collaboration with the anti-grammar, to 

allow the system to ignore the reparandum of repairs present in the passage being 

processed. 

Table 5.4 shows that repairs within spontaneous speech do cause problems to 

the system. Table 5.8 shows that if these repairs don't exist in the first place (or 

are overcome) then the performance of the speech recognition system will increase 

and the anti-grammar processing will be able to perform to its potential. 

Of the thirty disfiuent passages analysed, 77% caused the systems performance 

to decrease when anti-grammar processing was included. This is un-surprising as 

repairs are problems which break the normal expected structures of English. As 

the data shows (see chapter 7) 31% of the sentences spoken during the univer­

sity lecture contained disfl.uencies which means that 24% (77% of those sentences 

containing disfl.uencies) of all sentences spoken during the lecture would cause the 

system, using anti-grammar processing, to decrease in performance. This is clearly 
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unacceptable. A repair process must be incorporated into the system to overcome 

this problem. 



Chapter 6 

Corpora 

This chapter begins with an overview of methods for the analysis of corpora and 

then investigates the current corpora available to researchers. Corpora are an 

integral part of natural language and speech recognition research. The available 

technology anq speech recognition requirements have changed so much that the 

corpora themselves have had to be adapted to fit the new requirements. 

6.1 Corpora Analysis 

The compilation and analysis of computer corpora was generally performed by 

linguists [Leech and Fligelstone, 1992] whose interest lay in studying literary and 

linguistic texts for their own sake, without necessarily forming a clear definition of 

what they hoped or expected to find. Recently, however, this field has attracted 

strong interest from those working in information technology ( e.g. speech recog­

nition and machine translation). 

Research into the structure and features of speech, as required by automatic 

speech recognition researchers, has been carried out in the linguistics field for many 

years and it would be helpful if the linguistic findings could be applied to speech 

recognition research. This has not been the case as the aims of linguistic research 

do not tie in exactly with those of speech recogriition research. In their analyses 
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of the structure and features of speech, linguists used to remove the impurities of 

speech before analysing the remaining text. There motivation was in comparing 

types of communication rather than analysing a single communication type [Chafe 

and Tannen, 1987]. The speech recognition field is interested in the impurities and 

purities of speech thus rendering much of the linguists analyses of little relevance. 

To develop solutions to the current problems being faced by automatic speech 

recognition systems it is necessary to undertake an analysis of relevant data. There­

fore, speech analysis can be seen as an integral part of speech recognition research 

and speech corpora can be seen as a tool for speech researchers. 

6.1.1 Text vs Speech 

Comparisons of written and spoken English have been undertaken since they were 

identified as having separate styles. This can be traced back to Aristotle: 

It should be observed that each kind of rhetoric has its own appropriate 
style. The style of prose is not that of spoken oratory. 

Chafe & Tannen (1987) provide a more detailed discussion. The findings 

throughout the years have been contradictory, with a claim of "no single, ab­

solute difference between speech and writing in English" by Biber (1987), while 

Gibson et al. (1966) found that spoken language is more understandable, more 

interesting, and has a simpler vocabulary. This provided evidence for the claim by 

Woolbert (1922), given in [O'Donnell, 1974], that 

Speaking and writing are alike - and di.ffe1·ent. 

For a review of the work carried out on the relationship between written and spo-

ken English see [Chafe and Tannen, 1987] and [Liggett, 1984]. Umeda et al. (1992) 

have examined word usage and sentence structure with respect to written texts and 

spontaneous speech. They identify certain features which are common throughout 

comparisons of text and speech such as: 
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Different sex has no effect. 
Text has a higher complexity than speech. 
Speech uses easier words and simpler constructions. 

[Umeda et al., 1992] 

All of these findings are relative to the types of texts and speech used in the 

analysis. Umeda et a!. used three types of texts (literature, social science and 

science writing) and only one form of speech (conversation). A further finding 

from their analysis is that different types of text showed different uses of sentence 

structures. This may also be true for differing forms of speech, a single speaker 

oration is likely to be structurally different from a group conversation, which in 

turn is likely to be different from a two speaker dialogue. Therefore, to claim 

differences between written texts and speech is not enough, the claim should be 

on the differences between written texts of a specific type and speech of a specific 

type. 

A further pr:oblem of this type of analysis is the amount of modifications made to 

the speech before the analysis takes place. Linguists used to remove the impurities 

of speech, as did Umeda et al. (1992), but these are an integral part of all forms 

of natural speech. If you remove parts of speech prior to analysis then you are not 

analysing speech but sections of speech, thus rendering the analysis incomplete. 

This does depend on the reason behind the analysis but the fundamental principle 

still stands. Any findings from a "text vs speech" analysis need to be carefully 

evaluated. The type of text and type of speech analysed, the collection of the text 

and speech, and the form of analysis undertaken needs to be considered. If these 

satisfy the requirements of the researcher then and only then may the findings be 

of use. If the criteria of the researcher are not met then it must be presumed that 

the analyses carried out are not helpful. 

6.1.2 Speech vs Speech 

A number of comparisons of different types of spee<;:h have been performed [Blaauw, 

1992] [Daly and Zue, 1992] [Silverman et al., 1992a] [Silverman et al., 1992b]. 
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Though this work is more recent than the majority of the work on the comparison 

of written text and speech, and is closer to the requirements of speech recognition 

research, the results are quite limiting. 

Studies by Silverman et al. (1992a, 1992b) show that there are fundamental 

differences between read and spontaneous speech and that read speech should not 

be used to produce a system whose aim is to recognise spontaneous speech. 

Blaauw (1992) examines the phonetic differences between read and spontaneous 

speech but limited her research to a single speaker, thus rendering the findings as 

potentially speaker dependent, rather than a global speech phenomena. Blaauw 

indicates that the results should be used with caution as the subject was a trained 

speaker and was able to perform the reading task with emphasised stress to in­

corporate meaning. By this statement Blaauw is indicating the possibility of sub­

categories of read speech. This would be the instance of the more general hypothesis 

that each type of speech could have sub-categories and hence would mean that any 

analysis on a specific form of speech would only be relevant to research into that 

form of speech. 

To help overcome this Daly & Zue (1992) performed their analysis on a large 

corpus of dialogue transactions carried out by many different speakers. However, 

they drastically decreased the relevance of their analysis to the field of speech 

recognition by the removal of disfluencies from the spontaneous speech. They then 

went on to compare their results with those of Koopmans-van Beinum (1990) and 

indicated that the fundamental reason behind the differences of the two sets of 

work was the initial data used. Koopmans-van Beinum used monologue speech 

by a speaker who was a professional radio announcer. These two pieces of work, 

though using the same style and process, produced radically differing results which 

can only be accredited to the initial data. 

Therefore, it seems, to produce an automatic speech recognition system for a 

specific form of speech it should be developed using an analysis of the relevant 

speech. To produce an automatic speech recognition system_ for the recognition of 

general speech would require a full analysis of all forms of speech from pure Queen's 
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English to drunken speech. 

6.1.3 Single Speech Analyses 

Large scale analyses of single types of speech are few and far between and those 

that do exist examine specific aspects of the speech. 

Swerts et al. (1992) examine the use of intonation and pauses within units of 

spontaneous speech. This is a prime example of speech research in which the speech 

used lends to the problem being assessed. A monologue of instructions is formed of 

clear, emphasised units. These directly assist in the identification of unit breaks. 

Shriberg (1994) has carried out one of the largest analyses of speech by per­

forming a large scale analysis of disfluencies found in dialogues. She carried out 

a detailed analysis looking for uniformity across different aspects such as speaker, 

gender and rate of speech. It is these forms of analysis that are necessary to aid 

automatic speech recognition research. 

6 .1.4 Repair Analyses 

The problem being addressed in this thesis is the identification and correction of 

repairs. Research into this problem has been performed for a number of years 

(see chapter 3) but the analyses that have been carried out have mainly concerned 

dialogues (see table 6.1 which shows the breakdown of communication type within 

repair research). 

It is clear that the analysis of raw speech corpora data is necessary for the 

progression of automatic speech recognition systems but to simply analyse speech 

in general or to analyse a specific type of speech to form a general theory would 

provide data of little use. Instead, it is necessary to analyse the specific type of 

speech which is relevant to the system being produced. Analyses on the data of 

interest to this work are limited and so it has been necessary to carry out our own 

analysis (see chapter 7). 
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Data Type 
Research Written Sentences Dialogue Monologue 

Human-Human Human-Machine 
Read Span. Read Span. Read Span. Read 

Rochester X 
SRI International X 
SRI Cambridge X 
INRS (Quebec) X 
ATT & Harvard X 
Shriberg X X X 
Levelt X 
Hindle X 
Edinburgh X 

I Totals II 5 5 1 

Table 6.1: Repair Analyses : Data Type Breakdown 

6.2 Recent Corpora 

Computer corpora a7'e! essentially! bodies of natural language ma­
terial (whole texts! samples from texts! or sometimes just unconnected 
sentences)! which are stored in machine-readable form. 

[Leech and Fligelstone, 1992, Page 115] 

Span. 

One of the biggest influences on the production of automatic speech recogni­

tion systems has been the types of computer corpora available to the researchers. 

Computer corpora (from now on know as corpora) contain high quality recorded 

speech, or transcribed speech, for the training and testing of speech recognisers. 

The data contained in early corpora consisted mainly of short utterances dealing 

with requests for information. This has lead to domain specific speech recognition 

systems with high accuracy rates. Corpora have needed to evolve and their increas-. 

ing complexity, both in the domain they represent and the speaking style within 

the corpora, is an indication of the increasing requirements of speech recognisers 

and speech recognition researchers. 

The problem with recent corpora. (i.e. that available at the start of this research) 

is that the majority of the speech had been recorded in an artificial environment, 

which has very little background noise and disruptions to the acoustics of the signal. 

Systems produced and trained on data. of this type generally perform well when 
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Data Type 
Corpora Written Sentences Dialogue Monologue 

Human-Human Human-Machine 
Read Span. Read Span. Read Span. Read Span. 

Brown X 
LOB X 
LLC X X(?) 
TIM IT X 
SCRIBE X 
SEC X X X(?) 
RM X 
Penn Treebank X X X 
ATIS X 
Map Task X 
* WSJ X X 
*TED X X 
* DRA X 
*Durham X 

I Totals II 3 3 o 1 1 4 1 1 · 1 3 5 

Table 6.2: Corpora : Data Type Breakdown 

tested with the speech from the corpus but this performance deteriorates rapidly 

when a more natural form of speech (or even data from another similar corpus) is 

used [Spitz, 1991]. It is therefore necessary to ensure that the data analysed is of 

the type that is to be recognised by the system, so that a system can be produced 

that will perform in the required environment. There are a large number of corpora 

available in many different forms (see [Edwards, 1993] for a summary). This section 

discusses a number of the major corpora that have been used in speech recognition 

research and table 6.2 shows the type of data they represent. Those marked with 

an '*' are the corpora that were not available at the start of this research but which 

have since become available. 

6.2.1 Brown 

The Brown corpus was compiled in the early 1960's at Brown University in the 

United States. It contains 500 text (written text) samples of some 2,000 words each, 

representing fifteen categories of American English texts printed in 1961 [Francis 

and Kucera, 1979]. The corpus is available in a number of versions, some with a.ncl 
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without part-of-speech tagging. This was one of the first machine readable corpora 

available and has been used in a wide variety of different analyses. 

6.2.2 LOB 

The Lancaster-Oslo/Bergen (LOB) corpus was compiled in the 1970s. It is a British 

English counterpart of the Brown corpus and contains 500 text (written text) sam­

ples of some 2,000 words each, representing fifteen categories (identical to the 

Brown corpus) of British English texts printed in 1961 [Johansson et al., 1978] [Jo­

hansson and Hofland, 1987]. The corpus is available in a number of versions, some 

with and without part-of-speech tagging. 

6.2.3 LLC 

In 1975 the spoken English texts from the Survey of English Usage (SEU) at London 

were converted into a machine-readable form. Thus forming one of the first ever ma­

chine readable corpora of actual spoken English, the London-Lund Corpus (LLC). 

The LLC contains one hundred passages of spoken English texts of some 5,000 

words each, whose origins date from 1950 [Svartvik and Quirk, 1979] [Svartvik, 

1992]. The text is transcribed in considerable detail, by means of prosodic notation, 

showing features such as stress and intonation. The passages include seventy six 

recorded dialogues, six prepared monologues and eighteen unprepared monologues 

giving varying types of spoken English. 

This corpus is helpful in that it contains a variety of different forms of communi­

cation, including prepared monologues, which is the requirement for this research. 

Unfortunately investigations into the transcriptions of the speech pointed to a very 

clean ( disfluency free) form of speech which is un-typical for spontaneous speech 

and makes this data unhelpful for the requirements of this research. 
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6.2.4 TIMIT 

The TIMIT corpus was developed specifically for speech recognition systems. Its 

main aim was to help train and evaluate speaker independent phoneme recognition 

systems [Lamel et al., 1986]. It consists of 630 speakers (441 male and 189 female), 

each reading ten sentences. Though adequate for its designed task it is very limited 

in other domains. 

6.2.5 SCRIBE 

The SCRIBE corpus is a British English speech database and is similar to the 

TIMIT corpus in that it contains read sentences. It consists of a variety of phonet­

ically "compact" and "rich" sentences, a two minute accent sensitive passage, ten 

"free" speech sentences, fifty "natural" task-specific sentences and fifty "synthetic" 

task-specific sentences. Seventy one speakers with four regional accents were used 

to record a total of over 10,000 sentences. 

6.2.6 SEC 

In 1984 the Lancaster/IBM Spoken English Corpus (SEC) was initiated. It contains 

fifty three different passages (approximately 52,000 words), representing eleven 

categories of contemporary spoken British English [Taylor and Knowles, 1988]. 

These categories range from news broadcasts to poetry and include lectures (the 

main interest of the work presented in this thesis). The material is available in 

orthographic and prosodic versions, and in two versions with part-of-speech tagging. 

On further analysis it was noted that the lectures were taken from radio broadcasts 

and Open University programmes. This suggests that they will have been highly 

prepared and not what can be said to be spontaneous speech. It was also noted 

that the transcribed speech was free from disfluencies and therefore not what was 

required for this research. 
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6.2. 7 Penn Tree bank 

The Penn Treebank Project [Marcus et al., 1993] [Marcus et al., 1994] started in 

1989 and has collected various pieces of text from various sources (abstracts, news 

stories, bulletins, book passages, Message Understanding Conference (MUC-3) sen­

tences, manual sentences, radio transcriptions, ATIS sentences and Brown corpus 

passages). The aim of the project was to investigate tagging techniques. During 

the project over 4.5 million words of American English were (re-)tagged and some 

skeletal syntactic structures produced. This collection has been made available and 

is another source of information available to natural language researchers. 

6.2.8 RM 

The Resource Management (RM) corpus was one of the first major corpora pro­

duced specifically for speech recognition research and was initiated by ARPA under 

the Strategic Computing Speech Recognition Programme to help speech recogni-

tion researchers: 

... design and evaluate algorithms for speaker-independent1 speakeT­
adaptive speech1 and speaker-dependent speech Tecognition. 

[Price et al., 1988] 

The utterances consist of read speech taken from a human-human conversation 

and are made up of queries (that could form database queries) that can be linked 

with a naval resource management task, examples of which would be: 

List the cruisers in the Persian sea that have casualty reports. 

Is the shipA's speed greater than shipB's speed. 

The utterance styles vary so that the data can be used in different development 

tasks and the data has been split into training and test data to allow different tasks 

to be performed. The corpus contains over 21,000 utterances from one hundred 

and sixty speakers, with varying dialects, covering approximately 1,000 different 

words. 
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6.2.9 ATIS 

The Air Travel Information Service (ATIS) was the second of the corpora initiated 

by ARPA [Hirschman et al., 1993]. It was collected by five different organisations 

in the United States (AT&T, BBN, Carnegie Mellon University, MIT and SRI). 

It contains read speech from human-machine dialogues, where the dialogues were 

of an air travel planning nature (i.e. a request for air travel information from a 

computerised database). Its multi-site collection resulted in a: 

... wide range of variability in speaker characteristics} speech style} 
language style and interaction style. 

[Hirschman et al., 1993] 

It consists of 13,975 utterances (speech and transcription) in 1,379 different 

scenarios (tasks) and has four hundred and seven different speakers. This corpus 

moves on from-the speech of the RM corpus and contains more complex requests. 

Like the RM corpus the utterances are of a database query form, but this time 

they are based on air travel planning tasks, for example: 

List the number of first class flights available on delta airlines. 

Three types of system tests may be performed: spontaneous speech recognition 

tests, natural language understanding tests and spoken language understanding 

tests. 

6.2.10 Map Task 

The Map Task corpus [Anderson et al., 1991 J is a corpus of unscripted, task-oriented 

human-human dialogues which has been designed, recorded and transcribed to 

support the study of spontaneous speech. The scenario is that speakers must 

collaborate verbally to reproduce on one person's map a route which is pre-printed 

on the other person's map. The corpus includes both recordings and transcriptions 
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of the speech. A total of sixty four speakers (of which sixty one were Scottish and 

fifty six came from the Glasgow region) were used in one hundred and twenty eight 

different conversations. The conversations were controlled to allow varying levels 

of familiarity, eye contact and map problems. In total 146,855 words were spoken 

in the fifteen hours of dialogues that were recorded. 

6.2.11 * WSJ 

The Wall Street Journal (WSJ) corpus was under development at the start of the 

work presented in this thesis [Phillips et al., 1992] [Bernstein and Danielson, 1992] 

and was therefore not available for this work. It shows the progressive development 

of speech corpora and speech recognition research. 

This corpus was, agam, initiated by ARPA and \·vill improve upon current 

corpora by: 

... focussing on the further development of speech recognition tech­
nology} toward larger or open vocabularies} speaker or task indepen­
dence} and is moving towards spontaneous speech. 

[Bernstein and Danielson, 1992] 

Its development, like ATIS, is being undertaken by several sites in the United 

States. The bulk of the data is to be read news articles taken from the "'"-'all 

Street Journal" newspaper. The spontaneous speech sections are to consist of 

"news article type" speech where the speaker is asked to spontaneously dictate on 

a specific news topic. This moves away from the read dialogue speech of other 

corpora but does not quite reach the fully spontaneous monologue requirement 

either. The corpus is available in speech and text form and will be made up of over 

400 hours of speech containing some forty seven million words. 

The WSJ corpus can be used with: variable size vocabularies (5,000, 20:000 

words and larger), variable perplexities (80, 120, 160, 240 and larger), speaker de­

pendent and speaker independent training with variable amounts of data, equal 
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portions of verbalised and non-verbalised punctuation (to allow dictation and non­

dictation applications), variable microphones and variable noise levels. Equal num­

bers of male and female speakers were used [Paul and Baker, 1992]. 

Though this corpus does contain spontaneous speech and allows researchers 

easy access to the recorded speech (a definite step for.ward in speech recognition 

research) it must be noted that this spontaneous speech is constrained in that it 

comes in small packages of utterances, is on a designated topic and was dictated 

in a news article style. Phillips et al. (1992) stated: 

Our preliminary text processing experiment suggests that the current 
I 

pre-processing scheme may not be adequate in capturing the ways people 
would naturally speak the sentences. 

The development of this corpus is still ongoing and it is being used in the current 

ARPA CSR evaluations. 

6.2.12 *TED 

The Translanguage English Database (TED) [Lamel et al., 1994] is a corpus of 

recordings made of oral presentations at Eurospeech93 in Berlin. Of the two hun­

dred and eighty seven presentations given two hundred and twenty four were suc­

cessfully recorded giving a total of seventy five hours of speech material (each talk 

was approximately fifteen minutes long with an extra five minutes discussion). The 

recordings are divided into native speakers of English and non-native speakers of 

English. Because of the nature of the recorded speech there will be varying dialects 

and accents within the speech (hence the title for the corpus). This is the type of 

data that would have been of particular use for the work described in this thesis. 

However, it is a recent development, unavailable at the current" time and Lamel et 

al. (1994) only provides pre-distribution information. 
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6.2.13 * DRA 

This corpus of human-machine dialogues was recorded using a Wizard of Oz tech­

nique [Morris, 1991) where a human (Wizard) simulates the responses of a machine 

while performing a dialogue with another human (Caller). A scenario was set up 

in which people (unaware of the nature of the experiment) could phone a route 

planning service to gain access to route information. The Autoroute Plus planning 

tool was used to obtain the information that was sent to the Callers. The voice of 

the Wizard was synthesised to a level where it did not resemble a human but could 

be easily understood. To give an idea of the synthesised voice one caller commented 

that "it sounds like a Dalek". The collection of the corpus was carried out in three 

ph,ases. The first phase was a pilot study resulting in twenty two calls [Morris, 

1991]. Twelve of these calls resulted in dialogues ~ith theWizard, six resulted in 

dialogues with a human (who intervened and took the place of the Wizard), there 

were three hang-ups and one incomplete call. Phase two was the first main phase 

which resulted· in thirty one calls to the Wizard and thirteen calls to a human 

operator [Browning, 1993a). Phase three involved people being asked to call the 

system (still unaware of the nature of the experiment) and enquire about planning 

routes, on the premise that "they" (the Caller) were to analyse the quality of the 

speech produced by the system [Browning, 1993b]. This resulted in one hundred 

and eighty three calls consisting of 35,123 words. 

6.2.14 * Durham 

The requirement for a Durham corpus resulted from the inadequacies of current 

corpora with respect to prepared but unscripted single speaker oration [Garigliano 

et al., 1993]. The main bulk of the texts are undergraduate lectures which were 

recorded and transcribed at the University of Durham. The lectures are on anum­

ber of topics, performed by both male and female speakers whose age, experience in 

speaking to an audience and background all vary (although each has an academic 

background). The transcriptions were made as accurately as possible by including 

word fragments, speech disfluencies and filled pauses. Like the WSJ corpus the 
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Durham Corpus is still in the process of being formed. It is this corpus that has 

been used throughout· the work presented in this thesis. 

6.3 Chapter Summary 

In producing a speech recognition system it is necessary to analyse the type of 

data that is to be dealt with by the system. To evaluate a fully functional speech 

recognition system the speech needs to be of the type analysed to produce the 

system, therefore, examples of the type of speech needs to be present within the 

corpora. The system at Durham requires spontaneous speech and in-particular 

spontaneous monologues. 

The majority of the corpora available are actual transcriptions of speech or 

texts and do not contain the speech itself. There is no indication of what (if any) 

pre-processing has taken place before/during the transcription phase. The LLC, 

RM, ATIS, WSJ and DRA corpora are all 'speech' corpora in that the actual 

speech is recorded and is available as part of the corpus itself. The problem with 

the RM, ATIS and WSJ corpus is that they are composed of mainly read speech 

and, therefore, should be used to produce a system to deal with read speech. 

The complexity of the speech within each corpus is increasing as new corpora are 

being produced and, therefore, the requirement of speech recognition researchers 

are being met, but full spontaneous monologues have not been a necessity to date. 

The corpora that contain spontaneous monologues seem to have speech which is 

very "clean" and therefore should be used with care. Because of the limited amount 

of spontaneous monologue speech in current speech corpora it was necessary to 

start the development of a new corpus. The Durham corpus is an attempt to fill a 

gap in the requirements of speech researchers by recording and transcribing large 

monologues (i.e. lectures and talks) so that an extra form of speech is available to 

speech researchers. This process is ongoing and has been a necessary requirement 

for the work presented in this thesis. Transcribing and annotating large bodies of 

speech/text is a slow and labourious process [Shriberg, 1994] but is vital if further 
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developments in speech recognition are to be made. 



Chapter 7 

Corpus Analysis 

This chapter provides the details of an analysis of speech disfluencies from two 

sources of data. Both sets of data are introduced along with the details of the 

analyses carried out. The findings of the two analyses are compared with each 

other and with. other research in the field of self-rep.airs. 

7.1 Introduction 

This analysis was carried out in two. stages. 

The first stage was the analysis of the Durham data and was undertaken to 

identify the repairs that are contained within speech relevant to this research. This 

involved identifying possible patterns among the repairs that do not hold for the 

rest of the speech. The knowledge that is identified within this analysis must be in 

such a form that it can be used by current automatic speech recognition systems, 

·so that a process can be developed to identify and correct repairs. The first form of 

knowledge investigated was grammatical, by looking at the grammatical structure 

of the repairs. The second was the repair pattern, based on the work of Bear et 

al. (1992) and Shriberg et al. (1992). Further analyses were carried out, based on 

the work of Heeman (1994) and Heeman & Allen (1994a, 1994b) to determine if 

the interruption point contains enough grammatical information to solve the repair 

128 
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and Hindle (1983) to examine the results of applying Hindle's 'grammatical theory' 

using the data identified in the analysis. 

The second stage of the _analysis was to generalise the results of the first analysis 

by examining a different style of speech (human-simulated computer) and a vast 

number of speakers. 

7.2 The Data 

Because of the limitations of corpora with respect to the information required for 

the work presented in this thesis and the fact that, when the required speech was 

available, it was not exactly clear as to what, if any, pre-processing had been carried 

out on the data it was necessary to develop a new corpus containing spontaneous 

monologues. 

To generalise the findings of the first analysis an analysis of a further corpus 

was used for comparison purposes. This second analysis used a corpus of human­

machine dialogues with many different speakers from varying backgrounds and 

expenence. 

7.2.1 The Durham Corpus 

Because of the nature of developing speech corpora and the amount of time required 

to produce transcribed and tagged spontaneous speech to the level required, two 

sixty minute passages have been used, from the Durham corpus, in the analyses 

carried out in the work presented in this thesis (though many more have been 

recorded and are in the process of transcription). Each passage was fully tran­

scribed to include all of the disfiuencies of speech, including the "erm's" and "uh's"· 

(filled pauses), word fragments and pauses, which were categorised into long and 

short pauses (a difficult task since humans automatically solve speech disfiuencies 

and it was necessary to replay the speech many times in order to transcribe the 

speech to the level required). 
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The first of the two passages was used in the analysis presented in this chapter. 

This passage contains sixty minutes of spontaneous speech, from an experienced 

lecturer, on the topic of "Software Engineering". The lecture was given as part of 

an introduction to second year students on the practices in software engineering. 

This passage contained 4,903 words and 382 sentences, or part sentences, with an 

average of 12.8 words per-sentence. 

The second of the two passages was used for black box testing of the developed 

system. The data was analysed but not added to the findings given in this chapter. 

7 .2.2 The DRA Corpus 

The second corpus was used for comparative purposes to include a different speak­

ing style into the analysis and to include a large number of speakers. This will 

add further evidence to the findings of the first analysis. This corpus ~as recorded 

using a "Wizard of OZ" (WOZ) technique [Morris, 1991 J where a human (Wizard) 

simulates the responses of a machine while performing a dialogue with another 

human (Caller). 

Of the calls recorded one hundred and seventy seven were analysed for repairs. 

These were where the call was actually dealt with by the Wizard and where the 

original recorded speech was available for analysis (without a recorded version of 

the dialogue it is very difficult to identify the exact location and nature of speech 

repairs). Of these one hundred and seventy seven calls nineteen resulted in no 

dialogue, leaving one hundred and fifty eight actual dialogues between a human 

Caller and the simulated Wizard. These one hundred and fifty eight dialogues 

resulted in 4,966 turns, 6,483 sentences and 35,123 words. A breakdown of the 

split between Caller and Wizard is given in table 7.1. 

On a number of occasions the Wizard was asked to relay the directions of a 

requested route to the. Caller. This consisted of the Wizard reciting instructions 

and the Caller acknowledging them. These details were not added to the original 

transcriptions of the dialogue and were not used. in this analysis. An exception 
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I Caller I Wizard I 
Turns 2,438 2,528 
Sentences 2,832 3,651 
Words 11,605 23,518 
Words/Sentence 4.1 6.4 

Table 7.1: DRA Corpus Breakdown 

was made if there was a significant interruption by the Caller which resulted in 

a passage of communication beyond the passing of instructions. The section of 

the speech corpora in which the Caller changed from speaking English to speaking 

French was also not included in the analysis. 

The aim of including the DRA corpus into the analysis was to see if the findings 

of the first analysis; were specific to monologue speech or general to spontaneous 

speech; to determine if the findings generalised across speaking style and speaker. 

7.3 The Durham Analysis 

For this analysis a sixty minute passage of spontaneous speech (approximately 5,000 

words), taken from the Durham corpus, was played while studying the transcrip­

tion. A total of one hundred and forty five different disfluencies were identified 

and marked on the transcription. An analysis of these disfluencies showed that 

there were five disfluency types, with one type being further subdivided into four 

sub-groups. Though only types 1, 2 and 3 (Phonetic, Grammatical and Semantic) 

are of interest· to us and what we would class as speech repairs (see section 2.4.1), 

the other classes are included for completeness. 

We classify disfluencies as follows: 

1. Phonetic - This is the repetition of a sound. The first part of the 

repeated sound could be a word fragment, whole word or more than one 

word. This is normally known as word· repetition. 
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2. Grammatical - This involves a word being inserted, deleted or cor­

rected to change the grammar of the sentence, but without changing 

the meaning. 

3. Semantic- This involves a word being inserted, deleted or corrected to 

change the actual meaning of the utterance. 

4. Sentence Abortion - This is the situation in which a 'clear' sentence 

has been aborted and another started without the original sentence be­

ing completed (i.e it is only a part sentence). Sentence abortions are 

normally classed as false starts and can be one of four types. 

(a) U n-required information. The details of the aborted sentence are 

not required within the dialogue and can therefore be ignored. 

(b) Required information. The information from the part sentence is 

required to be able to understand .latter (probably the following) 

sentences. 

(c) Major repair. This is where it is possible, with major modifications, 

to add (join) the part sentence to the following sentence. 

(d) Completed sentence. This occurs when it is possible to add (join) 

the part sentence to a latter (not the following) sentence. This could 

be seen as sentence divergence. 

5. Dialogue repair - This occurs when the meaning of what is said is 

incorrect, but the actual meaning is obvious and no repair by the speaker 

is made. Rather the repair is made by the listener. This could be an 

incorrect word, such as "your" rather than "you've", or the insertion 

of an un-required word in the middle of a sentence or more typically a 

double negative. 

Disfiuency types 1, 2 and 3 are normally classed as repairs and types 4 and 

5 are further disfiuency types which can cause problems when processing sponta­

neous speech. Some overlap between the disfiuency types does exist, e.g. a type 

3 disfiuency could be classed as a type 4 disfiuency if it is at the beginning of a 

sentence. In such cases the type 3 was preferecl. The priorities used in classifying 
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the disf:luencies were, types 1, 2 and 3 first, as they are the normal types of repairs, 

followed by type 4 and finally type 5. 

Table 7.2 shows the relevant information on the one hundred and forty five re­

pairs within the data. The table shows that there are twenty three sentences that 

contain twelve words in total. Of these twenty three sentences, six contain a single 

disf:luency and one contains three disf:luencies. Of these nine disf:luencies five are 

of type 1, two are of type 2, one is of type 3 and one is of type 4. Of the three 

hundred and eighty two sentences one hundred and twenty actually contained dis­

f:luencies. This gives a high percentage (31 %) of sentences in the passage containing 

disf:luencies. Though these disf:luencies are not all normally classed as repairs (only 

types 1, 2 and 3 are normal repairs) those that are normally classed as repairs are 

contained in eighty eight (23%) sentences and, following research on repairs, ninety 

seven (38%1
) sentences of more than nine words long contained disf:luencies. This 

is similar to the 34% given in [Levelt and Cutler, 1983] but greater than the 10% 

given in [Bear .et al., 1992]. 

Though filled pauses ("erm" or "uh") are sometimes classed as speech repairs 

(Heemali & Allen (1994a,. 1994b) call these abridged repairs) they were not included 

in this analysis. The rationale being that they did not break the structure of what 

was said, but rather gave the speaker thinking time before continuing. The purpose 

of this analysis was to examine the structure of repairs. Filled pauses were very 

infrequent in the Durham data, in fact only thirty five were present which is low for 

spontaneous speech. This is probably due to the fact that the speaker is unlikely 

to fear interruption from the audience, therefore, there is no need to hold the 

conversation when thinking is required. Furthermore, the speaker is well trained 

and semi-prepared.· Of the thirty five filled pauses only twelve appeared as part of 

the disfluencies and in all cases the filled pause was used as a cue phrase within the 

repair structure. The other twenty three filled pauses were simply used as thinking 

pauses where the speech was held up, momentarily, before continuing. 

Twenty one (14%) of the one hundred and f~rty five repairs contained word 

1 Ninety seven of the two hundred and fifty four sentences of more than nine words. 
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Sentence II Disfluency frequencies II Disfluency types I 
size II Count II single I double I triple I quad II 1 I 2 I 3 I 4 I 5 I 

2 7 1 1 
3 8 
4 12 2 2 
5 14 5 5 
6 17 3 2 1 
7 21 2 2 
8 23 5 2 3 
9 26 3 2 2 1 2 2 
10 26 8 1 4 2 1 3 
11 29 4 1 4 2 
12 23 6 1 5 2 1 1 
13 9 4 1 2 1 
14 19 11 1 5 1 1 4 2 
15 23 4 2 2 2 1 2 1 
16 21 4 1 2 1 
17 15 5 3 5 3 2 1 
18 20 7 3 1 1 2 
19 10 4 3 1 
20 7 2 1 1 
21 11 3 1 6 1 
22 7 3 1 3 1 1 
23 6 2 1 3 1 
24 3 1 2 1 3 1 
25 5 4 1 1 3 3 3 
26 2 1 1 1 
27 2 1 1 
28 4 2 1· 1 1 2 
29 2 2 1 1 
30 2 1 1 1 
31 1 1 1 
32 1 
33 0 
34 1 
47 1 

I Total II 382 II 99 I 18 2 1 1 11 57 1 29 1 21 1 29 1 9 1 

Table 7.2: Sentence and Repair Frequencies for the Durham Data 

134 
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fragments, which are a particular problem to automatic speech recognition systems. 

Of these twenty one fragments eleven were in type 1 repairs, six were in type 2 

repairs and four were in type 3 repairs. In eighteen (86%) of the cases the word is 

repeated and therefore there is the possibility that this fragment could be matched 

in some way to the repeated word. The three non-matching word fragments were 

found in one type 2 repair and two type 3 repairs. 

Also, three (2%) of the one hundred and forty five repairs contained cue phrases. 

This is very low but cue phrases need to be considered in any automatic repair 

process. 

7.3.1 Structure Matching 

The main aim of this analysis was to examine whether a pattern existed among 

speech repairs that is not common within the rest of speech. The first stage was 

to examine th€ grammatical structure of repairs and to compare these with the 

grammatical structures encountered in the rest of the data. Speech follows some 

form of grammar [Garigliano et al., 1993] and therefore it is necessary to use a 

grammar in automatic speech recognition systems to help identify what is likely to 

have been said. The problem is that speech repairs break the standard grammatical 

constructs of English and are normally seen as an ungrammatical part of speech. 

The analysis presented in chapter 5 shows that speech repairs are a problem for 

automatic speech recognition systems and cause major problems when a grammar. 

(in this case an anti-grammar) is incorporated into the system. It is not our view 

that speech repairs are an ungrammatical part of speech, but rather speech repairs 

are an addition to the normal grammar of English. It has been stated that written 

text is but a sub-part of spoken text [Hindle, 1983). Therefore, those systems that 

have incorporated a grammar based on the analysis of written text, which ha8 been 

the mainstay of all linguistic analyses on the grammar of the English language, will 

not be taking these. extra structures, not found in written English, into account. 

Another factor is that humans can all obtain a meaning, generally the correct 
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Sentence I like red cars 
Class PRON VERB ADJ NOUN 

Structure 
1 PRON VERB ADJ NOUN 
2 PRON VERB ADJ 
3 PRON VERB 
4 PRON 
t;._ VERB ADJ NOUN c 

6 VERB ADJ 
7 VERB 
8 ADJ NOUN 
9 ADJ 
10 NOUN 

Table 7.3: Example of Sentence Structures 

one, from other peoples speech (i.e. people usually understand each other). Often 

regardless of whether we have spoken to them before and even with all of the 

disfluencies embedded into the speech. This suggests that disfluencies have some 

common nature to them. Some researchers have proposed acoustic and prosodic 

cues as the common element in speech repairs [Hirschberg and Nakatani, 1993] 

[Nakatani and Hirschberg, 1994], but here we examine the grammatical structure 

of the repairs in an attempt to form a grammar for these "ungrammatical" parts 

of spontaneous speech. 

The structures for each of the one hundred and seven type 1, 2 and 3 repairs 

found in the Durham data were compared to all the possible combinations of gram­

matical structures from the whole passage. In order to achieve this each sentence in 

the Durham data was broken !nto all combinations of possible structures (using the 

word class e.g. VERB, NOUN, etc.) from the beginning to the end of the sentence. 

The sentence "I like red cars" has the structure "PRON VERB ADJ NOUN" and 

would, therefore, create ten different sentence structures (see table 7.3). 

From the Durham data 27,268 different structures were created. One sentence 

structure was ".VERB", which appeared 1,049 times, one was "CONJ PRON VERB", 

which appeared 108 times and another was "ART NOUN ART ADJ NOUN" which 

appeared twice. 
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The two lists (repair structures and sentence structures) were then compared 

and the frequency of the number of repair structures within the sentence structures 

was found. The findings were as follows: 

• 76.8% of the repair structures were unique (i.e. only appeared as repairs). 

• 82.7% of the repair structures that appeared in the lecture were actual repairs. 

• 17.3% of those structures that were repair structures, that appeared in the 

lecture, were not actual repairs. 

The current literature dealing with speech repairs uses a limited number of 

grammatical tags at specific points within a repair, but not the whole grammatical 

structure of the repair. The pattern of the repair structure is a more common source 

of knowledge that is used. These figures provide strong evidence that speech repairs 

have some form of, complete, grammatical structure and that these structures are 

uncommon amongst the rest of the data. If the repair structures were used as 

a grammar for repairs 17.3% of those structures investigated as a possible repair 

would be false positives. This may appear high but the use of extra knowledge on 

pattern matching should help decrease this. This technique does not rely on the 

matching of exact words and deals with the underlying construction of the repair, 

rather than the surface level words. This should ensure that the identification of 

repairs is not constrained to repairs within a topic. From the one hundred and 

seven repairs thirty four repair structures were found. These were used to .form the 

basis for a repair grammar. 

7.4 Extra Analyses on the Durham Data 

A number of different researchers have identified potential solutions to the problem 

of speech disfiuencies (see chapter 3 for current research into speech disfiuencies). 

This section examines these theories with respect to the Durham data. The analy­

ses given, attempt to identify the coverage of these theories for the repairs found in 
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the Durham data and the number of false positives that would be processed using 

these theories. 

7.4.1 Pattern Matching 

Pattern matching is the fundamental theory behind the work of Bear et al. (1992) 

and Shriberg et al. (1992). A repair is identified by a pattern which is created 

by matching words on either side of the repairs interruption point. The labelling 

system used for the patterns is given in [Bear et al., 1993]. An example of this 

labelling system would be: 

the green car I the red car 
M1 R1 M2 I M1 R1 M2 

See section 3.3.4 and figure 3.1 for more details of this labelling scheme. 

The one hundred and seven type 1, 2 and 3 repairs within the Durham data 

could be described using forty one different patterns (slightly more than the thirty 

four grammatical structures identified in section 7.3.1 ). A test to identify the pos­

sible false positives was carried out by traversing the Durham data and identifying 

the number of times each of the forty one repair patterns were found in the data. 

Of the thirty one patterns, nine contained word fragments. It is not easy to 

identify word fragments within a string without prior marking. Therefore, each 

word fragment within the data was expanded to the word it actually represented 

and the pattern changed from a word fragment to a full word. This reduced the 

number of patterns to twenty four (seven modified patterns already existed). Filled 

pauses were left as filled pauses within the patterns, even though they are classed 

as cue phrases. The patterns that contained filled pauses were copied and changed 

to remove the filled pauses, this allowed the actual repair pattern to be identified 

without the cue phrase appearing in the middle of the repair. This change increased 

the number of repair patterns to twenty six. 
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The twenty four patterns matched six hundred and thirty six sections of the 

Durham data while the inclusion of the two filled pause modified patterns increased 

the number of matches to seven hundred and thirty eight. As the twenty six repair 

patterns covered ninety repairs, six hundred and forty eight possible repair patterns 

would be actual sections of the original speech. This would give a very high false 

positives rate of 88% (much higher than the 17.3% of the grammatical structures). 

Bear et al. (1992) and Shriberg et al. (1992) used extra knowledge on parsing and 

acoustics to distinguish between actual repairs and false positives. The fact that 

the pattern matching gives a very high percentage of false positives suggests that 

this solution does not have a solid foundation on which to build. 

7 .4.2 Interruption Point 

A further piece of knowledge which has been used in identifying speech repairs 

is the tag classes (i.e. NOUN, VERB, etc.) of the words found either side of the 

inten·uption point [Heeman, 1994]. 

The one hundred and seven repairs within the Durham data contained thirty 

two different two class structures around their interruption points. This is similar 

to the thirty four full repair structures. The main problem with this technique is 

the coverage of the 32 two class structures. In the AURAID system there are nine 

possible classes, so there is a total of eighty one (9x9) possible two class structures. 

This means that the coverage of the thirty two structures found in the one hundred 

and seven Durham repairs is 40% of the total possible two class structures. This 

is quite high when compared to the small number of repairs in the passage. 

An analysis of the frequencies of these structures within the Durham data was 

performed. Of the thirty two structures two (6%) (covering fifteen (14%) actual 

repairs) are unique, in that they only appeared at the interruption point of a speech 

repair. This means that 94% of the two class structures are used in· the remainder 

of the speech. These thirty structures appear 3,112 times, of which ninety two 

actually represent repairs. Therefore, using the t_ag classes of the words on either 

side of the interruption point would identify 3,127 possible repairs. One hundred 
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Repair Types 1, 2, 3 and 4 Repair Types 1, 2 and 3 
Rule Used Correctly Incorrectly Used Correctly Incorrectly 

1 52 51 1 50 49 1 
2 7 4 3 3 2 1 
3 30 19 11 25 18 7 
4 4 2 2 6 4 2 

I Totals II 93 76 17 II 84 73 11 

Table 7.4: Results of Using Hindle's Rules on the Durhai:n Data 

and seven (3%) will be actual repairs and 3,020 (97%) would be false positives. 

This again is very high and seems to point to the fact that this knowledge alone is 

not unique to repairs. 

7.4.3 Hindles Grammar Rules 

Hindle (1983) looked into using a deterministic parser to identify and correct speech 

repairs within a string of text. Though limited in the fact that his theory used an 

edit signal (indicated in [Labov, 1966]), which has yet to be identified and also 

required word fragments and word classes to be added manually, it showed some 

interesting results. Hindle expanded Labov's surface level rules, designed to correct 

a string of words, and incorporated some syntactic constituents into the rules. A 

summary of the rules are given in section 3.3.3, page '34. 

These are simple rules which move on from pattern matching of the words 

themselves to include the actual grammatical classes of the words. 

For this analysis each of the repairs found in the Durham data had the rules 

applied. It was assumed that the edit signal existed, the tags were available, word 

fragments were identified and tagged as if the full word existed (i.e. word fragments 

were expanded into full words). As this theory was to deal with false starts as well 

as speech repairs, one hundred and thirty six of the speech disfl.uencies were used 

in this analysis. These included types 1, 2, 3, and 4 disfluencies. 

Table 7.4 shows the results of this analysis and shows that m ninety three 
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(68%) of the one hundred and thirty six cases of disfluency an attempt was made 

to correct the problem. It also shows that in seventy six (56%) of the one hundred 

and thirty six cases the correction actually resulted in the required outcome. No 

attempt was made to correct forty three (32%) cases, which is much higher than 

the 2% un-attempted repairs achieved by Hindle (1983). Of the one hundred and 

thirty six cases seventeen (12%) were actually corrected wrongly, which is again 

much higher than the 3% of Hindle. 

As the repairs of interest to us are of types 1, 2 and 3 the analysis for these 

repairs is also given in table 7.4. It shows that in 79% of the speech repairs an 

attempt was made to correct the problem. It also shows that in 68% of the repairs 

the correction actually resulted in the required outcome. No attempt was made 

to correct 21% of the repairs and 10% of the one hundred and seven repairs were 

actually corrected wrongly. 

It must be noted that using rule 3 only five words before the interruption 

point were sear-ched. This was because the majority of speech repairs contained a 

reparandum of less than five words long. Limiting the search would result in more 

uncorrected repairs, as those repairs with a reparandum of more that five words 

would not be processed. It would also result in less incorrect changes as the deeper 

the search goes the more likely a match, but not necessarily the correct match, 

would be found. 

These are interesting results and the procedure does show some potential. How­

ever, this work relies heavily on an, as yet unknown, edit signal and so the above 

figures do not take into account any possible false positives that may be processed 

when this procedure is used with normal un-prepared sentences or even sentence 

hypotheses. 

7.5 The DRA Analysis 

The data collected at the Defence Research Agency (DRA), in Malvern, consisted 

of human-machine dialogues from various Callers with various speaking styles and 
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backgrounds. From this data one hundred and fifty eight dialogues were analysed. 

Table 7.5 provides the sentence breakdowns (sentence lengths) and the number 

of disfluencies for each sentence length. It can be seen that seventy seven (64%) 

of the sentences that contained disfluencies contained a single disfluency, twelve 

sentences contained two disfluencies, four sentences contained three disfluencies 

and two sentences contained four disfluencies. Only those disfluencies made by the 

Caller are included. Though eight disfluencies were actually made by the Wizard, 

these were deemed as unnatural disfluencies and were, therefore, not included. A 

number (22) of other disfluencies were also found which were a result of clashes 

between the Caller and the Wizard. These could have been included as speech 

disfluen.cies, but the analysis was aimed at self-repairs in order to allow comparisons 

with repairs contained in a monologue. Including disfluencies resulting from an 

interference, outside the speaker, was deemed unsuitable. One point of interest is 

that the Caller stopped immediately the Wizard started to speak in twenty one 

(95%) of the clashes, leaving many word fragments. In only seven (32%) of these 

was the word/ sentence ever completed. 

Again, filled pauses ("erm" or "uh") were not included as repairs in this anal-

ysis as they did not break the structure of the speech and the purpose of this 

analysis was to examine the structure of repairs. Though of little interest in this 

analysis four hundred and thirty six filled pauses, which were not part of one of 

the disfluencies already identified, appeared in the Caller's speech. Of these four 

hundred and thirty six filled pauses two hundred and seventy four (63%) occured 

at the start of a turn, twenty eight (7%) occured at the start of a sentence (but 

not at the start of a turn) and one hundred and thirty four (31 %) occured within a 

sentence. A further twenty four filled pauses appeared within the structure of the 

one hundred and twenty one identified disfluencies. The frequency of filled pauses 

in the dialogue is much higher than the thirty five found in the Durham data. 

This is likely to be due to the fact that the Caller tries to keep the "floor" within 

the conversation, is unsure of the flow of the conversation and hence needs more 

thinking time than a speaker in a monologue situation. This also demonstrates 
.. 

that a filled pause does not necessarily result in a change in the structure of what 
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II Wizard II Human 

Sentence Repairs 

length freq. freq. single double treble quad 

1 321 794 
2 373 610 2 
3 95 365 2 
4 391 236 1 
5 376 177 4 
6 599 114 4 
7 306 110 5 
8 250 65 6 1 
9 325 70 .3 

10 191 52 7 
11 125 60 9 1 
12 41 29 2 1 
13 24 29 6 
14 24 24 1 
15 34 20 4 1 
16 25 22 2 2 
17 54 9 4 1 
18 72 8 5 1 
19 15 5 1 
20 3 3 1 1 
21 1 3 2 
22 2 6 3 1 
23 1 4 1 
24 0 3 1 
25 0 1 1 
26 2 1. 1 
27 1 0 
28 2 1 
29 1 1 
30 3 1 
31 0 
32 0 
33 1 1 
34 1 1 
35 2 
36 0 
37 1 1 
38 0 
47 1 1 

I Totals II 3651 II 2832 I 77(77) 112(24) I 4(12) I 2(8) I 
Table 7.5: Sentence and Repair Frequencies for the DRA Data 
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has been said. Only twenty four (5%) of the four hundred and sixty filled pauses 

in the D RA data were found to be part of a repair. 

Table 7.5 also shows that the one hundred and twenty one disfluencies were 

contained within ninety five sentences giving an average of 3% of sentences spoken 

by the Caller containing repairs. This is very low compared to the 31% of the 

Durham analysis. The main reason for this difference is likely to be the length of 

the sentences within the data. The DRA data had an average of 4.1 words per 

sentence while the Durham data had an average sentence length of 12.8 words. 

Dialogues, of this nature, tend to have a large number of small sentences such 

as "Yes, Please", "Thank You" and "Goodbye", which dramatically decrease the 

average sentence length and are unlikely to contain any disfluencies. Because of 

this, sentences of more than nine words in length are used in analysing the number 

of disfluencies contained in dialogues (this is used in the work of Levelt (1983) and 

Bear et al. (1992)). In the DRA data only two hundred and ninety one (10%) of 

its sentences contained more than nine words of which sixty seven contained ninety 

two of the one hundred and twenty one disfluencies. Of the remaining 2,541 (90%) 

sentences twenty eight of them contained the twenty nine remaining disfluencies. 

This gives an average of 23% of sentences greater than nine words long containing 

disfluencies, which is much more comparable to the 38% of the Durham data. Table 

7.6 shows :figures for separate repair analyses carried out by different researchers in 

the fields of linguistics and automatic speech recognition. Though the percentages 

are quite different they all show that repairs and disfluencies are an integral part 

of spontaneous speech and hence it is important for automatic speech recognition · 

systems, d.ealing with spontaneous speech, t? deal with repairs. It also shows 

that the increase in human involvement results in much higher disfluency counts 

(Durham [Johnson et al., 1994a] and Levelt [Levelt, 1983]). 

Table 7.8 shows the different disfluency types found in the DRA data compared 

to the Durham Data. The distribution of the disfluencies is much lower for the DRA 

data with only five type 4 disfluencies and no type 5 disfluencies. Once again, this 

is likely to be due to the nature of the speech wit~ the Callers speaking in smaller, 

prepared units, thus eliminating larger, more complex errors. A discussion of this 
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Corpus Communication type I Frequency I 
Bear [Bear et al., 1992] Human-Machine (WOZ) 10% 
DRA- WOZ Human-Machine (WOZ) 23% 
Durham [Johnson et al., 1994a] Monologue (Lecture) 38% 
Levelt [Levelt, 1983] Human-Human Dialogue 34% 

Table 7.6: Repair Frequencies in Sentences l, 9 Words Long 

is given in section 7.6.4. 

7.6 Comparison 

There are a number of ways in which repairs or disfluencies from one corpus can 

be. compared to repairs or disfluencies from another corpus. Though different re­

searchers give different figures within their analyses of repairs, the following are a 

few ways in w~ich speech repairs and the analysis of speech repairs can be com­

pared. The purpose of this section is to see if the findings of the analyses carried 

out on the Durham data and the DRA data are comparable to each other. 

7.6.1 Structure 

Our main area of interest in looking at repairs is their grammatical structure. 

Heeman & Allen (1994a, 1994b) have investigated the structure of repairs around 

the interruption point (i.e. the category of the final word of the reparandum and 

the category of the following word). They believe that the transition from one 

category to another, at the interruption point of the repair, is not likely to appear 

in the structure of normal speech. In their analysis editing cues or filled pauses 

("uh" and "erm") are added by hand, along with word fragments, so that they 

can also be used in the analysis. A detailed investigation of this theory, using the 

Durham data has been carried out in section 7.4.2 and shows that this information 

alone is not enough. Rather than using the categories around the interruption point 

alone the use of the whole of the repair structure-including the co1Tection and the 
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reparandum are used here. 

For this analysis a comparison was made of the structures of the repairs (dis­

fluency types 1, 2 and 3) contained in the Durham data and those contained in the 

DRA data. The whole structure of the repairs was used, including word fragments 

(WF) and filled pauses (FP). An example of which would be: 

· the hou- I erm the red house 
ART WF I FP ART ADJ NOUN 

Sixty one (53%) of the one hundred and sixteen DRA repairs matched a struc­

ture found in the Durham repairs. Though not conclusive this does show that there 

is a link between the repairs found in the two forms of communication. There are a 

number of possible ambiguities within the structures, such as word fragments and 

filled pauses, which could be removed to make the structures less specific. In order 

to investigate this it was decided to perform three further investigations. The first 

was to investigate the problem of word fragments, the second was to investigate 

the problem of filled pauses, while the third and final investigation was to combine 

the findings of the two previous investigations. 

For the first investigation both sets of repairs were modified to change the word 

fragments so that they represented the word tag of the actual word that the speaker 

intended to say or more specifically the word tag of the word in the correction that 

the word fragment was supposed to match. Continuing with the previous example: 

the hou- I erm the red house 
ART NOUN I FP ART ADJ NOUN 

would result. Here the word fragment "hou-'.' is to match the word "house", there­

fore, the tag WF is changed to the tag of the matching word (i.e. NOUN). This 

was only done if the word fragment could be matched with a whole word in the 
\ 

correction. The reason for this was to see if the word fragment was important to the 

structure of the repair or whether the category that the word fragment represents 

was more important. Using th~se modified structures there was a slight increase of 
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three matches from sixty one to sixty four. Therefore, 55% of the one hundred and 

sixteen DRA structures matched the Durham structures, showing that the class 

appears to be more important than the fragment. 

The second investigation uses the original structures again (including word frag­

ments). These structures were modified by removing the filled pauses giving the 

structure: 

the hou- I erm the red house 
ART WF I ART ADJ NOUN 

Here the FP tag is simply removed from the structure. The reason for this 

was to see if the cue phrase is important to the identification of the repair or the 

structure itself is more important. Using these modified structures there was again 

. a slight increase of eight matches taking the overall structure matches to 69 (59%). 

This suggests that the location of a filled pause is not primary in identifying the 

nature of the repair, but rather, the repair structure holds the most important 

information and the cue phrase is simply an addition to the structure, used by the 

speaker, to indicate a change. 

The third and final investigation was to combine the two modifications used 

in the previous investigations. The word fragments were expanded and the filled 

pauses were removed from the structures of both the Durham and DRA data giving 

the structure: 

the hou- I erm the red house 
ART NOUN I ART ADJ NOUN 

These structures resulted in an increase of ten matches over the unmodified 

structures resulting in seventy one (61 %). of the one hundred and sixteen DRA 

structures matching the Durham structures. 

A summary of the results of the four investigations can be found in table 7.7. 

This suggests that the structure of repairs is consistent across the two sets of data 

and is not specific to either speaker or communication type. 
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Analysis I Matches I 
Complete Structure 61 (53%) 
Removed Weird Fragments 64 (55%) 
Removed Editing Terms 69 (59%) 
Removed Both 71 (61 %) 

Table 7.7: Repair Structure Matches: Comparing the DRA and Durham Repairs 

From the forty five remaining structures, from the DRA data, that did not 

match those structures currently in the list of repair structures taken from the 

Durham data, nineteen additional repair structures were found. These nineteen 

repair structures were added to the current list of repair structures resulting in a 

total of fifty three repair structures. It is these fifty three generic repair structures 

that will be used within the AURAID system to identify and correct speech repairs. 

7 .6.2 Word Fragments 

Word fragments are commonly found in speech disfluencies. They occur when the 

speaker is half way through a word and then stops to think of what to say next. 

The word they had started may be finished/repeated or a new word put in its place. 

Word fragments confuse current automatic speech recognition systems as there was 

little consideration into not using parts of the input signal, as they were designed 

to deal with read speech. It is also not practical to model all potential word 

fragments as this would cause dramatic increases in the size of'lexicons and thus 

increase the search space beyond reasonable limits. Of the disfluencies found in the 

DRA data forty five (37%) contained word fragments which is much more than the 

14% of the Durham data. Heeman & Allan (1994b) found 27% of their disfluencies 

contained word fragments, while Hirschberg & Nakatani (1993) found that 73% of 

their repairs contained word fragments. There is clearly a great diversity of values. 

It is unlikely that this is dependent on the nature of the speech, but rather, the 

experience of the speaker. The more experienced the speaker the less likely they 

are to include word fragments within their speech. 
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7.6.3 Cue Phrases 

Cue phrases are another way in which disfluencies can be identified. Cue phrases 

are used by a speaker to indicate that something is wrong and that they would 

like to make some corrections. Words such as "oops" or "I'm sorry" can point to 

something being wrong and identify that a repair is taking place. Of the disfluencies 

in the DRA data, seven, (7%) contained cue phrases, compared to three (2%) of 

the Durham data. These are low values, however, cue phrases do need to be taken 

into consideration when any solution is designed to deal with speech repairs. 

I Disfl uency types II II Disfluency lengths 

I Type I DRA I Durham II II Length I D RA I Durham 

1 76 (63%) 57 (39%) 1 79 (65%) 70 (52%) 
2 30 (25%) 29 (20%) 2 21 (17%) 26 (19%). 
3 10 (8%) 21 (15%) 3 10 (8%) 6 (4%) 

4a 5 (4%) 16 (11%) 4 7 (6%) 10 (7%) 
4b 0 (0%) 3 (2%) 5 2 (2%) . 7 (5%) 
4c 0 (0%) 6 (4%) 6 2 (2%) 4 (3%) 
4d 0 (0%) 4 (3%) 7 0 (0%) 2 (2%) 
5 0 (0%) 9 (6%) 8 0 (0%) 6 (4%) 

11 0 (0%) 3 (2%) 
13 0 (0%) 2 (2%) 

Table 7.8: Disfluency Types and Disfluency Lengths Found m the DRA and 
Durham Data 

7.6.4 Disfluency Types 

Different researchers have identified different classes of disfluency types. Hee­

man & Allen (1994a, l994b) split repairs into modification repairs and abridged re­

pairs, with false starts being removed from their data as they are too complex. Mod­

ification repairs occur when the actual text or structure of the text is changed, such 

as word repetitions, word insertions and word changes/modifications. Abridged re­

pairs are where the structure does not change, but a simple cue phrase, editing term 

(such as "uh" or "erm") or word fragment is included. For the analyses presented 

in this thesis the disfluencies have been classed using the five category structures 
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given in [Johnson et al., 1994a] and also summarised in section 7.3, page 131, of 

this thesis. 

Table 7.8 shows how the disfluencies are broken down into the different cate­

gories for the DRA and Durham data. It can be seen that the DRA data contains 

a greater percentage of type 1 repairs and almost all (88%) are of either types 1 

or 2. The Durham disfluencies are spread much more evenly amongst the different 

classes. This is likely to be due to the nature of the speech. The fact that the 

Caller is talking to a machine suggests that they are more likely to plan what they 

are saying, thus making fewer complex mistakes and limiting changes to repetitions 

or small grammatical changes. The controlled nature of the situation also limits 

what the Caller can say at any particular moment, thus removing complex changes. 

Though not proven these hypotheses suggest why disfluencies within the dialogue 

are of a less drastic nature than those of the monologue. Monologue speech is 

what can be said as unlimited and uncontrolled, except by the topic/domain of the 

monologue. 

7.6.5 Disfluency Length 

The disfluency length is the length of the text that is removed when the disfluency 

is completed (i.e. the length of the reparandum plus the cue phrase). So a simple 

two word repetition (e.g. "house I house") would have a disfluency length of one. 

Table 7.8 shows a comparison of disfluency lengths for the DRA and Durham data. 

For this analysis disfluencies of type 5 were removed from the data as identifying a 

disfluency length for a type 5 disfluency is not possible. This leaves one hundred and 

thirty six Durham disfluencies and one hundred and twenty one DRA disfluencies. 

It can be seen that the disfluency lengths are spread more evenly than disfluency 

types, but the Durham data does have much larger disfluency lengths. This is 

likely to be due to the more complex type 4 disfluencies found in the data. Once 

again the nature of the speech and the fact that the Caller will be trying not to 

make mistakes and to speak clearly is likely to have some effect on the sizes of the 

disfluencies. 
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7.7 Chapter Summary 

The purpose of the analyses described in this chapter was to gather information 

on speech repairs. The first phase dealt with the form of communication relevant 

to the work presented in this thesis (spontaneous monologue). The second phase 

dealt with giving substance to the first analysis by comparing its findings with 

the findings of a second analysis on a different form of communication (human -

machine dialogue). It was shown that there is a relationship between the findings 

of both analyses and that the grammatical structure of the identified repairs could 

be a helpful source of knowledge in overcoming speech repairs. The ·increase of 

structure matches with simple modifications showed that the inclusion of a routine 

for identifying word fragments and a technique for incorporating cue phrases would 

increase the coverage of the repair process. It would then be possible to produce a 

module that uses the grammatical structure of repairs to identify and correct speech 

repairs so that a satisfactory performance could be gained from an automatic speech 

recognition system, when dealing with spontaneous speech rather than read speech. 

The analyses in this chapter identify a solution to those disfluencies that are 

classed as normal repairs (type 1, 2 and 3 repairs, see section 7.3). To include type 

4 repairs into this solution would not be beneficial. The problem with type 4 repairs 

is the nature of the information that is, normally removed. In type 4 repairs and 

especially types b, c and d, the information held in the reparandum is vital to the 

meaning of the whole utterance. If the reparandum is removed it is possible that 

some information, on the meaning of the utterance, would be lost. To be able to 

incorporate type 4 repairs into any solution a much deeper semantic and possibly 

pragmatic analysis would have to be performed on the original utterance and the 

link between the two sides of the disfluency identified. Should this be completed, a 

sentence could be generated so that the true meaning of what the speaker intended 

can be identified. This is beyond the requirements of the work presented in this 

thesis and is in fact a research area in its own right. 

There is a similar problem with type 5 disftuencies. In this case there is nothing 

to replace the mistake and in many cases the speaker does not seem to realise that 
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a mistake had been made in the first place. What we actually have is a change in 

the meaning of what the speaker actually wanted to say. Here pragmatic knowledge 

would be the only way of dealing with this problem. 



Chapter 8 

Solution 

This chapter identifies a solution to the problem identified in chapter 2, using the 

knowledge gained from the analyses presented in chapter 7. 

8.1 · Statistical Language Model 

Most work on the grammar of the English language has dealt solely with written 

text. This is also true for speech research related to automatic speech recognition 

systems. Most automatic speech recognition systems use a grammar that has 

been statistically created using large corpora. The data used in the production 

of the grammars for speech recognition systems is of a written nature and does 

not include the impurities of speech. It is, therefore, un-surprising that current 

automatic speech recognition systems can't cope with spontaneous speech. The 

most logical way of dealing with speech repairs, given their grammatical properties 

(see section 7.3.1, page 137), would be to incorporate the repairs' grammatical 

structures into the grammatical processing of the automatic speech recognition 

system. This would involve removing those anti-grammar rules, as in the AURA·m 

system, that penalise the grammatical structures of the repairs or, as for most 

automatic speech recognition systems, training the system on spontaneous speech 

(this is the common current practice), with all the impurities of speech included. 

It is likely that this would help speech recognition systems produce the required 

153 
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output. The recognition of a repair is, however, only a partial solution as it still 

needs correcting. 

Humans automatically correct speech repairs, but find it difficult to read pas­

sages that contain repairs. An example1 of such passages would be: 

In fact the the book by by Prestman was the recommended book a couple of years 

back. 

The third one on the list common interesting contains interesting and funny stories. 

Its like a a typical economics book. 

This book thi- this course is not abo- about the research aspects. 

The ques- the first question to answer is what is software . 

. . . and this type of this is a fairly famous pie chart . 

. . . and again you can notice a subtle difference between the all the three pictures 

now. 

This difficulty in reading and understanding speech repairs, at a human level, 

would also arise with automatic post-processing of the output from a speech recog­

nition system. Parsing and understanding normal text, such as that given below, 

is a difficult task in its own right. Adding disfluencies to the text, as in the passage 

above, only confuses the matter further. 

In fact the book by Prestman was the recommended book a couple of years back. 

The third one on the list contains interesting and funny stories. 

Its like a typical economics book. 

This course is not about the research aspects. 

The first question to answer is what is software . 

. . . and this is a fairly famous pie chart . 

. . . and again you can notice a subtle difference between the three pictures now. 

1These examples were taken from real speech. 
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A human will find it easier to understand the second of the two sets of phrases, 

though it is possible to understand the first, and the same holds for automatic 

post-processing systems. For a Natural Language Processing system to process the 

first set of phrases it would be necessary to identify and correct the repairs. All 

that would be achieved by adding the structural knowledge of speech repairs to the 

current set up of automatic speech recognition systems would be to pass the prob­

lem onto the next level. For this reason it is desirable to- detect and correct repairs 

before post-processing is carried out, preferably during the recognition process. 

8.2 General Solution 

The. analyses given in chapter 7 showed that the speech repairs have common 

features at the grammatical level. It is these features that are going to be the 

basis for the solution presented in this chapter. As the solution is grammatical 

and problems caused by speech repairs appear when grammatical rules are used, 

it is necessary to perform repair processing before or at the same time as the 

grammatical rules are used within the system. It would be possible to deal with 

speech repairs as sentence hypotheses grow (i.e. each word is added to hypotheses 

in a hypothesis list), by identifying a repair within a hypothesis and making a 

copy of the hypothesis, correcting the repair and re-scoring the hypothesis at all 

levels. This would allow both old and new hypotheses to be present within the 

system, thus not eliminating the original interpretation. The difficulty with this 

solution is that it is unlikely that hypotheses that contain repair structures would 

last within the hypothesis list (i.e. it could be removed before the whole of the 

repair structure appears within the hypothesis). Table 5.6, page 103, shows that 

hypotheses containing repairs do not normally last beyond the first word of the 

correction. 

The theory is to traverse the word lattice produced by the current AURAID 

system and identify possible repair structures. When one is identified a SKIP is 

added to the lattice which indicates that the system may SKIP over the reparandum 

of the repair. If the algorithm found the structure "ART NOUN ART ADJ NOUN" 
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in a sequence within the word lattice and certain conditions were true (i.e. the two 

ARTs were the same and the two NOUNs were the sarrie (e.g. the house the red 

house)) then a SKIP would be added to span those phonemes that make up the first 

"ART" and "NOUN", allowing the sequence "SKIP ART ADJ NOUN" to be used. 

This solution allows both old and new word sequences to be used in the sentence 

hypotheses (i.e. nothing is removed from the word lattice). Therefore, it does not 

penalise the system's performance if the structure identified as a possible repair is 

not a repair. This also allows the SKIP additions to be treated as normal words and 

therefore limits the changes necessary to the current syntactic processing within 

the AURAID system. This theory could easily be adapted for use in any system 

which uses a word lattice structure as the basis for word level processing. 

There are other additions which are required to overcome other problems which 

can be presented by speech repairs. The first is the presence of cue phrases. Cue 

phrases such as "if you like", "well" or "i mean" can appear in the middle of a 

speech repair . .In the above example "ART NOUN ART ADJ NOUN" could easily 

be "ART NOUN i mean ART ADJ NOUN". To overcome this a simple change to 

the above· algorithm can be made to allow pre-identified cue phrases to be present 

within the repair structure. Here a SKIP would be created to span the phonemes 

that make up "ART NOUN i mean" rather than just "ART NOUN". This again 

would allow the sequence "SKIP ART ADJ NOUN" to be generated. 

A second addition deals with the problem of word fragments, sometimes known 

as part words. Word fragments cause great difficulties for speech recognisers and 

are fairly common in speech repairs. The only way·of dealing with these is at a 

pre-word level. In our case we examine the phoneme transcription2
• The phoneme 

transcription is traversed and sections which match later sections are identified as 

possible word fragments. In the phrase "the hou- the red house" the phonemes 

for the word fragment "hou-" and the phonemes for the beginning of the word 

"house" will match and therefore the possibility of there being a word fragment is 

identified (word fragments always occur before the repeated word and at the end 

2 As pointed out by Professor Roger l'vloore, in a personal communication, word fragment 
processing could easily be taken down to the signal processing level. 
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of the reparandum). Using this information entries representing word fragments 

are added to the word lattice before the repair identification is carried out. When 

the repair processing is undertaken word fragments are used as wild cards within 

the reparandum of the repair structure and match anything in the correction. The 

only proviso is that the relevant word within the correction starts at the phoneme 

which is identified as matching the start of the word fragment and covers all of 

the phonemes in the matched section of the phoneme string. This is a simple and 

effective solution to the problem of word fragments. 

These three simple, yet effective, techniques have proved very successful in 

identifying and correcting speech repairs within a spontaneous speech monologue. 

8.3 Detailed Solution 

This section describes the detailed solution, as implemented within the AURAID 

speech recognition system. 

There are three stages to the solution. The first deals with word fragments or 

part words, which are a specific problem to speech repairs. The second deals with 

cue phrases, which can appear within speech repairs. The third stage is the repair 

algorithm, which uses the knowledge provided by the first two stages and deals 

with the speech repairs themselves. Table 8.3 shows a simple example of a word 

lattice that could be produced from the input Sentence if the Phoneme String 

was corrupted to the level shown in Corrupted String. This example will be 

used throughout the explanation of the detailed solution. 

8.3.1 Word Fragments 

Word fragments (see section 7.6.2 for word fragment frequencies) are an integral 

part of speech repairs and cause a great number of problems for automatic speech 

recognition systems. Word fragments are not identified within automatic speech 

recognition systems and modelling word fragments within such systems could pro­

duce many new items and increase the search space dramatically. 
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A simple example of the problem of word fragments can be seen in table 8.3, 

this shows that the fragment "ques-" is present within the input string, but is 

not present within the word l~ttice. Thus making it impossible for any lattice 

parsing algorithm to trace the correct path through the lattice (the correct path is 

in italics). Jumping four phonemes would not be possible or recommended for any 

system. A mechanism for dealing with word fragments is required. 

I Class I Name I Phoremes 

0 Plosive pbtdkg 
1 Affricative tS dZ 
2 Strong Fricative s z s z 
3 Weak Fricative fv T D h 
4 Liquid/Glide I r w j 
b_ Nasal nmN ~ 

6 Vowel iiE{AQOUu3V@ 
ai ei oi aU @U I@ e@ U@ 

Table 8.1: Phoneme Classes used by AURAID 

The solution presented here is a basic "pattern matching" process which spans 

the whole length of the signal transcription (string of phonemes) from left to right. 

For each phoneme (now the main phoneme) the rest of the string is checked for 

possible matches. A match occurs when two phonemes are equal or when two 

phonemes are of the same articulation class, as described in [Browning et al., 1990) 

and shown in table 8.1. When a match is found (now the secondary phoneme) 

the phoneme after the main phoneme is then matched with the phoneme after the 

secondary phone'me. If this results in a match then the next phonemes are checked. 

This continues until a match is unsuccessful. A score is calculated (depending on 

match types, e.g. two for equality and one for articulation class) for the matched 

strings of phonemes. The process is then repeated. The first main phoneme is 

matched with the phoneme after the first secondary phoneme and then onto the 

phoneme after the first main phoneme. Therefore, for every phoneme in the tran­

scription the whole of the preceeding string is checked for a match. This process 

is carried out for every phoneme in the string. A list containing the score, the 

starting position of the main matched string, the main matched string, the start­

ing position of the secondary matched string and the secondary matched string, 

for every matched pair, is produced. 



I Sentence II the J. que::_L€§) first I qu-estion- [50 I -answer TY I what I is I software ~ 
Phoneme 0@kwEsD@f3st k w E s tS @ n· t @ A n s @ r I z w Q t I z s Q f t w e@ r 
String 

Corrupted D@ k w E s @ f 3 s t k w E s A tS N @ A s @ r I z w Q p I z s o f t w e@ r 
String 

I Position Ill I2I3I4II[~ I7TI J9LQJIJ2 13Tif I5I6T 7 I 8] 9FfJ) 12 [31415] 6j7J8j9JOJlf2T314J5 16171 !L9 I_QJ 
Section A 1 k w E s @ k wE s A 
Original 2 lw E s @ lw E s A 
Matched 3 IE s @ lA s @I 
Strings 4 I z w Q p I z II s 0 f t w I 
Section B 1 · k w El k w El 
Extended 2 k w E s I k w E s I 
Matched 3 k w E s @ k w E s A I 

Strings 4 lw E sl lw E sl 
I 5 lw E s ©I lw E s A 

6 IE s @ lA s @I 
7 I z wl I z sJ 
8 I z w Ql I z s 0 I 
9 I z w Q p I z s 0 f I 

Table 8.2: Example of Phoneme Pattern Matching Results 

(") 
::r' 
~ 
"0 
c:-t­
(1) 
'"l 

00 

en 
0 -c 
c:-t-o· 
::s 

~ 
c.rc 
co 
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Table 8.2 shows the sentence, the original phoneme string, the corrupted phoneme 

string and section A shows the position of the different matching pairs of strings 

for the example. The first of the pairs of matched strings represents a possible 

word fragment and the second is the front of the word that the word fragment 

matches. A number of difficulties arise with this approach. The first problem is 

with the final pair ( 4). Here the .end of the main matching string _(I z w Q p I z) 

overlaps with the start of the secondary matching string (I z soft w). This would 

not happen if the first section was a fragment of the second section. The second 

problem is that it may be possible for a match to go beyond the word fragment 

and into the following word (as occurs in the first pair ( 1)). In this case the first 

phoneme of the word after the actual word fragment is given as part of the word 

. fragment since it matches the next phoneme in the secondary string. It may not 

always be necessary to expand the main string to the end of the matches. 

Two simple rules can be devised, firstly to remove the overlaps and secondly to 

expand stretched matches, to overcome these problems. The first rule is simply to 

stop matching when the end phoneme of the main string is the same phoneme as 

the start phoneme of the secondary string. This would overcome the overlapping 

strings problem. The second rule would be to produce a string pair match whenever 

the match score is greater than a threshold (e.g. four). using these rules the system 

would produce those string pairs show.n in section B of table 8.2. 

These nine string pairs are then used to add word fragment structures to the 

original word lattice. A word fragment structure is created and placed into the 

word lattice at the phoneme location representing the start of the main matching 

string. Table 8.4 shows the example word lattice with the nine fragments (WFl 

to WF9) added. Also stored in this word fragment structure is the position of the 

secondary matched string. This is important when matching the word fragment 

with other words within the lattice. The word fragment can only match those words 

that start at the position of the first phoneme in the secondary string and must 

span beyond the length of the secondary string of phonemes. These word fragment 

structures can then be used as wild cards within any repair process, before syntactic 

processing takes place. 
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A score is associated with the identified word fragment. The score is dependent 

on the length of the fragment (the longer the word fragment the less likely it is to 

be an actual fragment) and includes penalties for both exact matching phonemes 

and phonemes matching within an articulation class. This score is classed as the 

word fragment likelihood score and is used in the same way as a word likelihood 

score would be used within the system. 

8.3.2 Cue Phrases 

Cue phrases, such as "if you like", "well" or "i mean", are a part of spontaneous 

speech and can appear in the middle of a repair to signal that the speaker has 

changed their mind or has made a mistake. An example of this could be: 

the house I i mean the red house 

This· is not as difficult a problem as word fragments since cue phrases are made 

up of whole words. It is, therefore, possible to deal with cue phrases at the word 

lattice level, rather than having to resort to a lower level, such as phonemes. A 

simple soluti9n is recommended. 

A process of traversing the word lattice and identifying the location of possi­

ble cue phrases by following pre-defined word sequences is used. This is similar 

to lattice traversing, with respect to identifying the most likely spoken sentence, 

except that it is the existence of a particular string sequence which needs to be 

determined rather than the examples of any possible sequence. The cue phrases 

incorporated into the solution were those which existed in the Durham and DRA 

data and include: i beg your pardon, well, what's it, sorry, I'm sorry, no, if you like 

and each type of filled pause. 

A 'filled pause' was added as a cue phrase because when ever they appeared 

within a repair, their action was to simulate the performance of a cue phrase. 

In fact, it is likely that a filled pause is the m()st definite cue phase available 

m spontaneous speech. Filled pauses are modelled within the AURAID system, 
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though penalised when used. They can, therefore, be identified in the word lattice 

and incorporated into a repair structure. 

A list of all of the cue phrase structures found in the word lattice is kept. A 

score is associated with the identified cue phrase and includes the scores of each of 

the words that constitute the cue phrase (so that spanning the length of the cue 

phrase is penalised to the same level as the words themselves). In addition there is 

a cue phrase penalty score, which allows the actual words to have preference over 

the cue phrase. It is only necessary to keep the start and end locations (phonemes) 

of the cue phrase and the score associated with the cue phrase. This information 

can then be used within the repair process to allow cue phrases to appear between 

the reparandum and correction of a repair. The word lattice given in table 8.3 

shows that, from the cue phrases found in the data and used within the AURAID 

system, there is only one possible cue phrase and that is the word "well" found in 

the latter section of line one. 

8.3~3 Repair Analysis 

The above two processes produce information that can be used by a repair process. 

The first piece of information contains all of the possible word fragments, with 

associated scores, while the second contains all of the possible cue phrases and 

their associated scores. 

The algorithm suggested for tackling speech repairs relies on the grammatical 

structure of repairs and the knowledge collected by the word fragment and cue 

phrase processes. This knowledge is used to traverse the word lattice (produced 

within the AURAID system) to identify repair structures. If a repair structure is 

found within the lattice a conditional SKIP is added to the lattice. This SKIP 

allows a subsequent lattice parser to span (ignore) those words identified as being 

the reparandum. The SKIP is conditional in that it should only be used if followed 

by those words that were identified as the correction of the repair. 



Phoneme 
String 

Word 1 
Lattice 

2 

3 

4 

5 

6 

7 

w w n s 19 r t w 

k w E s A tS N @ lA s @ r s o f t w e@ r 

------ ---

the question quest I on I are I is well soft I wear 
(ART) (NOUN) (NOUN) (PREP) (VERB) (VERB) (ADJ) (ADJ) (VERB) 

there I thirst 
I 

ton dance 
I 

I out 
I 

offer 
(ADV) (VERB) (NOUN) (NOUN) (ADV) (VERB) 

they the fist question tan qurz what rce safe 
I (PRON) (ART) (NOUN) (NOUN) (NOUN) (NOUN) (ADJ) (NOUN) (NOUN) 

how 
I 

turf 
I 

square I ton to I answer I rce which software 
(ADV) (NOUN) (ADJ) (NOUN) (PREP) (VERB) (NOUN) (PRON) (NOUN) 

their first town zs swiftly I ware 
(ADJ) (ADJ) (NOUN) (VERB) (ADV) (NOUN) 

the crest fresh 
I 

nrne 
I 

switch safty 
I (ADV) (NOUN)_ (ADJ) (ADJ) (NOUN) (NOUN) 

they L_ J tease I 
channel 

1;1\d I 
twist I ear 

(PRON) ______ (VERB) (NOUN) NJ) (VERB) (NOUN) 
--- --- -

Table 8.3: Example Word Lattice Used Throughou-t the Solution Explanation · 
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I Sentence ll_!he I ques- _I the I first I question I t9 I -answe~ is I what I is I -sOftWare~ 
- - ~-I Phoneme D @ k w E s D@ f 3 s t k w E s tS @ n t @ A n s @ r I z w Q t I z s Q f t w e@ r 

String 

I Corrupted D @ k w E s @ f 3 s t k w E s A tS N @ A s @ r I z w Q p I z s o f t w e@ r 
String 

I Position IIJ._I2 l3l4l5l6l7l8l 9 I 0 1112131415161 7 I 8 I 9 I 0 I 1 121 3 14151 6 l7f 8]] I OJTI2 j 3 1415 1617181 9 I 0 I 
Word 1 the question quest I on .1 are zs well soft I wear 
Lattice (ART) (NOUN) (NOUN) (PREP) (VERB) (VERB) (ADJ) (ADJ) (VERB) 

2 there ~-~5~ I 
WF6 I thirst J ton dance I WF7 I out 

I 
offer 

(ADV) (22-25) (VERB) (NOUN) (NOUN) (32-34) (ADV) (VERB) 

3 they WF2 the fist question tan quiz what ICe safe 
I (PRON) (13-16) (ART) (NOUN) (NOUN) (NOUN) (NOUN) (ADJ) (NOUN) (NOUN) 

4 how I~-~~ turf 
I 

square I ton to I answer ICe which software 
(ADV) (NOUN) (ADJ) (NOUN) (PREP) (VERB) (NOUN) (PRON) (NOUN) 

5 their WF3 first town WF9 zs swiftly I ware 
(ADJ) (13-17) (ADJ) (NOUN) (32-36) (VERB) (ADV) (NOUN) 

6 the crest fresh 
I 

nme 
I 

switch safty 
I (ADV) (NOUN) (ADJ) (ADJ) (NOUN) (NOUN) 

7 they I WF5 
I 

tease 
I 

channel I and WF8 
I 

twist I ear 
(PRON) (13-17) (VERB) (NOUN) (CONJ) (32-35) (VERB) (NOUN) 

Table 8.4: Example Word Lattice with Added Word Fragments 
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Jsentence 11 the 1 ques- 1 the 1 tirst 1 question E ,--answer Lis !_what 1 _ is 1 software 1 
- -- ---- -----

Phoneme D @ k w E s D@ f 3 s t k w E s tS @ n t @ A n s @ r I z w Q· t I z s Q f ·t w e@ r 
String 

Corrupted D @ k w E s @ f 3 s t k w E s A tS N .@ A s @ r I z w Q p I z s o f t w e@ r 
-

String 

JPosition J[1J2J3jifj5[6J7Ja[9Jo[T[2J3[4J5I6rfT8J 9JOJ1 J2J3J4J5J6 [7J 8 J9Joj1J2J 3 J4li1Il7Jl)9Joj 
-- --- --- -- ---- - --- --- ---

Word 1 the question quest I on I are I zs well soft I wear I 

Lattice {ART) (NOUN) (NOUN) {PREP) (VERB) (VERB) {ADJ) {ADJ) (VERB) 

2 there I thirst 
I 

ton dance 
I I out l offer 

I {ADV) {VERB) (NOUN) (NOUN) {ADV) {VERB) 
i 

3 they the fist question tan qu1z what ICe safe 
I {PRON) {ART) (NOUN) (NOUN) (NOUN) (NOUN) {ADJ) (NOUN) (NOUN) 

4 how 
I 

turf 
I 

square I ton to I answer I 1ce which software 
I {ADV) (NOUN) {ADJ) (NOUN) (PREP) {VERB) {NOUN) {PRON) (NOUN) 

5 their first town zs swiftly I ware 
{ADJ) {ADJ) (NOUN) (VERB) {ADV) {NOUN) I 

6 the crest fresh 
I 

nme 
I 

switch safty 
I I 

{ADV) · {NOUN) {ADJ) {ADJ) (NOUN) (NOUN) 

7 they I I 
tease 

I 
channel I and I 

twist I ear 
(PRON) {VERB) (NOUN) (CONJ) (VERB) (NOUN) 

Added 8 SKIP the - quest J (the PW2) ART ADJ NOUN 

Skips 9 SKIP the - question 
(the PW2) ART ADJ NOUN 

10 SKIP - question 
(the question) ADJ NOUN 

----- --

Table 8.5: Example Word Lattice after Repair_Processing has been Performed 
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This technique allows both the original word sequence and the repaired sequence 

to be used. Nothing is removed from the search, but extra knowledge is used to 

ensure that every possibility is explored before a final decision is made. 

Repair Structures 

The algorithm is based on the analyses of speech repairs carried out on the Durham 

and DRA data. These analyses were undertaken specifically for the work presented 

in this thesis and have proven invaluable in identifying a solution to the problem 

of speech repairs. 

From the one hundred and seven repairs found in the Durham data thirty four 

different repair structures were identified (embedded repairs were split into separate 

structures) and shown to be uncommon to the structures of normal speech. In 

most cases a repair structure only appeared as a repair and not in any other part 

of the passage .. A comparison was made between the repairs found in the Durham 

data and the repairs found in the DRA data. This provided evidence that repair 

structures are common across speaking styles and speakers. Those DRA repairs 

that did not match one of the structures of the Durham repairs resulted in nineteen 

new structures making a total of fifty three different repair structures. 

It is these fifty three grammatical structures that are the basis for identifying 

and correcting speech repairs. A typical grammatical structure for a repair would 

be: 

the house I the red house 
ART(l) NOUN(l) I ART(2) ADJ NOUN(2) 

Here "ART(l) NOUN(l)" is the reparandum and "ART(2) ADJ NOUN(2)" is the 

correction. This in its own right is not classed as a repair structure, as certain 

·other conditions must apply to make the structure valid. "ART(l)" must represent 

the same word as "ART(2)" and "NOUN(l)" must represent the same word as 

"NOUN(2)", as in the above example. These conditions are important to eliminate 

false positives on structures that could easily appear within a large word lattice. 
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From now on two classes which match at the word level will also be given the same 

suffix number, therefore, the above structure will look like: 

the house I the red house 
ART(l) NOUN(2) I ART(l) ADJ NOUN(2) 

This notation distinguishes between the same class in the same section and 

shows which classes match. Each repair structure was given a score. This score was 

based on the classification of the repair, using the classification scheme developed 

for this work, and also the frequencies of the repair structures within the analysed 

data. The purpose of the score is to ensure that when a repair structure is used it 

does not have preference over the normal sequence of words unless other modules, 

such as anti-grammar, penalise the original sequence. 

Another structure which is added to these repair structures are repeated words 

(where the speaker simply repeated what they previously said). This is the simplest 

form of speech Tepair and is the most common. Those repair structures that dealt 

with repetitions were removed from the repair structures and word repetitions were 

dealt with in the same way as repair structures, except the words themselves were 

taken into account. Repeated patterns of one, two or three words in length were 

searched for and dealt with in the same way as a repair structure, by adding a 

conditional SKIP over the reparandum. 

Lattice Parsing 

A word lattice was deemed as the most appropriate level to perform speech repair 

processing. This is based on three reasons: 

• a grammar, which causes problems, has yet to be applied. 

• the word lattice level is the first level in which the grammatical knowledge is 

present within the AURAID system.· 

• limited modifications to the actual hypothesis generation section of the sys­

tem would be required. 



Chapter 8: Solution 168 

The lattice parsing algorithm needs to determine whether, a) one or more of 

the repair structures could start from a particular point or b) a repeated word list 

of one, two or three words in length can be spanned. If either of these are possible 

then a SKIP is added to the lattice. 

There are three phases to parsing a lattice when looking for repair structures. 

The first is to identify the reparandum and store any words that require a matching 

word in the correction. The second phase is to identify the correction. This second 

phase needs to be repeated. 

The first search of the second phase starts directly after the reparandum. A 

correction is only valid if all classes match and all words match with the reparan­

dum, where necessary. For the repair structure "ART(l) NOUN(2) I ART(l) ADJ 

NOUN(2)" the following examples are true: 

the house I the red house 

the house I the red car 

=match 

=no match 

the house I the house house = no match 

the house I the brick house = match 

The second search of the second phase is to check to see if any cue phrases 

start where the reparandum ends. If so, a search for a correction is started at the 

position where the matched cue phrase ends. This allows a cue phrase to be present 

between the reparandum and correction of a repair structure. 

The third and final phase is to create a SKIP entry in the word lattice. Once 

a reparandum and correction is found then a SKIP can be produced. The SKIP 

is added to the lattice to start where the first word of the reparandum starts and 

end where the last word of the reparandum, or cue phrase if applicable, ends. This 

SKIP is given a score which is comprised of the sum of the scores of the words 

which the SKIP is attempting to replace, a pre-calculated repair score and the cue 

phrase score, if applicable. The word scores are used so the likelihood of the SKIP 

being present is reflected by the likelihood of the words being present. The pre­

calculated repair score is added so that the actual sequence of words the SKIP is 
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attempting to replace has preference (where necessary) over the SKIP itself. This 

ensures the importance of grammatical knowledge in positioning hypotheses in the 

list is retained. The cue phrase score is added to take the liklihood of the cue 

phrase into account. 

Because of the nature of the knowledge used in identifying speech repairs any 

SKIP placed in a word lattice must be conditional. By conditional we mean that it 

can only be followed by those words which were identified as being the correction 

of 'the words the SKIP is attempting to replace (i.e. the reparandum). Therefore, 

along with a SKIP score it is necessary to store information on the following words 

(correction). 

Table 8.6 shows the progression of the repair algorithm at each stage using two 

repair structures ("ART(l) NOUN(2) I ART(l) ADJ NOUN(2)" and "ADJ NOUN(l) 

I ADJ NOUN(l)") and the word lattice given in table 8.3. Example 1 shows that, 

the fact that, the first NOUN is a word fragment is causing problems for the repair 

process (as it does for the normal hypothesis generation process). It shows that 

there are three possible reparandum that are made up of "ART NOUN". However, 

no structures follow that have the structure "ART ADJ NOUN" and satisfy the 

match criteria (i.e. matching ARTs and matching NOUNs). Example 2 shows that 

although there are fourteen occurrences of the reparandum within the lattice only 

four of them (6, 8, 9 and 14) are followed by the appropriate correction structures. 

Only two of these correction structures satisfy the matching criteria (as shown by 

"Y" after the correction process within table 8.6) and resulted in SKIP structures. 

The first ~KIP structure covers phonemes 1 to 8 and must be followed by the words 

"first(ADJ) question(NOUN)". The second SKIP structure covers phonemes 1 to 8 

and must be followed by the words "fresh(ADJ) question(NOUN)". 
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I Example 1 II Example 2 

I ART(l) NOUN(2)- ART(l) ADJ NOUN(2) II ADJ NOUN(l)- ADJ NOUN(l) 
phase 1 - identify the reparandum phase 1 - identify the reparandum 
1) the(line 1, position!) question(1,3) 1) well(1,29) safe(3,34) 
2) the(l,l) crest(6,3) 2) well(l ,29) software( 4,34) 
3) the(3,7) fist(3,9) 3) well(1,29) safty(6,34) 

4) soft(l,34) ware(5,38) 
5) soft(1,34) ear(7,38) 
6) what(3,29) ice(3,42) 

· 7) square(4,11) tom(4,18) 
8) their(5,1) question(1,3) 
9) their(5,1) crest(5,3) 
10) first(5,9) quest(1,13) 
11) first(5,9) quesion(3,13) 
12) fresh(5,9) quest(1,13) 
13) fresh(5,9) quesion(3,13) 
14) nine(6,29) quiz(3,24) 

phase 2 - identify the correction phase 2 - identify the correction 
1) no following structure 1) no following structure 
2) no following structure 2) no following structure 
3) no following structure 3) no following structure 

4) no following structure 
5) no following structure 
6) soft(1,34) ware(5,38) =N 
6) soft(1,34) ear(7,38) =N 
7) no following structure 
8) first(5,9) quest(1,13) =N 
8) first(5,9) question(3,13) =Y 
8) fresh(5,9) quest(1,13) =N 
8) fresh(5,9) question(3,13) =Y 
9) first(5,9) quest(1,13) =N 
9) first(5,9) question(3,13) =N 
9) fresh(5,9) quest(1,13) =N 
9) fresh(5,9) question(3,13) =N 
10) no following structure 
11) no following structure 
12) no following structure 
13) no following structure 
14) well(1,29) safe(3,34) =N 
14) well(1,29) software(4,34) =N 
14) well(1,29) safty(6,34) =N 
14) what(3,29) ice(3,42) =N 

phase 3 - create skips phase 3 - create skips 
No matches therefore no skips to create skip phonemes 1-8 

followed by (first question) 

skip phonemes 1-8 
followed by (fresh question) 

Table 8.6: Example Repair Process Using the Normal Word Lattice (table 8.3) 
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8.3.4 Repair Analysis Extension Using Word Fragment and 

Cue Phrase Knowledge 

One problem not addressed by the above algorithm is the presence of word frag­

ments. Possible word fragments (see section 8.3.1), are placed into the word lattice 

as wild cards. These can be used at the end of a reparandum to match any word 

which starts at the phoneme position of the secondary phoneme string (given in the 

matched pair of phoneme strings), which matched the word fragments phoneme 

string and spans beyond the final phoneme position of the secondary phoneme 

string. Table 8.4 shows that WF1 (word fragment 1 (line 2, position3)) will match 

any word which starts at phoneme 13 (k) and spans beyond phoneme 15 (E). 

So, if the repair structure was "ART(l) NOUN(2) I ART(l) ADJ NOUN(2)" and the 

reparandum was "the WF1" then the end of the "ADJ" word should be at phoneme 

12, the start of the correction "NOUN(2)" should be at phoneme 13 and the end 

of the correction "NOUN(2)" should be at least phoneme 16. If these conditions 

apply then the structure found could be a repair, where the first occurrence of the 

"NOUN(2)" is a fragment of the second occurences. An example of this would be 

"the hou- I the red house". 

Table 8.7 shows the additional findings (i.e. it does not show those given in ta­

ble 8.6) at each stage within the repair process, using the same two repair structures 

("ART(l) NOUN(2) I ART(l) ADJ NOUN(2)" and "ADJ NOUN(l) I ADJ NOUN(l)"), 

when the extra knowledge of word fragments is added to the word lattice (i.e. using 

table 8.4) and the knowledge on cue phrases is used (one possible cue phrase of 

'well' at position 29 in the phoneme string (see section 8.3.2)). 

Example 1, of table 8.7, shows that, with the addition of word fragments (WFl, 

WF2, etc. in table 8.4), SKIPs can be produced that span the section of the 

phoneme string that needs to be removed (phonemes 1 to 6). More than one SKIP 

is produced (see phase three of table 8.7) as the word fragments are wild cards 

and match any word. It can be seen that the required repair structure is the 

second SKIP produced in example 1 (i.e. SKIP pl~onemes 1 to 6 with a correction 

of the(ART) first(ADJ) question(NOUN)). There are other SKIPs produced and all 
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will be added to the word lattice. The hypothesis generation process is able to 

choose which, if any, of the SKIPs are used. The incorporation of these SKIPs into 

the lattice means that the correct path is available for the hypothesis generation 

process. The repair process provides additional options to the system. The key 

element of the process is that the reparandum section of the phoneme string can 

be spanned by the system, if required. 

I Example 1 II Example 2 I 
I ART(l) NOUN(2) - ART(l) ADJ NOUN(2) II ADJ NOUN(l) - ADJ NOUN(l) I 

phase 1 - identify the reparandum phase 1 - identify the reparandum 
1) the(line 1, position!) WF1(2,3) 1) their(5,1) WF1(2,3) 
2) the(l,l) WF2(3,3) 2) their(5,1) WF2(3,3) 
3) the(l,l) WF3(5,3) 3) their(5,1) WF3(5,3) 

phase 2 - identify the correction phase 2 - identify the correction 
1) no following structure 1) no following structure 
2) the(3,7) first(5,9) quest(1,13) =Y 2) no following structure 
2) the(3,7) first(5,9) question(1,13) =Y 3) first(5,9) quest(1,13) =N 
2) the(3,7) fresh(5,9) quest(1,13) =Y 3) first(5,9) question(1,13) =Y 
2) the(3,7) fresh(5,9) question(1,13) =Y 3) fresh(5,9) quest(1,13) =N 
3) no following structure 3) fresh(5,9) question(1,13) =Y 
phase 3 - create skips phase 3 - create skips 
skip phonemes 1-6 skip phonemes 1-8 
followed by (the first quest) followed by (first question) 

skip phonemes 1-6 skip phonemes 1-8 
followed by (the first question) followed by (fresh question) 

skip phonemes 1-6 
followed by (the fresh quest) 

skip phonemes 1-6 
followed by (the fresh question) 

Table 8.7: Example Repair Process using Word Fragment Informati~n (table 8.4) 

Example 2 in table 8. 7 demonstrates how the inclusion of word fragments can 

allow even more possibilities. These possibilities need to be examined so that the 

hypothesis generation process can identify the most appropriate path through the 

lattice. It must be noted that a full sequence of words has preference over a sequence 

incorporating SKIPs as there are penalties, above the normal word scores, added 

to all SKIPs. Additional knowledge on grammar and semantics can then re-score 

hypotheses allowing repaired sections to be selected, if they are valid options. 
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In example 2 of table 8. 7 the introduction of word fragments has resulted in two 

extra repair structures which have the same structure as those identified using no 

word fragments (see table 8.6). On such occasions those repair structures which do 

not use the word fragment information are created while the others are not (they 

are more specific, in that they identify the reparandum in detail). This would leave 

6 (see table 8.1) of the 8 repair structures identified in tables 8.6 and 8. 7. 

SKIP I the first quest 
(the WF2) I (ART) (ADJ) (NOUN) 

SKIP I the first question 
(the WF2) I (ART) (ADJ) (NOUN) 

SKIP I the fresh quest 
(the WF2) I (ART) (ADJ) (NOUN) 

SKIP I the fresh question 
(the WF2) I (ART) (ADJ) (NOUN) 

SKIP I first question 
(the question) I (ADJ) (NOUN) 

SKIP I fresh question 
(the question) I (ADJ) (NOUN) 

Figure 8.1: SKIPs found in table 8.4 

An additional technique for decreasing the search space can be applied. This 

involves joining those SKIPs that have similar structures, in that the only differ­

ence is with the none matched section within the correction. For example, in the 

structure "ART(l) NOUN(2) I ART(l) ADJ NOUN(2)" the adjective that appears 

within the con·ection is not dependent on any other part of the structure. The 

only thing that does effect it is the start position of the following word and the 

end position of the previous word. Those words within the correction that are not 

specifically dependent on a word within the reparandum can be replaced by a wild 

card, matching only the word's class. This allows all those repairs identified to 

be merged if the ADJs (both examples have un-matching ADJs) occupy the same 
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space within the phoneme string. This is true for all structures, in both examples, 

therefore, the six structures shown in figure 8.1 can be reduced to just three repair 

structures which are shown in figure 8.2. These structures can be seen in table 8.5 

where the SKIP information has been added to the word lattice. 

SKIP I the quest 
(the WF2) I (ART) (ADJ) (NOUN) 

SKIP I the - question 
(the WF2) I (ART) (ADJ) (NOUN) 

SKIP I - question 
(the question) I (ADJ) (NOUN) 

Figure 8.2: General SKIPs found in table 8.4 

This additional technique will require an extra change to the hypothesis gener­

ation process so that when a wild card structure is found within the correction (i.e. 

following words) all those words of the appropriate size and class can be added to 

the hypothesis. This is not essential for the algorithm to work, but is useful in 

reducing the search space within the system. 

8.3.5 Repair Analysis Extension (Embedded Repairs) 

Another problem, which is not addressed by the above algorithm, is the problem 

of embedded repairs. The data shows that it is possible that one repair can be 

embedded within another repair. Consider the following example: 

the house I the I the red house .. 

Here there are two interruption points. The first indicates the repair "the house 

I the red house" while the second indicates the repair "the I the". During the lattice 

parsing process the first repair would never be identified as the repamndum "the 
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house" is not followed by the correction "the red house". Therefore, the first repair 

would not be corrected. To overcome this a two pass strategy is adopted in which 

the second pass searches for speech. repairs that could contain repairs created on 

the first pass. In the above example the first pass would create a SKIP for "the 

I the" while the second pass would use the SKIP of the first pass to span the till­

required word ("the"), thus completing the connection between the reparandum 

and correction. The original SKIP would still be present within the lattice and 

would be available, if required, during the hypothesis generation process. 

8.3.6 -Repair Analysis Extension (Filled Pauses) 

Filled pauses can cause difficulties for automatic speech recognition systems. In 

this work they are not distinguished as specific repairs, but are acknowledged as a 

problem. The AURAID system models filled pauses within its lexicon, but penalises 

their use. They are, therefore, rarely used in the final result of the system. We . . 

have incorporated filled pauses into our repair process by adding a structure to the 

list of repair structures to SKIP an interjection (the class used for a filled pause 

within the lexicon) and allow it to be followed by a word of any other class. This 

will create a SKIP within the word lattice whenever a filled pause is identified as 

a possible word. This allows the hypothesis generation process to ignore locations 

identified as filled pauses. 

8.3. 7 Repair Analysis Conclusion 

The repair process, described above, generates the necessary information for the 

hypothesis generation process to span the reparandum of a repair. The algorithm 

described identifies the repair by using the repair structures produced from the 

data analysis process. The information generated includes: 

• the length of phonemes that can be omitted including the reparandum and 

cue. phrase. 
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• the words that must follow the spanned length of phonemes. 

A two pass strategy allows embedded repairs to be covered and the use of 

knowledge produced by the phoneme matching algorithm allows word fragment 

information to be used within the repair process. Table 8.5 shows an example word 

lattice once word fragment, cue phrase and repair processing have been performed. 

After the repair processing is complete and all of the SKIPs have been added to 

the word lattice, the word fragments need to be -removed. This is necessary since if 

they were retained in the lattice they would be used by the hypothesis generation 

process, as a normal word. This would allow the word fragments to be part of any 

hypothesis without taking the matching phoneme string into account. 

8.3.8 Hypothesis Generation 

The hypothesis. generation process is that part of the AU RAID system that identifies 

possible sentences by traversing the word lattice. Table 8.8 shows the first four 

cycles in the production of possible sentences using the original word lattice given 

in table 8.3. The first cycle creates a hypothesis for .each word that starts at the 

first phoneme3 . During the second cycle a word is added to the end of each of 

the hypotheses produced by the first cycle. Table 8.8 shows that in cycle two it is 

possible to add two words (question and crest) to the end of the sentence hypothesis 

'the'. Only those words which start at the phoneme after the final phoneme of the 

final word in the hypothesis will be added. Those hypotheses which have a '*' 

attached can not be expanded as no word follows them. They are then removed 

from the hypothesis list as, when using them, it is not possible to span the whole 

length of the lattice. The cycles continue until the end of the lattice is reached and 

the best path through the lattice is taken as the actual sentence spoken. At each 

stage each hypothesis is given a score and the hypotheses are sorted based on this 

score. It is during this scoring process that the problem with processing repairs 

3 There are two hypotheses for the word "the" one for the ART and one for the ADV. There 
are two hypotheses for the word "they" one which covers three phonemes and one which covers 
four phonemes. 
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appears. The grammar module is penalising those hypotheses that contain repairs. 

This example (table 8.8) also shows the problems posed by word fragments. 

As word fragments are not a part of the word lattice, it is not possible for the 

system to follow the required path through the lattice. So on cycle 3 the required 

hypothesis 'the ques- the' is not present. 

Cycle 1 Cycle 2 Cycle 3 Cycle 4 
the the question the question fist the question fist quest 
there the crest the question first the question fist question 
they there question the question fresh the question first quest 
how there crest the crest fist the question first question 
their they question the crest first the question fresh quest 
the they crest the crest fresh the question fresh question 
they how* there question fist the crest fist quest 

their question there question first the crest fist question 
their crest there question fresh the crest first quest 
the question there crest fist the crest first question 
the crest there crest first the crest fresh quest 
they* there crest fresh the crest fresh question 

they question fist there question fist quest 
they question first there question fist question 
they question fresh 0 •• 

they crest fist ... 
they crest first ... 
they crest fresh ... 
their question fist ... 
their question first ... 
their question fresh ... 
their crest fist ... 
their crest first the question frest quest 
their crest fresh the question frest question 
the question fist the crest fist quest 
the question first the crest fist question 
the question fresh the crest first quest 
the crest fist the crest first question 
the crest first the crest fresh quest 
the crest fresh the crest fresh question 

Table 8.8: Example Lattice Parsing Run Using the Normal Word Lattice (ta­
ble 8.3). (Shows the hypothesis list at the end of each cycle for the first four cycles 
of the Lattice Parsing algorithm.) 

There are a limited number of changes required to the hypothesis generation 

process to incorporate SKIPs, placed into the lattice, into the repair process. The 

first is that conditional SKIPs must be propagated. A SKIP can appear at any 

stage within a hypothesis, but when a SKIP is at the end of a hypothesis, the 
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words indicated as following (i.e. the correction) must come next. The hypotheses 

increase by one word at a time and generally these words are taken from the word 

lattice. When a SKIP is used, a list of words that must follow the SKIP is retained. 

When the next word is added to the hypothesis containing the SKIP, it is taken 

from the front of the stored list (and not from the lattice) and that word is then 

removed from this list. Once this list is empty the hypothesis can be expanded 

using any of the appropriate words in the word lattice. Figure 8.3 shows a typical 

sequence of cycles on a single hypothesis4
• The list of words in brackets is the 

stored list and appears when a SKIP is used. It decreases as each word is added to 

the hypothesis. After cycle six the SKIP has been processed and any appropriate 

word, taken from the lattice, can now be added to the hypothesis. 

Sentence = I like the house I the red house on the corner 
Repair (SKIP ) I (the red house) 

Cycle 1 = I 

Cycle 2 = I like 

Cycle 3 = I like SKIP (the red house) 

Cycle 4 = I like SKIP the (red house) 

Cycle 5 = I like SKIP the red (house) 

Cycle 6 = I like SKIP the red house 

Cycle 7 = I like SKIP the red house on 

Cycle 8 = I like SKIP the red house on the 

Cycle 9 = I like SKIP the red house on the corner 

Figure 8.3: Example Hypothesis Generation with SKIPs 

The second modification to' the hypothesis generation process deals with wild 

cards within the repair structures. This modification is only necessary if repair 

entries are combined and non-matching words within the correction are stored as 

4 At each stage when a word is taken from the lattice the number of hypothesis will increase 
as more that one word could be added to the hypothesis. This is not shown here. 
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wild cards. In such cases the list of words to follow, within the hypothesis, will 

con.tain a wild card entry. This wild card entry indicates the class of the word (e.g. 

NOUN) and the length of the word in phonemes. The hypothesis generation process 

must find all words, within the lattice, that start directly after the end position of 

the hypothesis, that match the necessary word class and end at the final phoneme 

location identified by the wild card. Each successful word can then be used to 

create a new hypothesis with that word being the final word in the hypothesis and 

the list of words to follow within the hypothesis being decreased by one. 

Sentence = I like the house I the red house I mean I red car 
Repair 1 = (SKIP ) I (the red house) 
Repair 2 = (SKIP ) I (red car) 

Cycle 1 = I 

Cycle 2 = I like 

Cycle 3 = I like SKIP (the red house) 

Cycle 4 = I like SKIP the (red house) 

Cycle 5 = I like SKIP the red (house) 

Cycle 6 = I like SKIP the red house 

Figure 8.4: Example Hypothesis Generation with 'following SKIPs' Problem 

The third modification to the hypothesis generation process deals with the 

problem of combined repairs such as "the house I the red house I· I mean red car". 

This is not the same as an embedded repair as one repair is not inside the other. 

It is, however, difficult as both repairs share some words. In general, if part of 

the correction of the first SKIP is equal to the front of the reparandum of the 

second SKIP; then it is possible that there are two SKIPs very close together. In 

this example "the red house" replaces "the house", but the "red house" is then 

replaced by the phrase "red car". Using conditional SKIPs, in the normal manner, 

the first repair (the house I the red house) could only be used if followed by the 

words "the red house". The second repair could not, therefore, be solved at the 

same time as the first repair as it can't be attached to the end of the phrase "SKIP 
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the red house". This problem can be seen in figure 8.4 where at cycle 4, when the 

second SKIP is required, the algorithm only allows the word "red" to be added to 

the hypothesis. It is not possible to use both SKIPs within the same hypothesis. 

To overcome this a SKIP is allowed to follow another SKIP as long as the front 

of the reparandum of the second SKIP matches the end of the correction of the first 

SKIP. In the above example the second SKIP (red house I mean I red car) includes 

the end of the correction of the first SKIP (red house) at the front of its reparandum. 

Therefore, the second SKIP can replace "red house" within the correction of the first 
\ 

SKIP. This can be seen in figure 8.5 where on cycle 4 the reparandum of the second 

SKIP (red house) covers the remaining correction of the first SKIP. It is possible 

· for the second SKIP to follow on from the first SKIP. This allows the second SKIP 

to replace the stored list and form its own stored list. Both possibilities will be 

automatically followed together with the normal word sequences. 

Sentence = I like the house I the red house I mean I red car 
Repair 1 = (SKIP ) I (the red house) 
Repair 2 = (SKIP ) I (red car) 

Cycle 1 =I 

Cycle 2 = I like 

Cycle 3 = I like SKIP (the red house) 

Cycle 4 = I like SKIP the (red house) 

-- Overlap --

Cycle 5 = I like SKIP the red (house) 

I like SKIP the SKIP (red car) 

Cycle 6 = I like SKIP the red house 

I like SKIP the SKIP red (car) 

etc. 

Figure 8.5: Example Hypothesis Generation with 'following SKIPs' Processing· 

The 'following SKIPs' problem is important as it is often the case that one repair 
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closely follows another. If only conditional SKIPs were allowed many repairs would 

not be corrected. This modification allows overlapping SKIPs to be corrected. 

Using the extra knowledge on the SKIPs added to the word lattice (see table 8.5), 

within the hypothesis generation process, after cycle 4, the hypothesis list shown 

in table 8.8 will include the following hypotheses: 

SKIP the first quest 
SKIP the fresh quest 
SKIP the first question 
SKIP the fresh question 
SKIP first question dance 
SKIP first question tan 
SKIP first question to 
SKIP first question ton 
SKIP fresh question dance 
SKIP fresh question tan 
SKIP fresh question to 
SKIP fresh question ton 

This shows that· the algorithm presented in this chapter can help solve speech 

repairs. It can be seen that the phrase the speaker actually intended to say (the 

first question) will appear within the hypothesis list. 

8.4 Chapter Summary 

This solution has been implemented within the AU RAID system giving the structure 

shown in figure 8.6 and shows some promising results. The fact that this solution 

deals with repairs at the word lattice level means that the solution is not specific 

to AURAID, but rather, could be used by any automatic speech recognition system 

that uses a word lattice structure. Only two minor modifications would be required 

to the lattice parsing algorithm used by the system. 
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Phoneme 
String 

Word Fragment 
Fragment Word Lattice 
Process (fable 8.4) Original 

Word Lattice 
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Repair 
Repair 

Process Structures 

Cue Phrase 

Process 

Repaired Hypothesis 
Word Lattice Generation 

Cue Phrase (fable 8.5) Process 

List 

Figure 8.6: Block Structure of the Repair Process Within AURAID 
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Results 

This chapter discusses the results of four analyses carried out on the AURAID 

system. The system incorporates the approach to tackling speech repairs discussed 

in this thesis. The four analyses include both black box and white box approaches 

to allow variou_s forms of evaluations to be performed on the system. 

9.1 Introduction 

As explained earlier (section 1.3), measuring the performance of a module that 

deals with speech repairs within a speech recognition process is not an easy task. 

For this reason four different sets of test data were produced and each used in a 

way that can help measure the performance of the repair module and the whole 

system. Using these different sets of data four different analyses were carried out: 

• Specific Repair Analysis 

• Repair Sentence Analysis 

• Seen Passage Analysis 

• Un-seen Passage Analysis 

183 
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The first analysis (specific repair analysis) allows us to determine how each 

repair is dealt with and whether the repair process is giving the potential for the 

repair to be corrected. 

The second analysis (repair sentence analysis) allows us to examine how each re­

pair is dealt with at a sentence level. We can also determine the performance of the 

repair process as a whole by identifying false positives and the overall recognition 

rates of the system. 

The third analysis (seen passage analysis) allows us to measure the performance 

of the whole system with respect to a large passage of data. The passage was part 

of the data which was analysed as a precursor to the production of the repair. mod­

ule. The performance measurements include recall and precision rates as well as 

the normal accuracy measurements of word error, words correct and word accu­

racy. Though not as accurate as the results of the first two analyses, it is these 

measurements that are used by other researchers and are, therefore, necessary for 

companson purposes. 

The fourth analysis (un-seen passage analysis) allows the measurement of the 

performance of the system on data that is, at present,· un-seen and has not been 

used in any part of the analyses carried out with respect to producing the repair 

module. This gives recall and precision rates as well as the normal speech recogni­

tion measurements on the whole of the system. 

9.2 The Dictionary 

The analyses presented in this section used the extended dictionary of 2,275 words 

(see section 4.2.3 and table 4.4). 
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I repair type II increase I no change I decrease II totals I 

I ~ II Y I ~ I ~ II r I 
totals 11 24 I 3 1 3 II 3o I 

Table 9.1: Repair Type and System Performance: comparing the system without 
repair processing and the system with repair processing 

9.3 Specific Repair Analysis 

This first analysis investigates the effect of the repair process on the "exact" perfor­

mance of the system, with respect to the required hypothesis. The measurements 

were those used in other analyses (see section 4.4). They are very accurate and 

show the true performance of the system. 

9.3.1 The Data 

The thirty repair passages used in the repair analysis (see chapter 5 and table 5.1) 

were processed using the modified and un-modified system and phoneme corruption 

of 15%. Therefore, two runs per passage were carried out: 

• 15% phoneme corruption with no repair process. 

• 15% phoneme corruption with repair process. 

A comparison was made between those runs that used t~e repair process and 

those runs that did not use the repair process. 

9.3.2 The Results 

Table 9.1 compares the overall performance of the systems. It shows that twenty 

four out of the thirty passages resulted in an increased performance when repair 
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Without With 
Repair Repair Signed 

Pass Processing Processing Diff +I- Rank Rank 

9 - - 0 - 1 -2 
20 - - 0 - 2 -2 
23 - - 0 - 3 -2 
1 - 1 +* + 4 11.5 
2 - 8 +* + 5 11.5 
3 - 2 +* + 6 11.5 
7• - 3 +* + 7 11.5 
8 - 3 +* + 8 11.5 
10 - 1 +* + 9 11.5 
11 - 1 +* + 10 11.5 
13 - 1 +* + 11 11.5 
14 - 13 +* + 12 11.5 
16 - 7 +* + 13 11.5 
18 - 2 +* + 14 11.5 
21 - 13 +* + 15 11.5 
22 - 1 +* + 16 11.5 
25 - 1 +* + 17 11.5 
27 - 1 +* + 18 11.5 
28 - 5 +* + 19 11.5 
15 4 1 3 + 20 20 
4 5 1 4 + 21 21 
17 12 19 -7 - 22 -22 
29 54 1 53 + 23 23 
26 74 12 62 + 24 24 
5 156 13 143 + 25 25 
19 166 3 163 + 26 26 
12 153 488 -335 - 27 -27 
24 596 29 567 + 28 28 
30 1254 4 1250 + 29 29 
6 193 - -* - 30 -30 

Table 9.2: The Rank, Scores and Differences used in the Sign Test and Wilcoxon 
Signed Rank Test for the comparison of the system without repair processing and 
the system with repair processing 
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processing was added. By increased performance we mean that the required hy­

pothesis was better placed within the hypothesis list after the processing of the 

passage. 

Table 9.2 shows for each passage (Pass), the position of the required hypothesis 

when the two systems processed the repair sentences (a position of- shows that 

the required hypothesis was not in the hypothesis list). It also shows the difference 

(Diff) between the two positions12
, the direction of the difference ( + /-), the rank of 

the difference (Rank), taking only the magnitude of the difference into account (i.e. 

ignoring the sign), and the signed rank score (Signed Rank) used in the Wilcoxon 

Signed Rank test. 

The Sign Test3 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with repair processing is better 

than the system without repair processing. A one-tail test is therefore appropriate. 

Table 9.2 shows that the number of pairs that result in a positive outcome are 

24 and the number of pairs that result in a negative outcome are 6. A difference of 

zero is a negative outcome as it does not support the alternate hypothesis that the 

system with repair processing is better than the system without repair processing. 

Using the Sign Test with a sample population of 30 the critical value for p=0.005 

IS 7. As the analysis has 6 negative outcomes, this shows that the system with 

repair processing is significantly better (6 is ~ 7) than the system without repair 

1 A difference of-* shows that the exact difference can not be calculated but it is negative (i.e. 
the system with repair processing does not have the required hypothesis in the hypothesis list 
while the system without repair processing does). 

2 A difference of+* shows that the exact difference can not be calculated but it is positive (i.e. 
the system without repair processing does not have the required hypothesis in the hypothesis list 
while the system with repair processing does). 

3 See section 4.5, page 70, for a description of the Sign Test. 
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processing at the p«0.005 level. 

The Wilcoxon Signed Rank Test4 

The NULL hypothesis will be that both systems are equal. 

The alternate hypothesis will be that the system with repair processing is better 

than the system without repair processing. A one-tail test is therefore appropriate. 

Table 9.2 shows the position (Rank) for each passage (Pass) when the difference 

(Diff) between the pairs is used to rank the sentences. As with the Sign Test 

a difference of zero is a negative outcome as it does not support the alternate 

hypothesis that the system with repair processing is better than the system without 

repair processing. An unknown difference, with the system with repair processing 

not having the required hypothesis in the hypothesis list(-*), is given the maximum 

rank as this is an undesirable result. An unknown difference, with the system 

without repair processing not having the required hypothesis in the hypothesis list 

( +*), is given a minimum difference of 1 as this is a desirable result. An unknown 

desirable result is given a minimum difference so as not to favour the unknown 

difference above its minimum potential. For those differences that are negative the 

results are kept negative while the others are positive. 

The total of the positive ranks is 380 and the total of the negative ranks is 85. 

Using the Wilcoxon Signed Rank Test with a sample population of 30 the critical 

value for p=0.005 is 109. As the analysis has a negative score of 85, this shows 

that the system with repair processing is significantly better (85 is ~ 109) than the 

system without repair processing at the p«0.005 level. 

These tests demonstrates that repair processing is of benefit to the system when 

repairs are present. 

4 See section 4.5, page 70, for a description of the Wilcoxon Signed Rank Test. 
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Passage Analysis 

As an illustration of how the repair processing is helping, the three passages de­

scribed in detail within the repair analysis (see chapter 5) are explained in more 

detail. 

Passage 1 

The results of the processing for the first pas~age can be seen in table 9.3. 

The required hypothesis was expanded beyond the interruption point of the 

repair, when the repair process was used. This did not occur when no repair 

processing was undertaken. It should also be noted that the required hypothesis 

was never top of the list. This shows that the required hypothesis would never 

have been selected as the most appropriate hypothesis by the current system. This 

raises two issues. 

No Repair Process Repair Process 
like a a typical economics book like SKIP a typical economics book 

word top s p score phrase % dif tops p score skip % dif 

15% corruption 
like 126.0 2 126.0 0 0 126.0 2 126.0 0 0 

SKIP/a 119.0 2 119.0 0 0 118.5 2 118.5 0 0 
a 141.4 528 212.0 10 49 111.5 2 111.5 1 0 

typical - - - - - 95.5 2 95.5 1 0 
economtcs 52.2 2 52.2 1 0 

book 53.3 3 53.3 1 0 

Table 9.3: Evaluation of the Repair Process: Passage 1 

The first is the accuracy of the measurements being carried out. Because the 

measurements are very accurate what wou\d normally be seen as a satisfactory 

result may seem a bit disappointing. The fact that the required hypothesis would 

not have been selected is not a problem. The thing to note is that the skip mea­

surement (table 9.3), which shows the rank of the best hypothesis that uses the 

SKIP required to correct the repair, is one (i.e. the top hypothesis). Therefore, 
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No Repair Process Repair Process 
describing the if you like the describing SKIP the central part 
central part 

word tops p score phrase .% dif tops p score skip % dif 

15% corruption 
describing 159.7 1 159.7 0 0 159.7 1 159.7 0 0 
SKIP /the 145.7 1 145.7 0 0 145.7 2 150.7 4 3 

if 124.7 468 272.0 0 118 
you - - - - -

the 124.7 22 142.6 22 14 
central 103.7 19 119.4 19 15 

part 89.7 3 98.4 3 9 

Table 9.4: Evaluation of the Repair Process: Passage 2 

the actual correction required for the repair was successfully carried out in the top 

hypothesis, even though it was not the required hypothesis. 

The second issue is that some words have several tags and the system may not 

. be able to choose between the tags, with the knowledge currently available to it. 

The actual output of the system was "like -SKIP a typical economics book". How­

ever, the "like" was a verb (VERB) rather than a preposition (PREP). Therefore, 

the system selected the third hypothesis as the required hypothesis since this had 

the word like as a preposition (PREP). This shows that semantic and pragmatic 

knowledge would, probably, be helpful within the system. As the anti-grammar 

only punishes ill-formed constructs it is not able to favour preferable constructs. Se­

mantic and pragmatic processing could, therefore, overcome this accuracy problem 

by re-scoring the hypothesis list giving a preference to semantically and pragmati­

cally correct hypotheses. 

Passage 2 

The results of the processing for the second passage can be seen in table 9.4. 

Of note here is that the addition of a cue phase does not cause a problem. The 

repair process takes into account the possibility _of a cue phmse directly after an 

interruption point. 
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No Repair Process Repair Process 
the ques- the first question to SKIP .the first question to 
answer answer 

word top s p score phrase % dif top s p score skip % dif 

15% corruption 
SKIP /the ques- 168.0 1 168.0 1 0 159.2 10 159.2 10 0 

the - - - - - 145.2 1 145.2 1 0 
first 117.2 10 117.2 10 0 

question 84.7 1 84.7 1 0 
to 70.7 1 70.7 1 0 

answer 72.3 - - 1 -

Table 9.5: Evaluation of the Repair Process: Passage 3 

Once again ·the process goes beyond the interruption point when the repair 

module is used and the required hypothesis is near to the top. Without the repair 

module this did not occur and the required hypothesis never existed within the 

hypothesis list. 

Passage 3 

The results of the processing for the third passage can be seen in table 9.5. 

The problem posed by a word fragment can be clearly seen. Without a repair 

mechanism the required hypothesis can't be followed once the location of the word 

fragment is reached. When repair processing is added and the word fragment 

identification system is used. The system successfully overcomes the repair. The 

repair is successfully negotiated during the run. The final outcome of the process 

is not the required string, this is due to the fact that there was heavy corruption 

on the final word, which was never recognised. The table shows that even though 

the system has a problem with the final word, the SKIP required to overcome the 

repair is used in the top hypothesis. 
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9.3.3 Conclusion 

The results of this analysis show that the repair process is increasing the likelihood 

of the required hypothesis being selected, by creating the necessary entries and 

allowing the required hypothesis to exist within the hypothesis list. All three 

illustrative examples show how the repair process has allowed the repair to be 

overcome by including a SKIP into the word lattice. 

9.4 Repair Sentence Analysis 

The second analysis processes a number of sentences from the Durham data (chap­

ter 7) which were used in produci:qg the repair module. The exact performance of 

the system using the repair process was compared to the system without the re­

pair process. The location of the required hypothesis was noted as in the previous 

analysis. In addition a more black box measurement was taken. This allowed the 

more traditional recall and precision measures to be used to measure the accuracy 

of the repair process on the final outcome of the recognition process. Further to 

this the more conventional measurements of word error, words correct and word 

accuracy rates were calculated to measure the overall performance of the system. 

9.4.1 The Data 

The first fifty repairs from the Durham data were used in this analysis. This 

resulted in forty four sentences being processed by the system. The fifty repairs 

were made up of twenty one type 1 repairs, thirteen type 2 repairs and eight type 

3 repairs. Two of the type 1 repairs contained cue phrases and eight of the fifty 

repairs contained matching word fragments. The word fragments were contained 

in four type 1 repairs, two type 2 repairs and two type 3 repairs. 

Three levels of phoneme corruption were used (0%, 15% and 25%) to see the 

effect of various levels of corruption. Six runs per_ sentence were carried out: 
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• 0% phoneme corruption with no repair process. 

• 0% phoneme corruption with repair process. 

• 15% phoneme corruption with no repair process. 

• 15% phoneme corruption with repair process. 

• 25% phoneme corruption with no repair process. 

• 25% phoneme corruption with repair process. 

9.4.2 The Results 

Skip Existence 

The first stage of the analysis involves determining whether the necessary SKIPs 

exist within the word lattice. As the SKIPs are conditional, to identify the exis­

tence of the required SKIP we need to find a SKIP which spans the un-required 

phonemes/words and is preceeded by the required words. Table 9.6 shows that the 

SKIP creation process js successful, in that it produces the required SKIP in the 

majority of cases and only fails when the corruption is so high that the phoneme 

string is far from the original transcription. 

I corruption I repairs I skips II percentage I 
0% 50 50 100% 
15% 50 50 100% 
25% 50 48 96% 

Table 9.6: Performance of the Skip Creation Process 

Required Hypothesis Measures 

A comparison between the performance of the two_ systems shows a definite increase 

when the repair process is used. Table 9.7 shows the performance changes in the. 
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Repair O% corruption 15% corruption 25% corruption 
Type me. - dec. me. - dec. me. - dec. 

1 21 8 0 20 9 0 19 7 3 
2 4 3 1 4 3 1 3 3 2 
3 7 3 3 6 5 2 5 6 2 

Total 32 14 4 30 17 3 27 16 7 
(%) 64% 28% 8% 60% 34% 6% 54% 32% 14% 

Sent. 26 14 4 24 17 3 23 15 6 
(%) 59% 32% 1 9% 54% 39% 7% 52% 34% 14% 

Table 9.7: Accurate Performance on Repair Sentences 

systems when the repair process is used. The figures have been split into repair 

types and show that no specific repair causes the most problems. The Total figures 

are for the repair types, there are fifty repairs, while the Sent. figures are for the 

actual sentences and there are forty four of these. In sentences containing more 

than one repair each repair type within the sentence is classed as an increase if the 

sentence showed an increased performance. 

Table 9.7 shows that for 0% corruption 64% of the sentences showed an increased 

performance when repair processing is used. Similar increases are also seen for 15% 

and 25% corruptions. Actual decreases in performance were only found in 8%, 6% 

and 14% of the sentences. 

The figures in table 9. 7 compare the different systems. However, no difference 

in the performance could mean, either, both systems produced the required result 

or neither managed to produce the required result. In addition if the original sys­

tem recognised the sentence containing the repair and the repair process corrected 

the repair. This was not a performance increase, but is a highly desirable result. 

Therefore, an additional measurement could be a desirable outcome measure: de­

sirable, in the sense that the repair is overcome, even though the correct outcome 

may not be available. These figures are given in table 9.8 and show that the repair 

process produces the desired result in 77% to 89% of the sentences. 
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I desirable I undesirable I 
00 39 (89%) 5(11%) 
15 38 (86%) 6 (14%) 
25 34 (77%) 10 (23%) 

I Avg. I 37 (84%) I 7 (16%) 

Table 9.8: Repair Sentence : Desirable Results 

·Repair Measurements 

The results so far have been based on the final result of the system. This relies on 

the rest of the system performing well and does not just measure the performance of 

the repair process. Of particular interest to this research is the number of times the 

repair process actually corrects a repair. This is determined by using the repair 

process performance measurements of recall and precision rates. Four separate 

measurements will. be taken: 

• Recognition Recall 

• Recognition Precision 

• Correction Recall 

• Correction Precision 

See section 1.3, page 6, fot details of these measurements. 

Table 9.9 shows the recall and precision rates with respect to the fifty repairs 

processed in the forty four test sentences. As can be seen between 70% and 90% of 

the actual repairs were corrected and between 68% and 90% resulted in the correct 

result. The precision rates are also very high as the false positive rate (3, 2 and 

4 respectively) is very low. This is a key feature since false positives are a major 

problem within speech repair processing. 
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0% 15% 25% 
corruption corruption corruption Average 

Repairs made 48 45 39 44 
Actual repairs 45 43 35 41 

Valid Corrections 45 43 34 40.7 
False Positives 3 2 4 3 

Recognition recall 90% 86% 70% 82% 
Recognition precision 94% 96% 90% 93% 

Correction recall 90% 86% 68% 81% 
Correction precision 94% 96% 87% 92% 

Table 9.9: Repair Sentence: Recall & Precision Rates 

Classical measures 

In order to determine the overall performance of a speech recognition system it is 

necessary to examine the word error, words correct and word accuracy rates. These 

measures are used extensively in speech recognition research. 

Table 9.10 shows that the inclusion of the repair process increases the perfor­

mance of the system5. The inclusion of SKIPs into the word lattice does not confuse 

the system, but allows it to select the most appropriate path through the lattice. 

This path could include both normal passages of text and repaired passages. 

These figures show that the repair procedure is increasing the overall perfor­

mance of the system (on average the accuracy is 4% better) and that there is little 

confusion taking place. 

9.4.3 Conclusion 

The -results of this analysis show that the repair module is creating the necessary 

information to overcome the repairs, in the majority of the sentences. The high 

5It must be noted that of the 50 repairs only 63 extra words are added to the sentences and 
during repair processing 50 SKIPs will be added to the sentences resulting in only 13 of the 
original 468 words in the sentences being deleted. This d~creases the words in the sentences to 
455 when the repair process is being used and this is taken into account in the WE, WC and WA 
measurements. 
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O% 15% 25% 
corruption corruption corruption Average 

Repair Run 
Insertions 2 11 16 9.6 
Deletions 21 16 12 16.3 

Substitutions 32 46 54 44 
Un-Repaired Run 

Insertions 4 7 19 10 
Deletions 26 19 17· 20.6 

Substitutions 53 64 74 63.6 

Results 
WE - repaired 12.1 16.0 18.0 15.4 

actual 17.1 18.5 20.6 18.7 
Difference -5.0 -2.5 -2.6 -3.3 

we- repaired -88.3 86.3 85.5 86.7 
actual 83.7 82.9 81.3 82.6 

Difference 4.6 3.4 4.2 4.1 
WA - repaired 87.9 84.0 82.0 84.6 

actual 82.9 81.5 77.4 80.6 
Difference 5.0 2.5 4.6 4.0 

Table 9.10: Repair Sentence: Word Error, Words Correct & Word Accuracy Rates 

recall rates show that this information is being tised by the system to correct the 

repairs. The high precision rates and word accuracy figures show that the repair 

module is not confusing the hypothesis generation process. 

9. 5 Seen Passage Analysis 

The third analysis used half of the original Durham data to investigate the effect 

of the repair process on a mixture of sentences with and without repairs. As the 

repair process was not given any assistance in identifying repairs or any specific 

information on the location of cue phrases, word fragments or edit signals, it is 

possible and likely that the repair process will identify possible repairs, within a 

lattice, for a non-repaired passage. Measurements are needed to identify the effect 

of the repair process on both repaired and correct sentences. 
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now the first thing to tell you is the book the recommended book for this course 
<.> is that <.> software engineering the third edition <.>don't get the first or 
the third however cheap it is it's awe- they're awful <.> it's this book here <.> 
it's eighteen or nineteen pounds but your all got plenty of money so you can all 
afford it<.> what i try to do on the course is that i don't exactly follow what's in 
that book <.> you should see this book as supplementary reading <.> i assume 
that you're reading the relevant sections and <.> occasionally i will point out 

·the chapter you should read that i don't have time to cover <.> i should also 
point out that you don't have to know everything that's in this book <.> you 
have to know the sections in the book that i cover in the lectures and the sections 
that i point out each week <.> so there are bits in the book that i i i leave out 
altogether <.> and of course since your all very keen <.> erm here are some 
other books that you can go away and read as well <.> not don't buy any of 
these <.> couple ofgeneral software engineering books <.> in fact the the book 
by by prestman was the recommended book a couple of years back <.> the third 
one on the list the mythical man month common interesting contains interesting 
and funny stories about how software doesn't work <.> and why it falls over <.> 
and basicall¥ gives you some background information on why were here on this 
course <.> and the last book is software engineering economics <.> it's like a 
a typical economics books <.> it's a huge great thickbook full of graphs and 
equations and and unusually for an economics book makes a lot of sense <.> 
but most of the stuff in this book is too far advanced for this course ... 

Figure 9.1: Example Speech from the Seen Passage 

9.5.1 The Data 

Two sections of the Durham data (see figure 9.1 for an example of the speech), 

used in the corpus analyses presented in this thesis, were used in this analysis. The 

first quarter of the Durham data and the final quarter of the Durham data were 

added to form a single passage67
• This passage was two hundred and twenty two 

sentences long and contained 2,544 words. Fifty six repairs were present within the 

passage. Of these fifty six repairs thirty four were type 1 repairs, nine were type 

2 repairs and thirteen were type 3 repairs. Six of these fifty six repairs contained 

matching word fragments. As well as the fifty six repairs the passage also contained 

fourteen single filled pauses. These filled pauses were included as repairs for this 

analysis. 

6 Some pauses were removed from the middle of sentences. 
7The first quarter and final quarter were used to ensure that speech from different times in 

the process of a lecture, were used in the analysis. 
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The same three levels of phoneme corruption, used in the "Repair Sentence 

Analysis" (see section 9.4) were used in this analysis, giving the same six runs. 

0% 15% 25% 
corruption corruption corruption Average 

Repair Type 1 (34) 
Repairs made 33 30 29 30.7 

Valid Correction 33 30 27 30 
Invalid Correction 0 0 2 0.7 

Repair Type 2 (9) 
Repairs made 9 7 3 6.3 

Valid Correction 7 5 3 5 
Invalid Correction 2 2 0 1.3 

Repair Type 3 (13) 
Repairs made 9 7 4 6.7 

Valid Correction 9 7 4 6.7 
Invalid Correction 0 0 0 0 

Filled Pauses (14) 
Repairs made 11 10 9 10 

Valid Correction 10 9 7 8.7 
Invalid Correction 1 1 2 1.3 

Totals 
Repairs made 90 85 75 83.3 
Actual repairs 62 54 45 53.7 

Valid Corrections 59 51 41 50.3 
Invalid Corrections 3 3 4 3.3 

False Positives 28 31 30 29.7 

Recognition recall 89% 77% 64% 77% 
Recognition precision 69% 64% 60% 64% 

Correction recall 84% 73% 59% 72% 
Correction precision 66% 60% 55% 60% 

Table 9.11: Seen Passage : Recall & Precision Rates 

9.5.2 The Results 

The first set of results deal with the recall and precision of the repair process. 

Table 9.11 gives the figures for these calculations. This shows that an increase in 

the number of non-repaired sentences has resulted in a decrease in the accuracy 

of the process (when compared to the results in table 9.9). This is as would 
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be expected. The system still manages to deal with the majority of the speech 

repairs and though the false positive rate is significant it is not too large to warrant 

the process inadequate in dealing with repairs. It is expected that knowledge on 

semantics and pragmatics would help overcome some of these false positives, but 

this is beyond the scope of the work presented in this thesis. 

A further point of interest is the decrease in performance as the corruption rate 

increases. This is again expected as when the corruption rate is high the system as a 

whole is unlikely to achieve high results. This decrease can be seen from the figures 

in table 9.12. The overall accuracy of the system decreases from 88/89% to 70%. 

This is a large drop and can account for the decreased performance of the repair 

process. If the system does not identify a word as appearing within the phoneme 

transcription then it will not appear in the word lattice and the repair process will 

not be able to use this word and hence it will fail. This is not ari unexpected side 

effect and does not decrease the value of the repair process. However, it does show 

that a high phoneme recognition rate is required for the recognition system to be 

useful. 

A feature which requires further study is the effect of false positives on the 

overall performance of the system. The small proportion of words contained within 

the repairs (3. 7%8
) means that any increase in accuracy of the system will be limited 

(with the introduction of the repair process) and the main figures of interest are 

the repair recall and precision values. 

Table 9.12 shows the word error (WE), words correct (WC) and word accuracy 

(WA) figures for the different runs. As can be seen the overall performance of the 

system fluctuates slightly, but does not decrease dramatically. This shows that the 

repair process is not detrimental to the system and in fact increases the accuracy 

slightly (with an average accuracy increase of 0.4% ). 

The repair types that were corrected correctly were spread over the different 

' 8 It should be noted that the 70 repairs/filled pauses added only 94 extra words to the passage 
and during repair processing 70 SKIPs will be added to the passage resulting in only 24 (0.9%) 
of the original 2,544 words in the passage being deleted. This decreases the words in the passage 
to 2,520 when the repair process is applied. 
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O% 15% 25% 
corruption corruption corruption Average 

Repair Run 
Insertions 19 81 131 77 
Deletions 80 82 89 83.7 

Substitutions 176 377 530 361 
Un-Repaired Run 

Insertions 8 80 131 73 
Deletions 100 95 84 93 

Substitutions 195 379 538 370.7 
Results 
WE - repaired 10.9 21.4 29.8 20.7 

actual 11.9 21.8 29.6 21.1 
Difference -1.0 -0.4 0.2 -0.4 

we- repaired 89.8 81.8 75.4 82.4 
actual 88.4 81.4 75.6 81.8 

Difference 1.4 0.4 0.2 0.6 
WA - repaired 89.0 78.6 70.2 79.3 

actual 88.0 78.2 70.4 78.9 
Difference 1.0 0.4 -0.2 0.4 

Table 9.12: Seen Passage: Word Error, Words Correct & Word Accuracy Rates 

repair types (including filled pauses, see table 9.11 ). 

The decrease in accuracy for the more complex repairs is likely to be due to the 

larger number of words and phonemes contained within the repairs. This increases 

the likelihood of a corruption occuring within the repair. Therefore, the words of 

the repair will not be recognised and the repair can not take place. 

9.5.3 Conclusion 

The results of this analysis show that the repair process is increasing the likelihood 

of the correct passage being selected. Repairs are being identified and corrected and 

the false positives are being kept to an acceptable ievel. Taking into account the 

level of specific knowledge given to the system (i.e. no word fragments identified, 

no cue phrases identified and no filled pauses identified) these are very encouraging 
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results and show that the repair process can help overcome speech repairs. 

9.6 Un-seen Passage Analysis 

The fourth and final analysis examines the effect of the repair process on un-seen 

data. Data that was not used in the analyses carried out for this research was 

used as test data for the system. This was investigated to determine whether the 

solution and findings are specific to the data analysed. 

okay <.> well <.> i'd certainly like to welcome you all this evening to durham 
<.> i know you've travelled quite a way from teesside and newcastle<.> it might 
be good to explain about the title of our talk this evening <.> and really i've 
split the talk into four parts <.> i'll give you a a bit of background information 
about erm our work within the school of engineering and computer science at 
durham <.> and i'll go on to erm give you some brief discussion of why i think 
processes are important <.> erm both in their own right and as basically a 
reaction <.> software processes anyway <.> as a reaction to the erm business 
process demands that are currently placed on i-t departments <.> erm i shall 
give you some of an introduction on the software process modelling research 
work we've done at durham <.> and erm go on to discuss how the approach 
can be more generally applied to process improvement <.> and erm well how it's 
changed management generally speaking on on business processes<.> within the 
school of engineering and computer science <.> in the computer science group 
there are two research groups <.> i work in the centre for software maintenance 
<.> which was established in nineteen eighty seven <.> erm over that period 
since since eighty seven we've had some key achievements <.> basically <.> 
we've established here at durham an international workshop on an annual basis 
<.> which now gets one hundred and sixty people attending it <.> not just 
researchers but practitioners interested in in software maintenance <.> this is a 
really hot topic in software engineering <.> and we we have also established a 
journal of software maintenance ... 

Figure 9.2: Example Speech from the Un-Seen Passage 

9.6.1 The Data 

An un-seen passage (see figure 9.2 for an example of the speech from the un-seen 

passage) taken from the Durham corpus, was used in this evaluation9
. This passage 

9Some pauses were removed from the middle of sentences. 
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was the first half of a talk given at a British Computer Society meeting held at 

the University of Durham. It introduces and explains a project on a software 

engineering topic. 

0% 15% 25% 
corruption corruption corruption Average 

Repair Type 1 (115) 
Repairs made 94 90 83 89 

Valid Correction 87 89 83 86.3 
Invalid Correction 7 1 0 2.7 

Repair Type 2 (12) 
Repairs made 10 5 7 7.3 

Valid Correction 9 5 6 6.7 
Invalid Correction 1 0 1 0.7 

Repair Type 3 (8) 
Repairs made 5 5 4 4.7 

Valid Correction 4 4 3 3.7 
Invalid Correction 1 1 1 1 

Filled Pauses ( 60) 
Repairs made 50 46 44 46.7 

Valid Correction 44 42 40 42 
Invalid Correction 6 4 4 4.7 

Totals 
Repairs made 226 187 178 197 
Actual repairs 159 146 138 147.7 

Valid Corrections 144 140 132 138.7 
Invalid Correction 15 6 6 9 

False Positives 67 41 40 49.3 

Recognition recall 82% 75% 71% 76% 
Recognition precision 70% 78% 78% 75% 

Correction recall 73% 72% 68% 71% 
Correction precision 64% 75% 74% 71% 

Table 9.13: Un-Seen Passage : Recall & Precision Rates 

The passage was approximately thirty minutes long and was made up of three 

hundred and sixty three sentences containing 3,4 70 words. One hundred and thirty 

five repairs (type 1, 2 and 3 disfluencies) were present within the passage. Of these, 

one hundred and fifteen were type 1 repairs, twelve were type 2 repairs and eight 

were type 3 repairs. Nine of these repairs contained word fragments (all type 1 
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repairs and all with matching words) and fifteen contained cue phrases. Of the 

repairs containing cue phrases six were type 1, four were type 2 and five were type 

3 repairs. As well as the repairs the passage also contained sixty single filled pauses. 

These filled pauses were included as repairs for this analysis. 

Again the same three levels of corruption were used (as in the two previous 

analyses) giving the same six runs. 

9.6.2 The Results 

Table 9.13 gives the recall and precision rates for this test and table 9.14 shows the 

word error (WE), words correct (WC) and word accuracy (WA) measures. 

The. figures show that the overall accuracy of the system is not as good as with 

the seen data, but this is due to the speech and not the repair process. However, 

the system performs on average 2.8% better on word accuracy measures when the 

repair process is used10 . This shows that the repair process aids with the overall 

performance of the system and that the false positives are being kept to a minimum. 

The recall and precision rates (table 9.13) are slightly lower than for the seen 

data, but this is expected. There are three repairs in the un-seen data that are 

not taken into account within the repair process. Even so the system still achieves 

averages of 76% recognition recall and 75% correction recall. Again, the perfor­

mance of the system decreases as the corruption rate increases. This performance 

decrease is less dramatic than with the seen data. Though the system performs 

better on type 1 repairs than on others all repairs are corrected to an acceptable 

level. 

10It should be noted that the 195 repairs/filled pauses added only 214 extra words to the 
passage and during repair processing 195 SKIPs will be added to the passage resulting in only 
19 (0.6%) of the original 3,470 words in the passage being deleted. This decreases the words in 
the passage to 3,451 when the repair process is applied. 
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O% 15% 25% 
corruption corruption corruption Average 

Repair Run 
Insertions 54 142 218 138 
Deletions 214 220 212 215.3 

Substitutions 536 768 929 744.3 
U n-Repaired Run 

Insertions 46 129 211 128.7 
Deletions 232 254 246 244 

Substitutions 580 873 1028 827 

Results 
WE - repaired 23.3 32.7 39.4 31.8 

actual . 24.7 36.2 42.8 34.6 
Difference -1.4 -3.5 -3.4 -2.8 

we- repaired 78.3 71.4 66.9 72.2 
actual 76.6 67.5 63.3 69.1 

Difference 1.7 3.9 3.6 3.1 
WA - repaired 76.7 67.3 60.6 68.2 

actual 75.3 63.8 57.2 65.4 
Difference 1.4 3.5 3.4 2.8 

Table 9.14: Un~Seen Passage: Word Error, Words Correct & Word Accuracy Rates 

9.6.3 Conclusion 

The results of this analysis, again, show that the repair process is increasing the . 

likelihood of the correct passage being identified. Repairs are being identified 

and corrected and the false positives are being kept to an acceptable level. It 

is encouraging to see that the repair process can work on un-seen data. 

9. 7 Chapter Summary 

These four analyses cover various testing strategies which include both white box 

and black box testing. The "Specific Repair Analysis" shows that the required 

string (with the repair corrected) is more likely to be selected when the repair 

process is applied. This is the main measure of success as other knowledge, on 

things such as semantics and pragmatics, should aid in the selection of the required 
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string, once the repair has been corrected. These results were calculated using very 

accurate measurements including the word tags and the words themselves. 

The "Repair Sentence Analysis" demonstrates that the repair process produces 

the required knowledge within the word lattice by creating between 96% to 100% 

of the required SKIPs. This test also shows that the recall and precision rates can 

be high. 

The "Seen Passage Analysis" shows that although the system does identify 

possible repairs in correct speech, the frequency of these false positives is low. The 

increase in the word accuracy and words correct values betw<::en the system not 

using the repair process and the system using the repair process shows that the 

confusion is being kept to a minimum. 

The "Un-Seen Passage Analysis" demonstrates that ~he system can cope with 

data that is unknown to the system, as far as repairs and repair structures are 

concerned. Thi~ again indicates that the repair process is not confusing the system 

and that the system can cope with the information produced by the repair process. 

These four analyses show that the repair process developed using the grammat­

ical knowledge from the corpus analyses (see chapter 7) can be used to successfully 

overcome repairs within spontaneous speech, without decreasing the overall per­

formance of the system. 



Chapter 10 

Conclusions 

This chapter summarises the project and identifies the extent to which the project 

meets its original goals. Those sections of the project that have resulted in the 

greatest impact on the field of Automatic Speech Recognition are identified and 

some future directions of research are discussed. 

10.1 Project Summary 

The aim of this project was to: 

... incorporate into the sub-section of an automatic speech recognition 

system, being developed for the general problem of recognising spon­

taneous speech within a lecturing environment, a module to deal with 

speech repairs, using knowledge readily available to the system. 

Identifying the criteria for the success of the project was a difficult task. The 

success of the project can not be measured simply on the final performance of the . 

system, but must also consider the internal performance of the system with the 

location of the required hypothesis. Three levels of success have, therefore, been 

identified. The system must: 

• Allow the possibility of the speaker's mistake to be corrected by the system. 

207 
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• Increase the likelihood of the required output being selected. 

• Identify and correct speech repairs. 

The four different sets of test data were designed to test the system at all three 

levels and to test the system in both white box and black box modes. The results 

of the tests: 

• Show that the repair process is adding SKIPs to the word lattice, allowing 

the system to choose between the original passage and a repaired passage. 

The system, therefore, has the potential to correct the speaker's mistakes. 

• Show that the required hypothesis is higher in the hypothesis list (a higher 

position incudes a hypothesis that exists compared to a hypothesis that does 

not exist) when repair processing is used, compared to no repair processing, 

and is, therefore, more likely to be selected. 

• Show that the SKIPs are being selected and used to the benefit of the overall 

performance of the system. 

From these goals and results it can be seen that the project was successful in 

producing a repair module, which, when added to the AURAID system increased 

the performance of the system, when dealing with spontaneous speech, in both 

black box and white box measurements. 

10.2 Impact on Automatic Speech Recognition 

The project has developed an automatic process for the identification and correc­

tion of speech repairs within an automatic speech recognition system. Current 

research into repair processing has concentrated, mainly, on processing a string of 

text and identifying speech repairs or disfluencies within this string. Unfortunately 

. we do not have speech recognition systems that could reproduce, to the required 
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accuracy, the exact words spoken by a human in a natural environment. Auto­

matic speech recognition systems are becoming very accurate for read speech in 

a limited domain. However, they can not yet process spontaneous speech and all 

the problems spontaneous speech poses, e.g. disfluencies and repairs. This project 

has developed a method for identifying and correcting repairs before an automatic 

speech recognition system selects its final outcome, therefore, solving one of the. 

problems posed by spontaneous speech to speech recognition systems. 

This theory and solution have made the following advances: 

• A process for identifying possible word fragments (those only matching re­

peated words) at a sub-word level has been developed and used successfully 

in the repair process. This process does not deal with all forms of word frag­

ments, only those that match a repeated word (most of the word fragments 

found in our data were of this form). Word fragments are a major problem 

to speech recognition systems and can only be dealt with at a sub-word level. 

Moving to the phoneme transcription and adding "wild cards" to the word 

lattice, for later use in repair processing, results in a technique for tackling 

word fragments. 

• A speech repair grammar has been identified and used successfully in the 

repair wocess. The repair grammar identified in this research is not likely 

to be a complete set of structures that make up all of the possible repairs to 

be found in speech. However, the process does show that a repair grammar 

can be used successfully by a repair process within a speech recognition sys­

tem. The use of a full repair grammar could be incorporated into any speech 

recognition system. 

• Sub-hypothesis level processing has proved successful. By incorporating the 

repair process into the system at a sub-hypothesis level, it shows that the 

theory can be incorporated into any automatic speech recognition system 

that uses a word lattice construct. Repair processing need not only be tack­

led at the word string level. The changes required to the AURAID system 

were minimal and the potential confusion of the inclusion of SKIPs into the 
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word lattice is also minimal. It demonstrates that the theory can be incorpo­

rated into a system with the minimal amount of effort and that word lattice 

processing seems to be a beneficial way of dealing with speech repairs. 

10.3 Further Work 

There are three main areas in which the research presented in this thesis could 

progress. 

Extend the Data 

The completion of the Durham corpus would allow a more complete grammar 

of repairs to be identified. The completion of the Durham corpus would allow 

the repair structures to be expanded so that a larger set could be produced and 

included into the system. Despite this we believe that the repair structures found, 

so far, would make up the majority of any repair grammar. 

At present the AURAID system runs on a word class tag set of nine different 

classes. If this was expanded, the details of the repair grammar could be fine 

tuned so that less confusion would take place between correct passages and repair 

passages. This is not an essential addition but is something that would increase 

the accuracy of the repair process and eliminate .a number of the false positives. 

Semantic Knowledge 

The addition of semantic information into the AURAID system would be ben­

eficial in many ways. The required hypotheses should move closer (presuming 

the speaker is making sense) to the top of the hypothesis list, making them more 

likely to be selected. This should also be true for those hypotheses that have been 

correctly corrected by the repair process. Without repair processing a sentence 

containing a repair is not likely to 'make sense' and would, therefore, be penalised 

by a semantic process. Once the repair is corrected, the sentence should 'make 

sense' and the semantic process should not penalise this sentence. 

It may also be possible to use semantic information to deal with type 4 and 
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type 5 disfluencies. Type 4 disfluencies come in various forms, but all require some 

form of link between the reparandum and correction before the true meaning can 

be ascertained. It is likely that semantic processing is the only way of dealing with 

this problem. Similarly type 5 disfluencies are meaning problems and can only be 

overcome if a meaning for the sentence can be formed. An investigation into this 

could complete the coverage of the speech disfluencies found in spontaneous speech. 

Prosodic Knowledge 

Prosodic or acoustic information can be helpful to the speech recognition process 

in a number of different ways. One of the benefits of using prosodic knowledge may 

be in the identification and correction of speech repairs. Prosodic knowledge has 

been used in the repair process by a number of different researchers and it is believed 

that prosodic information plays an important role in speech repairs. I agree with 

this theory and believe that the introduction of prosodies into the repair process will 

bring certain benefits. Prosodic information could be used to distinguish between 

a repair location and a false positive, thus eliminating many SKIPs and increasing 

the accuracy of the repair process. It is believed that the acoustics change when 

a word fragment is present and this information could be used to identify, more 

accurately, matching word fragments. If the acoustic change is significant, prosodic 

information may be used to identify the location of non-matching word fragments. 
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Appendix A 

Repair Structures 

This appendix lists the repair structures used by the system. 

ART NOUN I ART ADJ NOUN ---- --

ADJ ADJ I VERB ADJ - -

PREP I ADV PREP 

NOUN I ADJ NOUN -- --

. CONJ I ADJ NOUN CONJ 

VERB PREP PREP I VERB 

NOUN I VERB NOUN PREP ART NOUN 

PREP ADJ NOUN I PREP ADJ NOUN 

ART ADJ I ART 

NOUN I NOUN NOUN .-
PRONIPRON 

ART I ADV ART - -

ADJ NOUN I ADJ NOUN 

PREP ADJ I PREP PREP ADJ 

NOUN I ADJ PREP NOUN 

PRON I ADV PRON 
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PRON I PRON VERB PRON ---- ----

VERB I ADV VERB 

VERB CONJ I CONJ PRON VERB 

PREP I NOUN PREP 

ADV I ADV ADV 

CONJ VERB PREP ART I PRON VERB PREP VERB PREP ART 

ADJ CONJ ADJ I PRON 

PREP NOUN I PREP NOUN NOUN 

PREP ART I PREP NOUN 

. NOUN I ART NOUN 

ADV PRON I ADV PRON 
--- ---

VERB I PRE_P NOUN VERB 

ADJ NOUN I ADJ NOUN 

VERB ADJ I VERB ADJ 

ADJ NOUN I ART NOUN 

CONJ I ART 

NOUN VERB I NOUN VERB 

ADJNOUNIADJADJNOUN -- --

PRON ADV I PRON ADV --- --

ADJ NOUN PREP I ADJ - -

CONJ NOUN I ADJ VERB VERB ART NOUN 

PRON VERB VERB VERB I PRON VERB VERB PREP NOUN 

PREP VERB I ART 

ART NOUN PREP ART NOUN I ART NOUN PREP ART NOUN 

NOUN I VERB PREP NOUN 
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ADJ I ART ADJ 

VERB ART NOUN I VERB ART NOUN 

INTERJ I VERB 

INTERJ I ART 

INTERJ I NOUN 

INTERJ I ADV 

INTERJ I ADJ 

INTERJ I PREP 

INTERJ I CONJ 

INTERJ I PRON 
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Appendix B 

Seen Passage 

This appendix gives the seen passage used in the seen passage analyses presented 

in this thesis. 

now the first thing to tell you is the book the recommended book for this course < . > is 

that < . > softwq.re engineering the third edition < . > don't get the first or the third however 

, cheap it is it's awe they're awful <;: . > it's this book here < . > it's eighteen or nineteen pounds 

but your all got plenty of money so you can all afford it < . > what i try to do on the course is 

that i don't exactly follow what's in that book < . > you should see this book as supplementary 

reading < . > i assume that you're reading the relevant sections and < . > occasionally i will 

point out the chapter you should read < . > that i don't have time to cover < . > i should also 

point out that you don't have to know everything that's in this book < . > you have to know 

the sections in the book that i cover in the lectures < . > and the sections that i point out each 

week < . > so there are bits in the book that i i i leave out altogether < . > and of course since 

your all very keen < . > erm here are some other books that you can go away and read as well 

< . > not don't buy any of these < . > couple of general software engineering books < . > in 

fact the the book by by collingham was the recommended book a couple of years back < . > 

the third one on the list the mythical man month common interesting contains interesting and 

funny stories about how software doesn't work < . > and why it falls over < . > and basically 

gives you some background information on why were here on this course < . > and the last book 

is software engineering economics < . > it's like a a typical economics books < . > it's a huge 

great thick book full of graphs and equations and and unusually for an economics book makes 

a lot of sense < . > but most of the stuff in this book is too far advanced for this course < . > 

but i'll refer back to that later on < . > right so there < . > some books you might like to look 

at < . > as well as books you should start now to think about what's happening currently in 

research < . > now you're moving into your second year and or at least a second year course 
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< . > and this particularly will be important when you reach your third year < . > or reach our 

third year courses < . > so in the library there are various err journals on software engineering 

and i've written three up up there < . > worth going along and seeing what the current thoughts 

are in research < . > this book thi this course is not abo about the research aspects < . > i'm 

just giving you some background < . > but again in particularly erm software engineering notes 

is quite an informal err journal < . > go along and read some quite funny stories about err again 

how software falls apart and all the strange little quirks that people design into their software 

< .. > the ques the first question to answer is what is software engineering < . > and here is a 

definition < . > software engineering is the technical and managerial discipline concerned with 

systematic production and maintenance 9f software products that are developed and modified on 

time and within cost estimates < . > so the first thing to notice about this definition is that it 

doesn't say that software engineering is about writing programs < . > in our courses· that you 

took last year you were taught to program in modula two < . > if you like < . > writing programs 

is a very very small part of this term software engineering < . > so we're saying that software 

engineering is two part < . > technological < . > which is writing programs < . > interfacing to 

hardware < . > the whole bunch of sort of items like that< . > and it's also managerial< . > it's 

about managing people managing projects and managing your software < . > and hence that's 

why the reason that you are now doing this exercise for me in in managing your software < . > 

placing software where i tell you to place it < . > doing what i tell you to do < . > i'm trying 

to manage you in the production of a product < . > so it's important to to get this out of your 

mind < . > that all it is < . > is about writing programs < . > it's not about just about writing 

programs < . > and you'll get a chance to find out practical experience of some of these aspects 

when we come onto the group projects later on in the term < . > now just to put this into 

some sort of historical perspective < . > computer systems have advanced tremendously < . > 

i mean the the advancement is is quickening every day now < . > but the the advances have 

primarily been on the hardware front < . > hardware computer hardware has improved < . > 

size has increased < . > the speed has increased < . > and the reliability has increased < . > the 

hardware engineers have done a very good job < . > what we'll see in this lecture and maybe part 

of the next one is that really software hasn't advanced as swiftly as hardware < . > what this 

course is about is to try out and find out why that is so and what we can do about it < . > and 

i hope what you get at the end of the course is < . > that the understanding that we do need to 

be careful how we write our software systems < . > because more and more software systems are 

becoming life critical < . > erm we're writing systems that control nuclear power stations < . > 

items like that < . > and we can't just write programs and hope they work < . > because it gets 

a bit dangerous if our software falls over if it's controlling a nuclear power station < . > there is 

within the software industry a concept called the software crisis < . > and this has been due to 

various factors < . > people who are going to deliver soft\Vare usually deliver it late < . > they 

usuall it usually costs more < . > it's usually very unreliable < . > it's usually very difficult to 
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maintain< . > by that i mean it's very difficult to change< . > when we write the program< . > 

and all the programs that you have written up to now were written and thrown away < . > in 

the computer industry people write programs and these programs continually change and evolve 

over the years < . > and this is a very important aspect of of software engineering called software 

maintenance < . > erm usually the last point when we write programs < . > it's not really what 

we user wanted < . > but we didn't know what he wanted anyway so we'll give him something 

and hope he's satisfied < . > now there are a whole collection of figures to support that these 

facts that the software projects do not satisfy normal delivery criteria and here is one set < . > 

this is a famous set of of figures of a study that was erm carried out in the united states < . > 

they had a software budget of six point two million dollars < . > and they were .obviously going 

out to various suppliers of software < . > to try and meet the the needs on their requirements 

< . > ·and the figures in the pie chart are in to illic in illustrate the type of delivery that the 

software suppliers came up < . > and you can see that forty seven percent of the software that 

was delivered was never used < . >so they wasted three point two million dollars worth of money 

< . > twenty nine percent of their money went on software that was never ever delivered anyway 

< . > nineteen percent of their money went on software that was either abando~ed or had to 

have more money spent on it < . > three percent of their money went on software that they 

could actually use after again had had major modifications < . > and the interesting figure is 

that two percent point one million dollars worth of software was that they could actually use as 

it was delivered < . > and this type of this is a fairly famous pie chart and is used throughout 

the computer industry to to show that maybe it's time we got ·our act together < . > maybe we 

should deliver software on time on budget and make sure it does what the user wants it to do 

< . > now in order to illustrate some of the aspects of why these things go wrong < . > before 

i get onto describing the if you like the central part of this course which is the the thing which 

is called the the software lifecycle < . > i've got a small series of drawings that try to illustrate 

why things tend to go wrong and < . > it's a a very simple tale about < . > if i take these off 

too quickly you should shout out cause i tend to not notice when you're still writing< . >so and 

this is again a famous set of drawings < . > now when we write programs or produce pieces of 

software for people < . > the first thing we have to do is we have to talk to them and ask them 

what they want < . > now that's fairly easy in your environment cause i tell you what to do< . > 

last year you had example sheets and you followed what the example sheet said < . > but if i was 

a software house i have to go and talk to the users to find out the users requirements < . > and 

most of the time the user doesn't know what he wants < . > so how on earth am i supposed to 

figure out what he wants < . > well that's the problem we're gonna try and tackle later on < . > 

once i've found out what he wants my software to do< . > it might be something to control the 

timetable in the university for example < . > i then set about designing the software < . > once 

i've desig got sort of a design < . > it's if you like the analogy between an archi some < . > if 

i'm gonna buil gonna build a bridge < . > the first thing i d do i don't start to buy the steel 
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and bolt it together < . > i shall have to design the bridge before i can build it < . > so i have 

to somehow design my software < . > and then once i've designed it i can actually finally get 

round to writing the program that implements what we want < . > so what i've got is a series 

of drawings that instead of software < . > it's for somebody who wants a swing < . > just an 

ordinary commonal garden swing < . > and the type of thing that happens is when you talk to 

the user < . > this is the type of thing that you might get a description from the user < . > they 

might describe that they want something hanging frorh a tree < . > and it's got three pieces of 

wood a rope < . > and i come away and i write up my one i think it requires < . > and if you 

like instead of writing out in english i've drawn a picture of what i think he wants < . > so as f 

< . > in my ey~ in my mind this is what i think the user wants < . > i then talk to my staff and 

say right this is what they want < . > can you come up with a a· very simple specification of this 

< . > so my staff come up with a specification and this is what they come up with < . > you 

notice a subtle difference there err to what i've described < . >but never mind i don't notice that 

there's a subtle difference < . > so my staff have specified this is what the user wants < . > my 

staff haveri't talked to the user < . > i've talked to the user < . > and then we pass it on to the 

designers < . > these are the people who are gonna if you like draw out the bridge or whatever 

we're gonna draw < ·. > draw out my swing in this case < . >so my designers after looking at the 

specification and my requirements design this < . > and again you can notice a subtle difference 

between the all the three pictures now < . > erm and remember my designers have only talked to 

my people who did the specification < . > who talked to me and i talked to the users < . > now 

it's no good the designers talking to the users because they don't talk the same language< . > so 

somewhere along the line communications at fault < . > and other things are at fault < . > then 

we give it to those strange breed of people who like to write programs < . > funny lot < . > and 

so they look at this design < . > and they write a program to do this < . > as all programmers 

are want to ·do they misunderstand < . > they think they know better < . > maybe it comes of 

being locked in a dark room for hours of end < . > so the programmers produce my software or 

in my case my swing to do this < . > but the delivery dates looming up and they realise that 

maybe this is not what the user wants < . > it's not got a lot of of functionality in there < . > 

so they sort of start quickly changing things hacking things about < . > and what they actually 

deliver to the user is this < . > at least you might get a little swing out of it < . > because you 

know we we were we spent a lot of time and and we were spending a lot of money < . > we had 

to get something out the door < . > because the user really wanted my swing now < . > the 

winter was coming on < . > and so we we take this to the users site < . > and of course err the 

user says hum that's not what i had in mind < . > what i actually had in mind was this < . > 

and we say well why didn't you tell me that in the first place < . > and of course he says i did 

and i say you didn't< . > so we argue< . >so what this is meant to show is that< . > if you're 

not careful < . > if you don't fully understand what you w.ant in the first place < . > somebody 

tells me a half baked story < . > vague ideas in it < . > and then i try and formalise this and 
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pass it on to my err design specifiers and designers and programmers < . > you don't get that 

< . > you get that < . > and of course that's pretty hard to to convert from that to that < . > 

and the idea of this these whole set of drawings is that this is what's happening in tl1e software 

industry < . > the industry wants something simple and the user wants something simple like 

that < . > and what we are delivering as software engineers < . > what companies are delivering 

are things like this < . > now you might think that that's a bit far fetched < . > but it's later 

on erm on the business and professional course < . > you'll have erm somebody coming along 

to talk about < . > erm different softw a topic called configuration management < . > and he 

will tell you stories real stories that show that you actually get things like this < . > the other 

problem in the industry because we we don't really know how to specify this system < . > is that 

it's also populated by very clever programmers < . > or people who think they're very clever 

anyway < . > and .instead of delivering the simple tyre on a piece of string 
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This appendix g1ves the un-seen passage used m the un-seen passage analyses 

presented in this thesis. 

okay < . > well < . > i'd certainly like to welcome you all this evening to durham < . > i 

know you've trav~lled quite a way from teesside and newcastle < . > it might be good to explain 

about the title of our talk this evening< . >and really i've split the talk into four_ parts< . > i'Jl 

give you a a bit of background information about erm our work within the school of engineering 

and computer science at durham < . > and i'll go on to erm give -you some brief discussion of 

why i think processes are important < . > erm both in their own right and as ba.Sically a reaction 

< . > software processes anyway < . > as a reaction to the erm business process demands that 

are currently placed on i-t departments < . > erm i shall give you some of an introduction on 

the software process modelling research work we've done at durham < . > and erm go on to 

discuss- how the approach can be more generally applied to process improvement < . > arid erm 

well how it's changed management generally speaking on on business processes < . > within the 

school of engineering and computer science < . > in the computer science group there are two 

research groups < . > i work in the centre for software maintenance < . > which was established 

in nineteen eighty seven < . > erm over that period since since eighty seven we've had some key 

achievements < . > basically < . > we've established here at durham an international workshop 

on an annual basis < . > which now gets one hundred and sixty people attending it < . > not just 

researchers but practitioners interested in in software maintenance < . > this is a really hot topic 

in software engineering < . > and we we have also established a journal of software maintenance 

< . > both research and practice < . > and erm we- we've been very active in the research field 

< . > erm we've finished recently an esprit two project on reverse engineering < . > focussing 

really on re-documentation < . > called redo < . > and we've been very fortunate indeed to have 

three d-t-i research grants on the information engineering advanced technology programme < . > 

233 
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erm one of which i'm going to describe erm tonight < . > these projects are very important to 

a university research department < . > because they allow us to collaborate extensively with 

industrial partners < . > so we move ourselves from an ivory tower pure research approach and 

actually try and apply research in an industrial context < . > which is quite a challenge in it's 

own right < . > we've also got a number of research students < . > case award type studies 

< . > and again < . > the focus in the centre for software maintenance is really not to look at 

software maintenance on small student type programs of one hundred or maybe one thousand 

lines of code < . > but major erm industrial type problems that have have mill- millions of lines 

of code < . > we're looking at sort of working with the bank inspector < . > and with m-o-d type 

software < . > i personally look at command and control systems for for the naval fleet < . > 

these are are old systems < . > twenty years plus < . > so they've been extensively maintained 

over this period of time < . > here is a copy of a description of our research strategy there < . :> 

and basically < . > what we've recognised is that software maintenance must support the needs 

of the business and be consistent with the overall organisational policy and strategy < . > this 

has been one of the the basic drivers for the the research i've done on process modelling < . > 

recognising .that software maintenance isn't just a a technical activity < . > but it- it's really an 

an organisational and management process < . > trying to represent that in in a graphical model 

is quite a challenge < . > and the other thing that you're probably not or maybe you are aware 

of is that software maintenance is quite a a key topic for companies these days < . > because i-t 

consumes so much of the available i-t resource in any company < . > and some of the old surveys 

indicated that twenty to seventy percent of the available i-t resource was working on software 

maintenance in one form or another < . > and and some companies that i've had dealings with 

recently have near ninety five percent of their available software engineers working on software 

maintenance < . > you know this is quite a a strategic problem < . > and and erm here we feel 

·that research should really focus on development methods < . > looking at rigourous development 

methods < . > and we do have an interest in development < . > but we look at it from the angle 

of maintainability < . > i-e trying to tell erm development teams really how they can improve the 

maintainability of software < . > for the the whole of the the product lifecycle < . > rather than 

just as a development project < . > if you think about a normal project of perhaps say two years 

development < . > that project could be inexistent for over twenty years < . > so maintainability 

is a key issue < . > and this is something that we're addressing with some of our our newer 

research projects < . > more specifically my my research is has the overall aim of developing and 

applying process models < . > which facilitate the management of software maintenance < . > 

and as malcolm mentioned it's due to erm to be completed this summer< . > and so we're we're 

quite a long way in- into our experimental trials of of our of our process improvements and our 

our process models < . > and we've been trying to develop these process models over the course 

of the project < . > and the key factor i think we must ~emember is that these aren't process 

models being developed just in a a computer science laboratory < . > these are process models 



Appendix C:· Un-Seen Passage 235 

being developed of erm current practices within an industrial context < . > and we are looking 

at process improvement in an industrial context < . > so we're needing < . > you know < . > 

two to three years to to basically measure the efficiency of our approach < . > and that's the 

sort of timescale that you're really considering if if you want to measure process improvement on 

a large scale < . > to name a specific objective of my research < . > which is on that foil < . > 

erm we have different partner responsibilities < . > and at durham i've i've been concerned with 

developing the best practice model for the software maintenance process < . > and erm basically 

working in conjunction with our other partners < . > ferranti international and lloyds register of 

shipping < . > attempting to meet ferrantis management goals in on a real maintenance project 

< . > and lloyds register with their background in assessment and survey < . > have actually 

been erm assessing through a a measurement scheme the efficiency of of our approach < . > 

so this isn't sort of process improvement in a-t-q-m sense < . > this is basically actually being 

measured in effectively a software engineering trial < . > and if you consider that the project that 

i'm i'm looking at has been going for over twenty years < . > then the evolution < . > within 

the company < . > of the management approach is quite extensive < . > and so to come up with 

any process improvements < . > and and have it measured is is quite a challenge < . > when 

you are not necessaril_Y experienced in in that particular industrial domain < . > some work that 

lloyds sorry ferranti have been doing < . > has been < . > basically < . > having got a defined 

process out of this project < . > looking at further opportunities for method development < . > 

and also tool support for their existing software maintenance < . > this is what we regard as 

more of a structured approach < . > erm rather than the sort of ad-hoc use of methods and tools 

< . > that erm whatever happens to be perhaps fashionable at the time < . > so they're using 

their their process and looking at weaknesses in their existing process < . > to drive their their 

strategy towards erm perhaps case tools < . > i've mentioned that erm maintenance a lot < . > 

and perhaps thought well perhaps we have to spend that much amount of effort on maintenance 

< . > well i suppose that basically the i triple e definition of maintenance < . > and as you can 

see < . > erm when i talk about maintenance < . > erm i'm talking not just about corrective 

bug fixing or patching of software < . > but also perfective maintenance < . > erm enhancing 

software to meet new functional requirements < . > we also include adaptive maintenance < . > 

which is basically porting software to new hardware environments ·or adapting software because 

the operating systems etc have changed < . > and a fourth category of maintenance which isn't 

really performed that much < . > is is preventative work < . > which is done in order to prevent 

malfunctions < . > or or basically to improve maintainability < . > errri and so the only thing 

that i i really do exclude from software maintenance is is basically brand new development from 

basically a clean sheet of papet < . > so that's a bit of the background < . > if i i move on to 

erm some process viewpoints < . > i thought it would be useful basically to erm discuss why 

sort of interest in the process has arisen < . > and really looking back a few years i think its 

because of the emphasis on on effectively the quality challenge < . > you know < . > in terms 
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of trying to improve software quality < . > and i guess two aspects there are < . > meeting or 

satisfying customer requirements < . > i,n time < . > on budget < . > also basically erm getting 

the right functional correctness there on day one < . > and that's not a really bad starting point 

to consider software processes < . > in the nineties now we seem to have a a economic argument 

< . > that says that if you adopt a a traditional approach < . > which relies on intensive testing 

in detecting and eliminating erm defects prior to to sort of delivering software < . > whether 

it be a new development or maintenance project < . > then you're not really restricting or or 

preventing that that erm problem arising again < . > and the only way in which you can actually 

improve the process is is is to detect and eliminate the source of the defect < . > and this really 

call- calls for a repeatable process < . > which i'll come back to later on in this talk < . > 

but just latch onto the words repeatable process < . > this is a significant style < . > but 

basically that allows you to erm drive an improvement programme < . > because it allows you 

to have realistic monitors and management metrics < . > for process and product metrics < . > 

to actually improve software quality < . > so you can actually get a handle on this very sort of 

· vague attribute < . > okay < . > so i haven't got the ideal definition of a process < . > but rather 

erm a more colourful erm dictionary definition of a process < . > erm i think the key notions that 

that you've got to recognise < . > if you're going into the process modelling business < . > is the 

idea of connection < . > the idea of of carrying out actions < . > and and the idea of progress 

< . > now that has caused quite a lot of problems in in sort of static process modelling < . > in 

in sort of erm recognising what progress is < . > and erm really the way we've approached that is 

to follow up some of the themes which haven't been driven by the i-t community< . >but more 

through the business community < . > directorate < . > and things like this < . > where there 

has been concern with with such things as business transformation < . > and business process 

redesign < . > and we've been really taking a lead to some extent in sort of both asking the i-t 

community for for support in analysing what the sort of what the business processes are < . > 

and erm that is erm something that is basically causing a realignment of the the management 

roles < . > certainly software managers roles < . > between < . > you know < . > what we 

effectively regarded as a black box technical activity < . > such as software maintenance < . > 

and why it's of strategic importance to the business < . > some of the things that have come 

out of the the work in the wider community are shown there < . > erm basically what much of 

the the work has recognised is that erm you need actors < . > and these are either individuals 

groups units < . > generally these actors as such have objectives < . > responsibilities < . > 

competence levels < . > experience function structure < . > these sort of attributes which are 

are not normally shown in in sort of your typical analytical model < . > that you perhaps do 

as part of your systems analysis work < . > in perhaps analysing the requirements for a new 

system < . > and so this is has really stretched our analytical techniques < . > so that say 

perhaps business analysts can actually represent some of these characteristics which we need to 

describe < . > if we're we're describing a a process < . > whether it be a business process or a 
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software process < . > and the other factor is that not all these factors suit humans < . > we 

have erm tool support and and other types of agents which we have to recognise < . > if if we're 

perhaps doing a model of current processes or current practices in an organisation < . > and in 

terms of what i mentioned about progress < . > on the other slide < . > erm basically what 

the businesses recognise < . > is th?Lt business processes have a purpose < . > and therefore the 

software processes should have a purpose < . > and erm this is really an important aspect of our 

work < . > which we have to pick up on an- another < . > well using another technique < . > 

okay < . > so that's quite a lot of words < . > but graphically it looks something like that < . > 

and this sort of business perspective has been very useful < . > and provided a lot of leverage 

in our our process modelling work < . > and the key things there are some of the models that 

are available from day one < . > like the organisational hierarchy < . > which you can sort of 

get from an organisation chart < . >·you can look at peoples procedures < . > there are often 

departmental operating procedures < . > things like that < . > one of the the real challenges 

is really to put that to one side and try and work out how the individuals act together < . > 

you know < . > the team work that and the networking that goes on at a departmental level 

< . > or the cross function within an organisation < . > these are within the software process 

< . > and the the key that is to understand what roles people play < . > and what actions they 

perform when they play those roles < . > and again from from what i mentioned abo- about a 

purpose < . > you've got to look at what the common goals are < . > and erm these goals do 

vary depending upon what level of the organisation you talk to < . > so when you start to sort of 

do your information gathering < . > you've got to basically erm to do both a depth and breadth 

study of the of the the management objectives < . > if you just concentrate on something like 

software maintenance < . > such as a software maintenance manager < . > you end up with 

basically a technical black box < . > which he doesn't really understand < . > which i guess 

sort of fits in in that bit there < . > now just for completeness sake i've put some of the other 

organisational infrastructure around it < . > to make it more of a a successful model < . > i 

feel < . > but in practice < . > very little of that infrastructure exists < . > a lot of software 

maintenance is carried out without a plan< . > a concept of control within software maintenance 

such < . > as request control < . > change control < . > and release control < . > are are sort 

of well there to in varying degrees < . > and then certainly erm there is not much use of even 

recognised software engineering models < . > like reliability models < . > cost models < . > used 

in the software maintenance arena < . > so planning and control erm erm from a management 

perspective are generally missing < . > if if you look at at a typical software maintenance model 

< . > to sort of put all that lot together < . > you can see that we are talking about a very 

different type of model < . > than a typical activity model or organisational model or data model 

< . > and we have a few sort of tools up our sleeve < . > erm one is a sort of static process 

description < . > and that's perhaps the most popular because it's the easiest to do < . > you 

just need an pencil and paper basically < . > erm what you do there is you're doing a functional 
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model < 0 > basically what you try and ascertain are are the process elements < 0 > the actual 

work that's being performed and the information flows between those process elements < 0 > so 

you end up with like a a data flow .diagram type approach < 0 > which is quite popular < 0 > 

and also it's a good useful tool for actually trying to erm talk to people < 0 > to to actually 

verify that you really represented or described their process < 0 > the structural representation is 

slightly different < 0 > in that you look at erm the the necessary agents < 0 > the organisational 

entities needed to support those process elements < 0 > and the communication path ways < 0 > 

whether they be logical or physical < 0 > between those organisational agents < 0 > erm i'll pick 

one more < 0 > the the behavioural aspect < 0 > that is looking at erm when process elements are 

performed and how they're performed < 0 > you know < 0 > whether you've got_ feed back loops 

< 0 > iterations< 0 > decision conditions< 0 > and entry and exit criteria< 0 > so things like an 

e-t-v-x type model < 0 > entry path validation exit criteria model < 0 > is a way of of basically 

showing the behavioural model < 0 > and some of those can be used as simulation models < 0 > 

we have done just a little bit of work on that < 0 > erm there are other model frameworks erm 

which have been used to to describe processes and measurement < 0 > we we have tended to look 

. at things like the the goal question metric paradigm from erm john collingham and dave reagan 

over in the states < 0 > which erm provides basically a framework < 0 > so you design your 

metrics < 0 > it allows you to focus first on on the goals to be achieved < 0 > so this fits in well 

with that business perspective < 0 > focus on the goals < 0 > and then you define the questions 

which you need to answer to get some insight into those goals < 0 > and finally erm you devise 

the metrics which which could be used to answer those questions < 0 > and really to do that 

< 0 > the model becomes the process model becomes very useful < 0 > because you can look at 

process elements and the products < 0 >. or you can look for new or novel process process prod­

product metrics < 0 > assessment and improvement frameworks < 0 > i'll i'll show you one that 

you'll find useful < 0 > well i find useful < 0 > this is the erm software engineering institute erm 

c-m-m model < 0 > capability maturity model < 0 > which is developed at durham university 

< 0 > but it goes back a long long way < 0 > like to the nineteen twenties in quality technology 

< 0 > in terms of lots of five level models < 0 > that are used in in manufacturing engineering 

and areas like this < 0 > so it's not really new < 0 > it's just perhaps new in in quality in in 

software engineering terms < 0 > now the general thing about this model is that people look at it 

and say < 0 > well we have managed software processes < 0 > we must be up at level four <. 0 > 

you know < 0 > okay < 0 > we erm we measure our process < 0 > we have some quantitative 

evidence about how much resource is used < 0 > this sort of thing < 0 > and yeah < 0 > okay 

< 0 > technology changes < 0 > this is a problem < 0 > you know < 0 > and we we're trying to 

improve our software < 0 > you know < 0 > prevent problems occurring < 0 > well everybody 

sort of intuitively thinks they are up here < 0 > but in actual fact most people are down here 

< 0 > i'll show you that on the next slide < 0 > but basically what what this framework does is 

is provide you a framework for identifying five levels < 0 > and then narrowing the scope for the 
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improvement activity< . > and that's erm of significant benefit over a total quality management 

approach < . > where you you generally can go off in any direction < . > providing you can 

prove the process < . > there is some doubt whether it all comes together at the end < . > to 

actually achieve both your business goals and indeed improve the process < . > because there 

is not much in the way of a measur- measurement framework there < . > this does allow you 

the ability to put successive layers down < . > which gives you the foundations for continuous 

process improvement < . > very much along the japanese lines again < . > but erm just to show 

you where everybody is < . > erm i took this slide from some proceedings from i-p-s-s european 

international conference < . > well < . > what basically that shows in the top graph < . > is 

that one hundred and thirteen u-s space sites < . > and the f-b-i you've got to realise effectively 

has a department of defence type contract < . > for the united states government < . > so these 

are your companies like field aircraft corporation < . > companies of that sort of order < . > 

and that shows the the sort of distribution < . · > all this lot here are in level one < . > with 

the odd few in in level two < . > and maybe some up in in the top end of level three < . > and 

the japanese are not so good either < . > they've had a a look at erm basically two hundred 

japanese type software producing units < . > and again < . > look at the distribution in level one 

< . > erm european sites < . > not many european sites have been assessed < . > but those that 

have have generally followed the the bootstrap questionnaire approach < . > which is a slightly 

more sophisticated and refined version of the f-b-i model questionnaire < . > because what they 

recognised in in in europe is that not all companies are departments of defence contractors < . > 

you know < . > we have different market domains < . > and there are different size software 

producing units < . > and so it tried to produce a more general organisation model < . > it's 

quite encouraging as far as i'm concerned < . > to see that erm we've got so many level two 

organisations 


