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Abstract 
We have developed a probe to measure specific heat of Gd-doped PbMogSg, 

at low temperatures in high magnetic fields up to 12.5 T using a heat pulse method 

uiid an a.c. teclmique. Comparison between these heat capacity measurements and 

transport measurements provides critical complknentary information about 

fundamental thermodynamic properties and granularity in superconductors. 

We have used a tmy, robust, highly sensitive and broadly field independent 

Cemox thermometer (CX-1030), eluninating the use of bulky gas thermometry or 

capacitance thermometry. The diameter of the probe is 20 mrn which facilitates use 

in our 17 T high field magnet and in free-standmg cryostats. 

Experiments include accurate measurement of temperature oscillations of 10"* 

K. The measurements and analysis of the data were made fully computer controlled. 

Measurements on Cu and NbTi demonstrate we achieved an accuracy of ±0.2 K in 

temperature and a typical accuracy of -10% in the specific heat values quoted. 

Gd-doped Lead Chevrel phase material Pbj.^Gd^MogSg has been fabricated 

in a controlled environment using srniple smtering methods and a Hot Isostatic Press 

(HIP) operating at pressures up to 2000 atmospheres. Cp has been measured and the 

properties of the materials including Bc2(T) have been determined. HIP processing 

improves the materials, increasmg Tc ~ 15 K and Bc2(0) ~ 60 T. These values are 

amongst the best reported values for the Chevrel phase materials to date. 

I am personally responsible for taking all the data and its analysis. The 

modification of the probe were also undertaken by me. The fabrication of the 

samples was not my work 
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CHAPTER 1 

S U P E R C O N D U C T I V I T Y 

1,1. General Introduction 

Superconductivity is a strange and remarkable phenomena whereby certain 

materials when cooled below a certain temperature, called the transition temperature Tc, 

show a remarkable combination of electric and magnetic properties. Below this 

temperature the material loses its resistance and excludes the magnetic field. Hg was the 

first materials observed by Heike Kammerlingh Onnes, in 1911 at Leiden [1] with zero-

resistivity. After that a series of material were tested. It was found that Mb has the 

highest Tc of 9.25 K of elemental superconductors [2] and the lowest Tc is reported in 

Rli at 0.325x10"^ K [2]. Before April. 1986, the highest Tc reported was m NbjGe of 

23.2 K [2]. 

In April 1986, J. Bednorz and K. A. MuUer [3] reported a possible Tc of ~ 30 

K in the ceramic Lanthanum-Barium Copper Oxide. In Jan. 1987, Wu et al [4] reported 

a Tc of 92 K in Yttrium-Barium Copper Oxide. The report of Tc above 90 K initiated 

a world wide revolution among the technological community since the material can be 

made superconducting without expensive liquid Helium. During early 1988, Maeda et 

al.[5] reported a Tc of = 110 K in BiSCCO series. A Tc of 125 K was reported [6] in 

Tl- series and 133 K in Hg-series [7] at normal pressure and above 150 K [8] with a 

150 kbar pressure. There are isolated reports of Tc close to 250 K [9-11] but no general 

confirmation from other laboratories. The evolution of Tc is shown in the Fig. 1.1. Still 

the commiuiity is waiting for the good news of room temperature superconductivity 

which may be just around the comer waiting to be discovered. 

The chapter consists of ten sections. Section 1.2 gives the basic definition of a 

superconductor describing the zero resistance and the Meissner effect. Two kind of 

superconductors type-I and t>T)e-II, based upon their behaviour ij i the magnetic field are 

described in section 1.3. Some thermal properties are explained in section 1.4. Section 
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Fig.1.1: The Evolution of the Transition Temperature (1911-93) 

1.5 describes the theories of superconductivity including the two fluid model, the 

London's model, microscopic BCS theory and its main predictions, and the macroscopic 

GL theory. Section 1.6 explams the different kinds of magnetic materials, hi section 1.7 

superconducting materials are described. Some small scale and large scale applications 

of superconductors are described in section 1.8. Since the whole thesis is primarily using 

temar}- superconductors (Chevrel Phases), their preliminary introduction is given in 

section 1.9. and section 1:10 concludes this chapter. 

1.2: Zero-Resistivity and Meissner-Ochsenfeld Effect 

All superconductors exhibit zero (d.c) electrical resistivity and pronounced 

dianiagnetic properties below a critical transition temperature T^. hideed, persistent or 

superciirrents in a superconductor have a lower limit of decay time 10"̂  years 

experimentally and beyond 10'" years theoretically [2]. This corresponds to a resistivity 



which is 20 order of magnitude smaller than that of copper at room temperature. 

The abrupt change from normal conductivity to superconductivity occurs at a 

thermodynamic phase transition. This is determined not only by the temperature, but also 

by the magnetic field strength He applied to the specimen. This was first discovered by 

Meissner et. al. [13] in 1933 and called Meissner-Ochsenfeld effect or simply the 

Meissner effect. Alternatively, the superconducting sample will return to its normal state 

i f a magnetic field of greater than that of a critical field He is applied. This is contrary 

to the perfect conductor, where the magnetic flux is trapped in the material. Applying 

Maxwell's equation, V x E = V x (p j ) = -dB/dt, zero resistivity would imply that, dB/dt 

= 0. However, the Meissner effect always occurs whether the sample is cooled in a 

magnetic field or i f the field is applied after cooling below Tc. Therefore, the exclusion 

of the magnetic field from the material is an intrinsic property of a superconductor. It 

can therefore be said that the superconducting state is a thermodynamic equilibrium state 

exhibiting perfect diamagnetism. 

The critical current density Jc is defined as the highest amoimt of electricity that 

can flow through a superconductor without destroying its superconducting properties. 

Any greater current than this value will destroy the superconductivity and the material 

returns to its nonnal state. It is measured in A.m'^. In terms of thermodynamic critical 

field He, the Jc is IRJa, where a is the radius of the wire carrying current Ic- In reality, 

the critical current density is usually less than this upper limit. 

1.3: Type-I and Type-II Superconductors 

Superconductors can be divided into two classes depending on the way in which 

the transition from the superconducting to the normal state proceeds. Consider a 

superconductor cooled in zero applied field. On applying a magnetic field, a type I 

superconductor excludes the flux up to the thermodynamic critical field Be. Above Be, 

the entire sample enters the normal state, the resistance returns and the diamagnetic 

moments becomes zero i.e. the intemal field of the sample Bjj,, is equal to the appUed 

tleld B„,. Al l superconducting elements (with few exceptions) are considered to be type 

I superconductors. 

For a type-ll superconductor, the transition to a completely normal specimen is 

more gradual. The flux is completely excluded only up to the lower critical field Be, 
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at which point it penetrates in quantised flux lines and the state is called the mixed or 

vortex state. The superconductivity is only destroyed when the apphed field is greater 

than the upper critical field 0^2- Al l compounds and high temperatures superconductors 

are type-II superconductors. The magnetisation curves of Type I and Type n 

superconductors are shown in Fig.1.2. A l l type-I superconductors have a sharp transition 

at Tc in specific heat measurements while type-II shows a broad transition. Due to their 

higher B^-,, type- I I superconductors are used m high field applications. 

1.4. Thermal Properties 

Gibbs Free Energy 

In a fixed magnetic field strength H (A.m"'), the thermodynamic potential used 

to describe an equilibrium state is the Gibbs function g; g = f - BH (f is the free energy, 

B is the magnetic flux density in Tesla). At a fixed temperature the superconducting-

normal transition requires. 

g„(T, He) = gs(T, He) (1.1) 



g„(T, He) = gs(T, He) (1.1) 

where subscripts n and s denote normal and superconducting states respectively. Noting 

B=|a,oH in the normal state and B = 0 in the superconducting state (i.e. the Meissner 

effect), and using dg = -SdT - BdH = -BdH (T=constant), it can be shown that, 

g„(T, 0) - gs(T,0) = f„(T, 0) - fs(T,0) = ^ioHV2 (1.2) 

A system will be most stable if it is in its lowest energy state. As the Gibbs free energy 

for the superconducting state is less than that of its normal state [14], the 

superconducting state is the stable state. 

Entropy 

In all superconductors the entropy decreases markedly on cooling below the Tc. 

The decrease in entropy between the normal and the superconductmg state implies that 

superconductmg state is more ordered than the normal state. Combmed with the standard 

thermodynamic relation, Eq. 1.2 leads to the entropy relation as. 

d f / c (1-3) 
dT 

Specific Heat 

From the two kinds of the specific heat (lattice specific heat and the electronic 

specific heat), only the electronic specific heat is playing an active role m the 

superconducting state as lattice specific heat remams ahnost constant m normal and 

superconducting state even in applied magnetic field. The specific heat has a 

discontinuity or jump at Tc. After that specific heat follows the exponential form instead 

of the T-̂  behaviour. Fig.1.3. (See chapter 2 for more details). The above Eq. 1.3 can be 

written as in terms of specific heat as, 

d^Hc idHc-A (1-4) 

Equations 1.2-1.4 describes a thermodynamic phase transition along with the 

superconducting transition. In undergomg this phase transition, normal electrons are 

condensed into a new state wliich has lower free energy. 

Energy gap. 

The first hint of a "forbidden" energy range or energy gap in the 

superconducting state came from measurements of an exponential specific heat [16, 
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Corak, 1954]; the presence and magnitude of the gap was confirmed by measurements 

of electromagnetic absorption. It has totally different origin than that of insulators. 

The energy spectrum of Cooper-pair electrons has a gap of ± A around the Fermi 

level E,., that is, a width specified as 2A, typically on the order of 10"̂  eV. The gap 

reduces to zero as temperature approaches Tc, but is maximum at 0 K [17, J.D. Doss, 

pp.62]. The demonstration of the energy gap has been shown m Fig. 1.4. 

1.5: The Theories of Superconductivity 

1.5.1: Two fluid model 

Gorter and Casimer [18] proposed two-fluid model in which at Tc there are no 

superelectrons, all are conduction electrons with a density of n„ = N/V, where N is the 

number of conduction electrons in the sample with volume V. As the sample is cooled 

down the number of superelectrons n̂  start increasing and the number of conduction 

electrons start decreasing. It implies that, at non-zero temperature, not all conduction 

electrons participate in the superconducting behaviour and sample is considered to be 

two-fluid state. The density of superelectrons n̂  at any temperature below Tc can be 

calculated as, 

n3 = no{]-t'»} (1.5) 

where n̂ , is density of superelectrons at 0 K, and t is T/Tc. I f the fraction of 

superelectrons is 1 - f*, the fraction of normal electrons is 1- (1- r^) or simply for 

values of T< Tc [17]. Fig.1.5. displays the graphical representation of the two fluid 

model. 

1.5.2: The Loudon Model 

To explain the superconducting state i.e. zero resistivity and the exclusion of the 

magnetic field, F. London and H. London in 1935 [19] proposed a theory based on two-

fluid model. According to the two-fluid model, the total current flowmg in the 

superconductor is simply, the sum of the superconducting current plus the normal 

ciurent, J = Ĵ  + }„. The supercurrent is Js = n êvs and m^Cdv /̂dt) = eE, which leads to 

a/, n^e^ ^ (1-6) 
^ = —?—B 
dt ni 
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Fig.1.5: In the two fluid model, the density of the paired electrons (n^) 
increases as temperature drops below Tc while the density of the unpaired 
electrons ( n j is decrease; the paired electrons provide the supercurrent 
flow. 

(here, is the mass of the electron, Vj is the velocity of the superconducting electrons, 

e is the charge of the superconductor electrons and E is the electric field strength). 

Combining Eq. 1.6 with the Maxwell equation, V x E = -dB/dt and mtegrating they 

obtained. 

B 
(1.7) 

Eq. 1.6 and Eq. 1.7 are the two London equations. Eq. 1.6 describes a conductor with 

R= 0 and Eq. 1.7 describes the Meissner-Ochsenfeld effect. By applymg another 

Maxwell's equation, V x B = /̂ Jg to Eq. 1.7 and solving for a simple one dimensional 

case, it can be shown that the parameter A,, , called the London Penetration Depth, 

describes the range over which the field extends inside the superconductor and is given 

bv. 

(1.8) 



Again applying Maxwell's equation, V x B = f/^Js to Eq. 1.7 gives V B^ = B/A^^. If this 

is solved for fields parallel to the surface, then, 

(1.9) 

i . e. the field decays exponentially m the sample within the London penetration depth. 

1.5.3: The Microscopic Theory (BCS) 

Although the London equations are able to describe the distribution of currents 

and fields in superconductors (at low fields), they do not actually explain the Meissner 

effect and perfect conductivity. The microscopic theory, that resolves the mystery of 

superconductivity, was given by Bardeen, Cooper, and Schrieffer in 1957 [20], and is 

referred as BCS theory. 

The central pomt in BCS theory is that the weak attraction between conduction 

electrons leads to a condensation of electrons into bound pairs. These bound pairs, called 

Cooper pairs, have a lower energy than the original normal electrons [Cooper, 21]. 

The pairing interaction between electrons occurs because the motion of one 

electron modifies the vibration of an ion in the lattice of the superconductor. This in turn 

interacts with a second electron. The total effect is a net attractive force between the 

electrons. The distance over which the pair is correlated is the BCS coherence length 

Co- The electrons pairs are considered to be interacting by the exchange of a virtual 

phonon. Because the pair has a total momentum of zero it cannot be influenced by, say 

an electric field, without being destroyed (broken apart). The Cooper pairs does not 

interact with the lattice unless it is subjected to an energy greater than its binding 

energy. This leads to zero resistance in the superconducting material. 

The next section presents the main predictions of the BCS theory. 

l)Cooper Pairs: 

According to the BCS theory [20], the electrons in a superconductor pair 

up with one another with opposite momentimi and spin ( or wave vector k t and - k l ) . 

The coherence length of the pairs is given by, 

hv. (1.10) 
Co = 0. 18 



where Vp is the Fermi velocity. With a net attractive interaction the paks will condense 

into the ground state, expressed in terms of the state ( k 1, -k 1). In the normal phase all 

the states are filled up to the Fermi wave vector kp. 

2) Critical Temperature 

In the absence of magnetic field, superconducting ordering sets in at a critical 

temperature given by, 

^,7 - ,^ 1 . 1 4 . o t e x p ( ^ ^ ^ ) 0.11) 

where N(Ef) is the density of normal-state electrons at the Fermi energy. The cut-off 

phonon energy is related to the Debye energy "hOj,, in which (OD^M""^, where M 

is the atomic mass and VQ is the coupling parameter. 

3) Energy Gap: 

The attraction between electron pairs, leads to a temperature-dependent energy 

gap 2A(T) in the electron energy spectrum at the Fermi level. The energy gap is a 

maximum at absolute zero, and it is related to Te by 

2A(0) = 3.52 keTc (1.12) 

As temperature is increased, A(T) remains nearly constant up to about 0.5 Tc and then 

it begins to decrease rapidly, becommg zero at Te- At temperatures below about 0.5 Tc 

the energy required to break up a Cooper pair is approximately 2A(0) and, therefore, 

the number of pahs broken up is proportional to exp[ -2A(0) / kgT]. This leads to an 

exponential temperature variation for the electronic specific heat, a behaviour which is 

observed hrexperiments at sufficiently low temperatures [22]. This is shown in Fig. 1.4. 

4) Ratio between and yTc'. 

The result for Ĉ s (the electronic specific heat in the superconducting state) and 

Y (the coefficient of electronic specific heat in the normal state, called Sommerfeld 

constant = CJT. where C, is the electronic specific heat in the normal state) from BCS 

rheor>- [20] may be approximated over a limited temperature range by; 

Y f , ^ - exp ( -b-^) 
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where a = 8.5, b = 1.44 for 2.5 < Tc/T < 6, and a = 26, b = 1.62 for 7 < TJT < 12. 

[2,16,17, 23]. 

5) Specific heat Jump: 

The BCS result for the jump (discontinuity) at Tc in the electronic specific heat 

is given by 

Qs(T3 - yTc ^ 1 43 (1-14) 

The agreement of this prediction with experiment is good to about .10% except 

for the strong-coupling superconductors. [23]. 

6) Relationship between HQ , and y: 

BCS theory has also predicted a relationship between the critical field at absolute 

zero (Ho), the critical temperature (Tc), and the coefficient of electronic specific heat in 

the normal state (y) as: 

y r j - 2 . 1 4 

The BCS value for Hc(T) exhibit a negative deviation from a reference parabola: 

with a maximum deviation of almost -4% near (T/Tc)^ = 0.5; the values may be 

approximated at low temperatures ( T « T c ) by [17,20,23,24], 

He - H[\ - 1 . 0 7 ( ^ ) 2 ] (1-16) 

Almost all weak coupled superconductors show the above mentioned properties. But 

there are other (strong coupled ) superconductors which are in disagreement with BCS 

tlieory including Hg, Pb, Nb, and many non-elemental superconductors. 

1.5.4. The Ginzburg-Landau Theory 

The BCS theory provides a successful account of the superconducting properties 

in cases where the energy gap A (or the order parameter as it is altematively known) 

is constant in space. However, there are many situations in which the order parameter 

shows a strong spatial variations. The well known example is the complex magnetic 

structure of both the, type-1 and type-H superconductors, in which there is the co­

l l 



existence of the normal and the superconducting regions. In such cases GL-theory is 

more successful. 

According to the theory proposed by Vitaly Ginzburg and Lev Landau in 1950 

[25J, all the electron pairs are condensed into a macroscopic quantum state with a wave 

function ili(r,<I>) = |i | /(r) | e'*, ( $ is the phase) which characterises the degree of 

superconductivity at a point m a material. It is defined to be zero in a normal region and 

unity in a fully superconducting region at T = 0. The superelectron density is obtained 

as, 

/ 7 , ( r ) = i K r ) P . (1.17) 

They assumed the transition is of second order and the superconductmg free energy m 

a magnetic field can be expanded in a series of liff P of the form, 

^ ^""^ (1.18) 

The first three terms come from Landau's own theory of the second order transition [23]. 

F„ is the free energy in the normal state and a, P are suitable coefficients. Close to Tc, 

a good approxunation is made by neglectmg terms m higher powers of |. The fourth 

term gives the energy to change the magnetic field from its external value, B ĵ̂ , to the 

internal field Bj. The last term is the energy associated with the local variation, m the 

siipercurrent and the Cooper pan- density ( A is the vector potential of the magnetic 

field). Minimising the free energy with respect to i|/ gives. 

^ . 0 (1-19) 

and minimising the free energy with respect to A gives an equation for the supercurrent 

as, 

(1.20) 
I 111, 

-^( 4rVi|f - i|jVijr) +4e^i|ri|;) 

The GL coherence length ^q^, is the distance over which the order parameter 

decays at a superconducting-normal mterface. Empirically, the temperature dependence 

near Te is, 

^ G L -i)"' (1.21) 

where t is the reduced temperature T/Te. The GL penetration depth varies in the 

same way as close to Tc. At Tc both X^^ and become infinite, the normal vortex 
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cores expand to f i l l the entire material and flux penetration is complete. The GL theory 

can be formulated in terms of Ginzburg-Landau parameter, K^J as, 

_ ^GL (1-22) 
'^GL 

Ginzburg and Landau showed that at a superconducting-normal boundary the 

condition K(,J = l/v'2 describes the point at which tlie surface energy goes from positive 

to negative. Type-I superconductors are characterised by K^^ < l/\/2 which corresponds 

to a positive surface energy and type-II superconductors are characterised by > l/\''2 

which corresponds to a negative surface energy. 

By applying appropriate conditions, Abrikosov in 1957 [26] solved the GL 

equations for a type-II superconductor in fields B d < B < Bc2 (mixed state). He showed 

that a magnetic field penetrates a superconductor as tubes of flux (fluxons), each 

containing one flux quanta, 

. ^ = 2. 07;r 1 0 w b . (^-23) 

Flux quantization was confirmed experimentally by two groiips in 1961 [27,28]. Each 

flux line consists of magnetic flux surrounded by a vortex of superelectrons at a distance 

of X^. The core is in the normal state. When fluxons enter a superconductor they attempt 

to organise in such a way as to minimise their free energy. This array of fluxons is 

known as the flux line lattice and usually m a hexagonal (or triangular) configuration 

in the superconductor. In Fig. 1.6 it is shown, how the order parameter is changing [2]. 

The two critical fields can then be derived as, 

and 

^Cl ~ ~ 7T~ ^GL — ^ ^Gl 

If a field is applied parallel to the surface of the sample, a superconducting 

region can exist at the surface for fields greater than Bc2, up to a field given by, 

Bc3 = 1.695 Bc2 (1.26) 

As the angle of the applied field is changed, Bcj reduces to Bc2 when the field is 

perpendicular to the surface. 

13 



K<1 K>1 

Fig.1.6: Schematic diagrams showing how the local magnetic field and 
ijj(x) vary with the distance from a normal-superconductor interface. The 
two cases, (a) and (b), show the GL-parameter much smaller and larger 
than unity, in indicated [2]. 

1.6: Magnetism: 

Magnetism is a branch of science covering magnetic fields and their effect on 

materials, due to the unbalanced spin and orbital momentum of electrons in atoms. 

Wlienever an electric current flows a magnetic field is produced; as the orbital motion 

and the spin of atomic electrons are equivalent to tmy current loops, mdividual atoms 

create magnetic fields aroimd them, when thek orbital electrons have a net magnetic 

moment as a result of theh angular momentum. The magnetic moment of an atom is the 

vector sum of the magnetic moments of the orbital motions and the spms of all the 

electrons in the atom. The fundamental unit of magnetic moment is Bohr magnetron, [1^. 

The dipole moment associated with a loop of current I is lA , where A.is the area of the 

loop. The current I of a smgle electron of charge q, and mass m^, rotating in a circular 

orbit of radius r, at angular frequency co, will give a magnetic dipole moment, m 

defined as; 

m = lA = -q(o)/2n).-nr^ = - 1/2 (qcor) (1.27) 

The angular momenmm L = m^wr^, therefore, 

m = - ( q / 2 m , ) L (1.28) 

i.e. the angular momentum is quantized in units of h =(hJ2n), where h is the Planck's 

constant. The lowest non-zero value for Pb=qV2m^=9.2741xl0 --' J.T '=5.79xlO -' eV.T'. 

The suscephbility is defined as x = M/H and permeability as \x = B / H , where M is the 

magnetisation, H , the applied field strength, and B , is the magnetic induction. 
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Al l macroscopic magnetic properties of a substance arise from the magnetic 

moments of its component atoms and molecule. Different materials have different 

characteristics in an applied magnetic field; there are four major types of the magnetic 

materials, they are discussed here; 

Diamagnetism: 

In these materials, M opposes H, the Susceptibility is ~ -10"* m^ mol"' and 

relative permeability ~ 0. Metals such as copper .silver and gold are diamagnetic. While 

superconductors are special kind of perfect diamagnetism, with susceptibility -1 

Paramagnetic Materials 

In these materials spin and magnetic moment have random alignment in the 

absence of a magnetic field, while the application of a magnetic field will aUgn the spin 

and magnetic moment in the direction of applied field. Metals such as Al , and most 

ionic soUds are paramagnetic. In these materials susceptibility > +0 and relative 

permeability ~ 1. 

Ferromagnetic Materials 

Spontaneous magnetisation occurs, i.e. M is finite in zero applied field and is not 

proportional to H. Spin and Moment have one direction alignment, parallel to each 

other. These materials are characterised by the hysteresis m their magnetization,( M-H) 

loops. Iron, cobalt, and nickel together with a few rare earth (RE) metals such as 

gadolmium are Ferro-magnetic. Above a particular temperature called Curie Temperature 

they lose their behaviour and become simple paramagnetic. Susceptibility = limB.>o 

dM/dH and relative permeabiUty ~ 10̂ . 

Antiferromagnetic Materials 

In these materials spin and moments are aligned with alternate order of moments, 

i.e. anti-parallel and cancel each other with 0-magnetisation. This alignment can be 

observed below Neel's Temperature. 
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1.7: Superconducting Materials: 

Since the discovery of superconductivity in Hg in 1911, hundred of thousands 

materials have been investigated. Many of them shows superconducting properties. 

These include elemental, conventional low Tc < 25 K and new high Tc, 77 K < Tc< 152 

K, and Chevrel phase (CPC) superconductors and Organic superconductors. Some of 

them are listed in Table l . I . 

Material T c ( K ) Bc2(0) 

(T) 

Bc,(0) 

(mT) 

A C / y T C 

BCS=1 .43 

6D (K) 2A(0)/kBTc 

BCS=3.52 

Hg 4 . 1 6 - 41.1 2.37 72 4.6 

Pb 7 . 1 9 - 80.3 2.71 105 4.5 

Nb 9.22 - 206 1.87 277 3.6 

NbTi 9.8 1 7 0 .06 2.06 270+20 3.66+0.46** 

Nb,Ge 23.2 38 0.44 2.3 302 ±3 4.2+0.2 

PbMogSg 15.3 60 6.4 2.29 4 1 1 .3 .84 

Y - 1 2 3 (11 ab-plane) 92 670 85 2.1+0.7 4 4 0 + 1 0 6 . 

Y - 1 2 3 ( llc-axis) 

92 

120 25 

2.1+0.7 4 4 0 + 1 0 6 . 

Bi-2223(ll ab-plane) 110 1200 2 0 to 1.84 312+5 6.8 

Bi-2223( 11 c-axis) • 

110 

4 0 0.2 

0 to 1.84 312+5 6.8 

Table.1.1: The data in the table has been compiled from refs. 2, 29, 30, 31, 32, 33, and 

34; **, Due to different composition. 

1.8: Applications 

Before the discoveries of HTSC, the superconductors were already in use in 

industry with some small scale and large scale applications. A leading use of 

superconductors is to produce high magnetic fields. Magnetic fields exceeding 10 T have 

been produced in a handful of laboratories. With the discovery of ceramic HTSC, a 

chance of producing very high magnetic fields is quite feasible but still some technical 

problems have to be overcome. Tliere are three major parameters by which the 

superconductor can be characterised, named, T -̂, Hc2, and Jc. For the commercial use of 

a material should be in tlie range of 10-̂  amp.cm"^ or more. HTSC have T,, and H^, 
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very high but Ĵ . is not crossing the basic limits. However, all over the world a 

tremendous effort is being made to overcome this problem.. 

Zero resistance in superconductors can help in electrical transmission lines where 

about ~ > 5 % energy are being dissipated during the transmission. This can be saved 

using superconductor wires. Due to its of high Bc2, the superconductors are currently 

used in noiseless and high efficient levitation trains. Certainly the industry is looking for 

the use of superconductor in transmission cables, generators, and energy storage. 

However, as with any new technology its takes time, same is true for HTSC in large 

scale applications. 

Superconductors are already used in small-scale appUcations, major use in 

SQUID (Superconducting Quantum Interference Device, based on two quantum effects, 

the flux quantization and the Josephson effect in SC) which can detect and measure 

extremely small currents, voltages and changes in magnetic flux densities of the order 

of lO'^T to study the human brain activities etc. Progress continues on the development 

of other building blocks of HTSC circuit technology; multilayers, which are required to 

produce integrated circuit chips. With a lot of efforts, it is still difficult to predict the 

future but optimism is there. 

1.9: Ternary Superconductors (Chevrel Phases Compounds, CPC) 

These ternary superconductors, well known by the name of their founder R. 

ChevTel [35] in 1971, have a general formula MnMogXg, with M = 3d elements. In, Sn, 

Pb, alkalines, alkaline-earth, etc; X is either Sulphur, Selenium, or Tellurium, and n is 

a number less than 4 depending on the element M. In 1972, Matthias et.al. [36] reported 

that many of these new phases were superconducting with reasonably high transition 

temperature (e.g. PbMogSg : Tc = 15 K). A year latter it was reported by Fischer et. al. 

[37] that many of these compounds have very high B^i e.g. ~ 60 T, in PbMogSg) and 

they became a potential candidate for high field applications beyond 20 T to 40 T at 4.2 

K. Since then a large number of investigations have been published showing that most 

propenies of these material are of intermediate nature, (hitermediate in the sense that 

the properties lie in between the LTSC and HTSC). 

If one compares the of PbMo^S^ with that of NbTi and NbjSn, two technical 

superconductors, at 4.2 K, B^, is a factor of 2 - 2.5 higher compared to NbjSn and more 
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than a factor of 4 to NbTi. [38]. In Fig. 1.7, the temperature dependence of the upper 

critical field B^ of PbMogSg has been compared with both LTSC and HTSC. [2,34,38]. 

Currently, several groups are working in the fabrication of PMS wires and at 

present, critical current density are of the order of 2 x 10̂  A.m"^ under a 20 T magnetic 

field [39-41]. The transport critical current density Jc, of PMS material fabricated in 

Geneva using Hot Isostatic Pressure is compared with two low temperatiue 

superconductors in the magnetic field is shown in Fig. 1.8. 

1.10: Concluding Remarks: 

This chapter is based on the basic ideas of the superconductivity. The discovery 

of superconductivity by H. K. Onnes in 1911, opened a door of a totally new field of 

science. Meissner in 1933 completed the definition of superconductor which 

distinguished it from the perfect conductors where magnetic flux is trapped but in 

superconductors the flux is excluded. Using this criteria, superconductors can be divided 

into two families, elemental type I and complex type I I superconductors with high Bc2. 

It is difficult to describe all the thermal properties in this short chapter. Some of them 

have been discussed, including, Gibbs free energy, which is a parameter to find the 

stability of the system, the lower the Gibbs free energy, the more stable the system is. 

The superconducting state has a |ioHV2 less Gibbs free energy as compared to the 

normal state which demonstrates that the superconducting state is the stable state. It is 

clear from section 1.4 that superconducting state has lower entropy than the normal 

state, which points to the superconducting state bemg highly ordered as compared to the 

normal state. Similarly, by measuring the specific heat much mformation can be 

gathered which will be explained in chapter 2. The energy gap in a superconductor is 

ty^pically on the order of 10"' eV which has a zero value at Tc and increases as the 

temperature decreases toward the zero Kelvin, where it has a maximum value. It has a 

totalh^ different origin with that of an insulator. The first indication of an energy gap in 

a superconductor came from the specific heat measurements which along with isotope 

effect gave grounds to Bardeen et.al. (BCS) m 1957 to develop their landmark 

microscopic BCS theory. Although Gorter et.al. in 1934, using the idea of superfluid 

helium and applymg it to superconductivity, had already given a model of two fluids 

stating that at Tc there are no superelectrons but as the temperature is decreasing the 
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amount of superelectrons starts increasing and becomes maximum at 0 K. Nevertheless, 

the two-fluid model gives a physical basis for understanding superconductivity. The 

London's brothers tried to explain the phenomena on the basis of two fluid model but 

were unable to explain the phenomena completely. 

As discussed above, the first comprehensive explanation of the mysterious 

phenomena of superconductivity came after the work of Bardeen, Cooper and Schrieffer, 

BCS, in 1957, who gave the concept of condensation of electrons into a bound pair 

called Cooper pairs. They explain, the transition temperature T^, the energy gap A, the 

electronic specific heat Ces, and the jump ratio, AC/yT, and gave the successful 

explanation of the exclusion of the magnetic field from the superconductor, the Meissner 

effect. The theory deals well with the weak coupled superconductors but for strong 

coupled and type I I superconductors in high fields it is not suitable where one has to 

consider the GL-theory developed m 1950's. 

The superconducting materials are a special case of diamagnetic materials and 

the ferromagnetic materials can be better understand by considering the domam concept 

in the materials. The whole thesis is on the Chevrel phase superconductors, which have 

intermediate properties as compared to the LTSC and ceramic HTSC. Due to the high 

Bc2, and Ĵ -, they are potential candidates for use for commercial purpose to produce a 

high magnetic field beyond 10 T to 40 T at 4.2 K. The major properties of these 

materials rely on the third metallic element to be added to the MogSg cluster. The small 

tilting angle of this cluster from 90 degree gives appreciable change in its 

superconducting properties. 

Although with the discovery of HTSC, a revolution occurred as the community 

foimd a suitable superconducting material above cheap liquid nitrogen temperature, but 

one out of three major parameters still needs a lot of work, which makes it difficult to 

use these materials for large scale applications. However, small scale applications are 

in use atid people are working hard to overcome all the problems encountered in the 

fabrication process and to better the quality of the materials. Apparently the good news 

of room temperature superconductivity and overcommg of all the problems is waiting 

shortlv m some corner to come tnie. 
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C H A P T E R 2 

RELATED THEORY OF SPECIFIC HEAT OF MATERIALS 

2.1: Introduction 

The competition between theory and experiment in the study of specific heat has 

played an important role in luiderstanding the properties of substances in their solid 

state. The theory which describes thermodynamic phenomena in a solid generally leads 

to a set of energy levels which the particles of the system can occupy. These energy 

levels may be inter-related with a particular mode of energy such as the vibrational, 

electronic, or magnetic energy of the constituent particles. By using some suitable 

statistics, one can find the average energy of the system from where the relationship, to 

the specific heat of that mode can be determined. But often the observed specific heat, 

consists of more than one mode of energy. In such cases, theory can help in identifying 

the contributing modes and calculate them and, hence, separate their specific heats [1]. 

A lot of information about the lattice and electronic properties of the material 

can be gathered by measuring specific heat [1-4]; As specific heat is a bulk 

measurement, it can used to check whether the transition that has occurred is complete 

or due to some minority phase present in the material. The field of measuring specific 

heat has been developed to such an extent that one can measure the thermodynamic 

critical field B ^ and Bc2 by applying a magnetic field, the Sommerfeld constant y, 

Debye temperature 6, lattice and electronic contribution to specific heat and the energy 

gap A. The adiabatic stabiUty of a material can also be checked on the basis of specific 

heat, since higher specific heat leads toward a more stable system [5, pp.357]. The field 

of measiuing specific heat is not new but started before 1819 when Dulong and Petit 

[6] measiu-ed thirteen materials and collated their finditigs in a well-known law that "the 

specific heat of any material is a constant quantity equal to approximately 24.92 J.mole' 

' .K '". When it was tested at low temperatures, it was found that the law is only valid 

at room temperature and above and not for low temperatures. The failure of classical 

theor)' to predict the behaviour of specific heat of solids at low temperature led Einstein 

(1907) [7] and Debye (1912) [8], to use quantum theory to explain low temperature 
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behaviour of Cy for solids usmg phonons. The electronic contribution, on the basis of 

free electron model to specific heat was explained by Sommerfeld (1928) [9]. 

In thirties Keesom et.al.[10-l 1] measured the specific heat of superconducting 

tin and predicted an energy gap in the superconductor which led Bardeen, Cooper, and 

Schrieffer [12] in 1957 to develop the BCS theory. 

The range of topics related to the study of specific heat are very broad because 

in principle, any thermodynamic quantity can contribute to the specific heat of solids. 

Therefore, it is difficult to discuss all the topics in this chapter rather I will confine 

myself to discuss only those topics of specific heat which are related to my work. 

The Chapter is divided into two major parts. Part I describes the specific heat 

of materials in general while Part I I explains some properties of the Chevrel phase 

materials which are the particular focus of this thesis. Part I consists of sections 2.1 -

2.8. Section 2.1, gives some introduction about specific heat. Section 2:2, provides the 

definition of specific heat and its relation to other thermodynamics quantities. In section 

2.3, the theories of lattice (Cp )̂ and electronic specific heat (CJ of normal materials 

wiU be discussed. What sort of information one can get by measuring specific heat of 

superconductors will be addressed in section 2.4. The specific heat of Type-I 

superconductors wil l be described in section 2.5. Type-II superconductors are currently 

used in industry, their theory and specific heat jump will be explained m section 2.6. 

Specific heat of some magnetic materials will be described in section 2.7. The fmal 

section 2.8 of Part I , consists of high field and magnetic studies, where different kinds 

of materials, evaluation of Hc2j and the possibility of co-existence of magnetism and 

superconductivity at the same time will be studied. 

Part n consists of sections 2.9 - 2.11. In section 2.9, synthesis of Chevrel Phase 

materials (MMo^Sg) has been provided, section 2.10 gives the structure of Chevrel 

phases and section 2.11 provided some electronic and magnetic properties of these 

materials. In section 2.12, the summary of the whole chapter is provided. 

22: Definition of Specific Heat 

The heat capacity of a system of arbitrary mass can be defined as,[l]; 

^rZ'o ^A7^ (2.1) 
Lim ( ^ 
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where AQ is the amotmt of heat require to add to the system to raise its temperature 

by AT. The specific heat capacity or, more simply, the specific heat which is 

independent of mass can be obtained by dividmg Eq. (2.1) by the system mass'm' to 

yield. 

m dT 

where dQ represents a very small amount of heat requked to raise the temperature of 

a unit mass of the system by an amount dT. In general, the heat quantity required, will 

not only depend upon the temperature of the system but also on the changes that may 

occiu" in other physical properties (or state variables) which define the equilibrium state 

of a thermodynamic system for example pressure P, volume V, and temperature T, 

where the equation of state has the functional form as f(P,V,T) =0 and involves only 

three variables. 

In most theoretical calculations, the heat capacity is normalised to per mole as 

this refers to a fixed number of particles. This quantity is also referred in literature as 

the specific heat. In S-I System, the units are J.kg"'-K"' for Cp and ĉ . The subscripts 

p and V represents the specific heat at constant pressure and at constant volume 

respectively. 

22.1. Specific Heat Relationship to Other Thermodynamics Quantities 

The first law of thermodynamics, in its differential form can be written as, 

dQ = dU + dW (2.3) 

where, 

dQ= Heat added to a substance 

dU = Change in Intemal Energy due to applied heat 

dW = The work done by the system. 

Or 

dQ ^ dU ^ PdV 
dT dT dT (2.4) 

i f volume is constant. 

^ . dU. (2.5) 
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From the second law of thermodynamics, 

dQ = TdS (2.6) 

and in terms of entropy, 

dS. (2.7) 

The change in internal energy can be written as; 

dU = TdS - PdV (2.8) 

Other principle thermodynamics functions are ( i n differential form): 

i) : Hehnholtz Free Energy, 

dF = d( U -. TS ) = -SdT - PdV (2.9) 

ii) : Enthalpy, 

dH = d( U + PV) = TdS + VdP ( 2.10) 

iii) : Gibbs Free Energy, 

dG = d(U - TS + PV) = SdT + VdP (2.11) 

Entropy can be defined as, 

S = - ( a F / d T ) , (2.12) 

and 

C = = - 7 ( - ^ ) 
^dT^' (2.13) 

As Cp - Cv = 1% close to 6D/3 and 0.1% at 0D/6, one can take Cp = Cv (for Solids). 

23: Specific Heat of Normal Materials: 

23.1: Lattice Specific Heat 

All lattice dynamic theories are based upon the harmonic approximation in 

which each atom is bound to its site by a harmonic force. When a solid is heated, the 

atoms vibrate about their mean positions like a set of harmonic oscillators with some 

quantised energy E. This idea explains successfully the lattice specific heat of solids. 

In the classical treatment, the Cv due to the lattice vibrations can be obtain by 

averaging over a Boltzmann distribution. The average energy per atom can be written 

as [13-16], 
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< E> 
f ^ ^ f Ee^^^dxdv 

dxdv 
(2.14) 

where kg is the Boltzmarm constant, x, the amplitude to either side and v, the velocity 

in one dimension. For a crystal which has N atoms, each is oscillatmg in three 

dimensions, the total energy is 3N<E> and Cv can be obtained using Eq. 2.5 as, 

(2.15) 

At room temperatiu-e this resuh, explains very well the Cv of soUds. But at 

lower temperatures, Cv rapidly falls toward zero which is against the prediction of the 

classical theory. This can be seen in Fig. 2.1. Consequently a new theory was 

developed to explain the behaviour of Cv at low temperatures. 

3 R h A 

0 
0 

Classical theory 
Einstien theory 
Debye theory 
Diamond data 

J I \ L 
0.5 1.0 

Fig.2.1). The comparison of Heat Capacity of Diamond obtained experimentally 
to that of obtained by theories. [13] 
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2.3.2: Einstein Theory of Specific Heat 

To explain specific heat at low temperatures, Einstein (1907) [7], used the 

concept of quantised energy, where every state is discrete given by an energy, 

E„ = (n + 1/2)^(0 (2.16) 

where n =0,1,2, E„ is the energy of the nth state of harmonic oscillator vibrating 

with an angular frequency o), ti = h/2n = 1.055 x 10'^ J.s, with h as Planck's constant. 

As every atom has a discrete energy E„, so replacing the integration sign by a 

summation in Eq. 2.14, one gets, 

< E> (2.17) 

Putting the value of E„ from Eq. 2.16 in Eq. 2.17 and differentiating it with respect to 

T, the specific heat becomes, 

( - f exp( 
C,. = 3Nk^—^ ^ 

[cxpA-l]' (2.18) 

where cô  is called Einstein angular frequency, (an adjustable parameter, that is, 

different for different solids). 

2.3.3: Debye theory (1912) of specific heat 

The Einstein theory gave us an unproved fi t to the heat capacity but at low 

temperature, this fit dropped-off faster than observed experimentally. This fit also led 

to a thermal conductivity of the wrong magnitude and temperature dependence. This 

drawback can be removed by considering that all the atoms in a solid do not vibrate 

independently at the same frequency, but that the crystal lattice as a whole possesses 

well-defined normal modes. Debye [8] used this concept and proved that a crystal with 

N lattice points can be excited m at most 3N acoustic vibrational modes. 

Instead of an assembly of 3N oscillators all of frequency (Op. we consider a 

distribution of normal modes of which the number with frequencies between o) and (0+ 

dco is given by D((o)da)[13-16,18], where . . . 
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f ^ ' A o ) ) </(w) = 3A^ 
JO 

(2.19) 

and C0j5, the Debye frequency, is the maximum frequency that can be excited and D((o), 

known as the phonon density of states given by, 

D((o) = 3Va)D7 (27i2v^) (2.20) 

where ' V is the sample volume and V is the velocity of elastic waves. 

The mean thermal energy <E> of the lattice vibrations, can be determined, using the 

Bose-Einstein distribution for n(a)) so that: 

<E>^ r^IKi^) /?(w)>,(oato)) 
Jo 

3VS_r«/>_ (0^ 
3̂ Jo 

(2.21) 

2^ '^ ' - ' ° e x p ( ^ - l (2.22) 

substituting V/v' =3N 27t2/(OD^ and x =')^^x)|k^, and a characteristic temperature 60= 

hco/ke (called Debye temperature) in Eq. 2.22, Cv becomes, 

C = 9 A * ^ ^ ) Y 7 ^ * (2.23, 

To check the validity of Eq.(2.23), it can be compared with experunental results. But 

one must know the Debye temperature 0^. The Debye temperature can be chosen, from 

Eq. 2.23, in such a way that when this value is substituted mto Eq. (2.23), yields the 

best fit over the whole temperature range. 

Mathematically it can be deduced using Eqs. (2.19) and Eq. (2.20), 

. / ;^\l/3 (2.24) 

k V 

where 'v' is an average velocity over all polarizations and mode directions. In 

determination of Cv, one often finds that the contribution of transverse modes is more 

than that of the longitudinal mode, due to its lower velocities. Similarly, materials with 

strong interaction forces and light atoms such as diamond and sapphire have relatively 

high 9i5, whereas soft materials with low acoustic velocities have smaller values. 

It is clear from Eq. (2.23), that i f Cv is plotted versus a reduced temperature 

T/60, the Debye plot, then the curves obtained for all substances should collapse onto 

each other, that is, there is a universal curve for specific heat. Such a curve is shown 
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in Fig. (2.2) [13,14]. 

At high temperatures, when 'x' is small, the integral in Eq. (2.23), reduces to 

xMx and hence the energy becomes 3RT and on differentiating with respect to T, it 

yields the Dulong-Petit value i.e. 3R, for specific heat. 

At low temperatures, when 'x' is large, i.e., T « 6^, we can take the lunits of 

integration as zero and infinity. The integral then has the value 7x4/15. Then [15], 

C^=1941(--^)^ JK-^mot^ (2.25) 

This is well-known Debye T' law. Thus at low T, the specific heat should decrease as 

T^. A calculation shows that the cubic dependence should begin at temperature below 

60/10 and, the T^ variation of the specific heat at very low temperatures is 

experimentally verified. 

As Debye theory is strewn with approximations, it achieves greater validity at 

lower and high temperatures but serious error can occur at intermediate temperatures 

O 
£ 

0 
u 
> 

5 

4 

3 

2 

— 

0 Cu, 343'K 
• A g , 2 2 6 * K 
• Pb, 1 0 2 ' K 
x C , 1 8 6 0 ' K 

A 1 1 1 1 1 1 1 1 1 
0 0.5 

T / a 
Fig.2 J ) . Specific heat versus reduced temperature for four substances verifying the 
universal curve for specific heat [14]. 
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D(u)) 

10 15 20 TIK) 

Einstein 
Debye 

Real solid 

0) 

Fig.23: The Phonons density of states D(a)) used in the Einstein and Debye theories, 
compared with that of a typical real solid. The inset shows the variation in the 
Debye temperature Q^, of Indium, due to the influence of the extra modes. [13,17]. 

due to the over simplification of the density of states D(o)). This is shown in Fig. (2.3) 

[17]. The slight deviations from T^ that do exist are commonly represented as avariation 

of 0J5 with temperature. 

23.4: Electronic Specific Heat 

The conduction electrons in a normal metal are regarded as a highly degenerate 

Fermi gas obeying Fermi-Dirac statistics. The Pauli exclusion principle leads to the 

Fermi-Dirac distribution given by [1], 

1 (2.26) 
As) 

s-s. 

where f(6) gives the probability that an electron has an energy 'e' at a temperature T, 

and 'Gp', represents the Fermi Energy. The Fermi temperature can be evaluated as, 
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T=0.01T 

T=0.1Tp 

Fig.2.4: Variation of the Fermi-Dirac function (Eq. 2.26) as a function of energy 
for various temperatures. [1]. 

Tp = ep/ke » ( 10̂  - 10' K) in metals. 

Ground and higher temperature occupation values are described in Fig. 2.4. 

At room temperature, Electronic specific heat Q = 2 R T / T F = 10"̂ R or approximately 

1 % of the lattice contribution. 

At low temperatures, T « < Tp and [15], 

(2.27) 

where n(ep) is the density of states of the electrons at Fermi level given by, 

(2.28) 
m 

where, 'm' is the mass of the electron, z = N^/N is the number of conduction electron 

per atom (valency) ratio and is the molar volume. 

2 J.5: Experimental Specific Heat at Low Temperatures 

The total specific heat in graphical form, at constant volume in the liquid 
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helium temperature range (-2-10 K) is shown in Fig.2.5a. This representation can be 

written as in mathematical form, 

C = Y T + pT^ (2.29) 

where the y is the Sommerfeld constant defined by Eq. 2.27 and P is defined by Eq. 

2.25. The electronic term is linear in T and is dominant at low temperature, while P is 

dominant at higher temperatures. It is convenient to exhibit the experimental values of 

C as a Debye plot of C verses T^ which gives a straight line (shown in Fig.2.5b), 

yielding values for the slope P (hence, Q^) and intercept y [15] which is proportional 

to the electronic density of states at the Fermi level (Eq. 2.27). 

Ce, = Y T 

ol2-

First experiment 
+ Second experinnent 
J I I 

(b) 

16 

Fig.2J: The Specific Heat of metals at low temperatures, (a) In the 
Heliimi region, the electronic contribution Q , can dominate that of the 
lattice, (b). A plot of CyT against T^ for copper, showing the very good 
linear relationsliip which is obtained [15]. 
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2.4: Specific Heat of Superconductors 

The preceding general discussion of low-temperature specific heat naturally leads 

to a consideration of its use in experimental investigations of the superconducting 

transition. A typical specific heat curve for Type-I superconductor is shown in Fig. 1.3. 

Calorimetry, a particularly powerful tool in this regard, possesses numerous advantages: 

[19-22,37] 

1) As a bulk-property measurement technique it is superior to electrical resistivity for 

the study of multiphase or otherwise inhomogeneous samples; 

2) The specific heat result yields not only Tc but also two other unportant solid-state 

parameters, y and Q^; 

3) I f the transition, for one reason or another is sharp, but incomplete, the relative 

magnitude of the specific heat jump at Tc, viz., AG/yTc, in comparison to some 

expected value (such as the BCS value, 1.43, or perhaps some more appropriate 

experimentally calibrated ratio) yields a measure of the fraction of the specimen that 

participates in the observed transition; 

4) I f on the other hand the transition is broad, a knowledge of the form of the 

unrounded specific heat temperature dependence below Tc enables one to derive a 

transition temperature distribution function related to the metallurgical condition of the 

sample. In the following sections the specific heat of type-I and type-II superconductors 

is presented. 

2.5: Specific Heat of Type-I Superconductors 

Most of the thermal properties of type-I superconductors have been derived from 

classic thermodynamics and from the Bardeen-Cooper-Schrieffer (BCS) theory;[12]. The 

corresponding theoretical results have been already discussed in section 1.5. The effect 

on specific heat of type-I superconductors of magnetic field will be described. 

2.5.1: First-order and second-order transition 

In the most simple approximation, we assume that the Gibbs free energy G„ of 

the normal phase is independent of the applied field. When a field is appUed to a Type-

I superconductor which is in superconducting state, it will induce a magnetization 

(magnetic moment per unit volume) of magnitude M = -H because of the perfect 

diamagnetism. In this case, the Gibbs free energy will be different from that of its 

35 



normal state energy Gn and that of its superconducting state (in 0-field), See section 1.3. 

In terms of specific heat Cp = T(3S/3T)p, the difference in specific heats of the 

two states may be expressed in molar form, (Eq.1.4), 

57^ (2.30) dT 

In the absence of a magnetic field, when a sample is heated, the transition ft-om 

superconducting to normal state takes place at Tp with no change in entropy as the 

superconductmg state is more ordered than the normal state therefore Ss < Sn but with 

a discontmuity m specific heat given by, 

BHc 12 

(2.31) 

I f the heating is performed in a constant applied field of magnitude H, then the 

transition from the superconducting state takes place at a temperature Ti < Tc such that 

Hc(T,) = H; this results in a sudden increase in entropy (Eq. 1.3) and the absorption of 

a latent heat given by 

° ^ " (2.32) 

Thus, the transition implied by these relations is first order in a magnetic field and 

second order m the absence of a magnetic field [1 , 23, 24]. 

2.5.2: Comparison between Theory and Experiment 

The comparison between the predictions of theory and the experimental values 

of specific heat, can be undertaken by separatmg the observed specific heat into 

electronic and lattice contributions using Eq. 2.29, as: 

C = Y T + C,, (2.33) 

and for the superconducting state, 

C = Qs + C,s (2.34) 

Where Ces is the electronic specific heat in the superconducting state, and C ,̂ and C,s 

are the lattice specific heat in the normal and superconducting states respectively. The 

specific heat of the electrons in the superconducting state does not follow the T-' law, 

but follows an exponential behaviour. This exponential behaviour can be destroyed by 

applying a magnetic field greater than He and the material returns to its normal state 
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even below Tc (Fig. 1.13 of ref 1. pp.47). The analysis is simplified by the assumption 

that Cin = C,s. This leads to the relation, 

Ces = Cs - C^ (2.35) 

At sufficiently low temperatures, Ĉ s can be obtained as a function of temperature from 

the observed values of C s , since C,n can be calculated using Eq. (2.24). 

Although deviations of Ces ̂ om a T^-law had been observed earlier, until 1954 

the measurement techniques were not sufficiently developed to reveal an exponential 

temperature dependence of Ces at the very lowest temperatures [25,26]. An exponential 

variation suggested the existence of an energy gap in the electron excitation spectrum, 

since the number of electrons excited across such a gap would vary exponentially with 

temperature. 

The observation of isotope effect (Tc~« M'" )̂ m 1950 suggested a fundamental 

connection between the electrons m the superconducting state and the phonons of the 

lattice, since phonon frequency is also approximately proportional to M'" .̂ 

These empirical observations provided important mformation for the microscopic 

mechanism of superconductivity and uhimately led to the formulation of the quantum 

theory of superconductivity by Bardeen et. al. [12] discussed in chapter 1. 

2.5.3: Critical Field Hc(0) and Lower Critical Field Hci(0) 

The thermodynamic critical field Hc(0) for type-I superconductor can be 

calculated [2, pp.492] making the use of volumetric coefficient of specific heat Yv (J.m"̂  

.K-') as; 

Hc(0) = 7.65 X 10-̂  X (Y,)''' Tc. (2.36) 

The lower critical field Hci(O) for type-II superconductor can be estimated using the 

following relation [2, pp.520]; 

^ _ hif0.902^^/0)/^^0)] (2.37) 
~ [1.276x^^^0)/^^0)] 

where, Hc2(0) is the upper critical field described in detail in the coming sections. 

2.6): Specific Heat of Type H Superconductors 

2.6.1). GLAG Theory: 

The GLAG theory is extensively used for analysing superconductors in a 
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magnetic field because of the spatial inhomogeneities that occur due to penetration and 

the intermediate state in type I superconductors, and the mixed state in type-II 

superconductors. This was developed by Ginsburg and Landau [27] as is described in 

chapter 1, Abrikosov [28,29] and GorTcov [30,31], who were all Russian scientists 

working in early and late 1950's. According to the GLAG theory, there is no entropy 

change durmg either transition, that is, between the superconducting (Meissner) state 

and mixed states or between the mixed and normal states. In the whole process no 

latent heat is involved, therefore both transitions are of the second order. It may be 

shown [1,20,24] that such transitions have a jump in the specific heat given by, from 

Meissner state to Mixed state. 

and from Mixed state to Normal state. 

aAf, aA/ 

(2.38) 

(2.39) 

where the subscripts s, m, and n refer to the supercondiicting (Meissner), mixed and 

normal states, respectively, and T, and T j are the temperatures at which the 

superconducting-to-mixed and the mixed-to-normal fransitions occur, H Q and Hc2 are 

the thermodynamic critical fields for type-II superconductors. The nature of the specific 

heat discontinuities can be understand by considering a typical example. 

When the specific heat measurements are performed in a constant applied field 

H as a function of increasing temperature, it will give a straight line parallel to the 

temperature axis (x-axis) in the H-T plane as shown in Fig. 2.6. We may expect to 

observe two changes in the specific heat, first at Ti and then at Tj . At temperature T„ 

H = HCI (T , ) and the sample passes a transition from the Meissner state to the mixed 

state. Using the Abrikosov [28-29] model, the slope of the magnetisation curve in the 

mixed state (aM^aH) becomes infinite at Hci, from which it can be shown that at T, 

the entropy is continuous but has an infinite temperature derivative in the mixed state. 

Eq. (2.38) suggests that a singularity in specific heat will appear at T,, yieldmg a 'X-like 

aiiomaly due to the lack of discontinuity in the entropy. The sharp peak observed at T, 

in Fig2.6 is consistent with such an anomaly. Thus the transition from Meissner to 

mixed state is a second order transition even in a applied field as no latent heat is 
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involved. At T j the sample is passing from the mixed to the normal state. Unusual 

behaviour may also be expected at T j where H = Hc2(T2). From Fig.1.2, it can be seen 

that i f Hc2 is approached from below and above, dMJdH > 0, and dMJdU = 0, 

respectively and there would be no sudden mcrease m entropy as the entropy is rismg 

from the mixed to normal state. Thus Eq. (2.39) indicates that there will be a sudden 

drop in specific heat at T j as the specimen undergoes a transition from the mixed to the 

normal state. Such a drop is indeed observed at T2 in Fig.2.6. Also the appearance of 

the specific heat versus temperature curve for a type I I superconductor is dependent on 

the strength of the applied field relative to Hc,(0) and Hc2(0). 
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Fig.2.6). Specific heat of Type-II superconductor (Nb) measured in a constant 
applied magnetic field. Inset: Schematic representation of Hc2(T) versus T for 
two values of the Ginzburg- Landau parameter KQL, indicating separate 
transitions into the mixed state during cooling in applied field at Ts = T, & 
T,, respectively [1,20,37]. 
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2.6.2): The Electronic Specific Heat in the Mixed State: 

The electronic specific heat of a superconductor in the mixed state can be related 

to the normal state specific heat in terms of the second derivative with respect to 

temperature of the molar or unit-volume Gibbs free energy differences between those 

states. According to Maki [32-35], for example, in unit volume terms, only in the 

regunes (i) just below Hc2, and (ii) just above Hd, 

C - C ^ ^T^iS -g) 

Maki's work was followed by Van Vijfeijken [36], considering the Gibbs free energy 

density, whose calculations are valid over the entire mixed state region except near the 

Hc2(T) curve. That phenomenological expression is [36, Eq.3.90], 

y2K-hlK(^/2K)-^ 27r7j y2K--hiK(y2K)-i 
/2 (2.41) 

where is electronic specific heat per unit volume in the mixed, state, Yv is 

electronic specific heat coefficient per unit volimie, K is the Ginzburg-Landau 

parameter, HQ, is the thermodynamic bulk critical field at T - 0, Ha is the applied field 

and the reduced temperature t = T/Tc- Eq. 2.41 has the form, 

Ce„ = (Al + A2+A3HJT + BT^ (2.42) 

which is similar to the Eq. 2.29. It means mixed state specific heat data should also lie 

on a sfraight hne in zero field when plotted CgJT versus T^ and the y-mtercept Ai+Az 

and the slope B can be evaluated. The constants Aj , A2 and Aj can be determined from 

the Eq. 2.41. The comparison between theory (Eq.2.41) and experiment was done by 

Vijfeijken [36] using experimental data of Ferreira et.al. [38] on Nb and pointed that 

this rule works rather well y-intercepts are some 30 % higher than the predicted value 

by Eq. 2.41. 

2.63): Height of the Specific Heat Jump: 

The height of the specific heat jump at some temperature Ts, in a magnetic field, 

H3 can be obtained by subtracting the specific heat in the normal state from that of 

specific heat of the mixed state as [37], 

AC (Ts) = Q J T s ) - C„(Ts) = Ce„(Ts) - YTS (2.43) 
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After substitutmg , 

Ha = Hc2(Ts) =Hc2(0)[ 1- t ^ ] - v/2 HC(TS) - v/2 K^^ Hc(0)[l-t^] (2.44) 

in Eq.2.41, leads to. 

^ 3 ^ ^ 7 V/2K 

\J2k--hlK(\/2K)-' V2K--hiK(v/2K)-' 
r (2.45) 

^a?7 V/2K 

27r7^ V2K--hiK(v/2K)-i 
2̂ + 

277 7^ V2K--hiK(v/2K)-' (2.46) 

V/2K 
V/2K--hiK(^/2K)-* (2.47) 

After substimting Eq. 2.47 into Eq. 2.43, and t = Tg/Tc, leads to. 

A a n ) 2 f f i CO V/2K 
(2.48) V2K-hlK(y2K)-l_ 

taking K = K^^ 

which is well-known, the Gorter-Casunir relative jump height at Tc, viz., AQyTc =2. 

It follows from Eq. 2.48, that the height of the jump AC(Ts), varies as T'g; also, the 

normalized relative jump height can be expressed in the form. 

T (2.49) 

Many peoples [38-39] have investigated the jump in Nb, and foimd the relative height 

of the jimip is consistent with Eq. 2.49, within the experimental errors over the entire 

temperature range. 

2.6.4: Rounded Calorimetric Transitions into the Mixed State 

It is described m section 2.6.3, that after the appUcation of magnetic field H,, 

the superconducting transition occurs at a temperature Ts lower than the Tc which is 

given by Eq. 2.44, [ See section, 2.6.3]. Thus Ts depends on Hc2, which in turn depends 

on the Ginzburg-Landau parameter K^^. But i f one considers 'clean' and 'duty' limit in 

the mixed state, then ,[37] 

(2.50) 
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= KCcL + 7.49 xlO^ p„ (2.51) 

where K C ^ ^ and K<1CL are the GL-parameter in clean and duty hmit respectively and p„ 

is the normal state residual resistivity. I f one is taking Eq.2.44 and Eq. 2.50 together, 

it revealed that Ts responds to variations of Tc at constant Hc2, as well as to variations 

of Hc2, and p^ at fixed Tc. Therefore, m the mixed state, the rounding of the 

fransition ( distribution m Ts ) is mainly due to the impurities and deformation in the 

sample and is not restricted by the size of the sample. 

2.6.5. The Paramagnetic Mixed State: 

I f Gibbs Free Energy 'G' is field dependent in a system, then one has to include 

the paramagnetism of the conduction electrons and equilibrium, along with Hc2 has to 

be re-evaluated. Pauli paramagnetic lumtation (PPL) was proposed by Qogston [40] and 

Chandrasekhar [41] independently and the theory was developed by Maki [32-35] and 

Werthamer, Helfond, and Hohenberg, WHH [42-44] who extended the solution of the 

linearised Gor'kov [30-31] equations for the upper critical field Hc2 of a bulk type-II 

superconductors to include the effects of PauU spin paramagnetism and spin-orbit 

impurity scattering. A schematic diagram of normal- and superconducting- state free 

energies versus applied field using WHH theory is shown in Fig.2.7. 

The reduction of the upper critical field below its ideal value H*c2 (upper 

critical field in the absence of paramagnetic Imiitation at 0 K), as a consequence of the 

presence of a finite Hpo (paramagnetically limited upper critical field at 0 K) has been 

described by the Maki parameter a as, 

(2-52) 
a = /̂2 

which can also be calculated from the normal state resistivity (Q-m) and volumetric 

specific heat coefficient Yv (Lm'^.K"^), using the following relation [50] as ; 

a = 2.35 X 10' YvPn (2-53) 

It can be concluded from Eq. 2.52, that i f one removes the PPL, then a ->0 [37, pp. 

526]. The actual field Hc2 can be increased to some higher field closer to H*c2 by 

introducing a spin orbit scattering (SOS) frequency parameter Aso in the WHH theory 

and by a combined parameter (3̂ ^ in the Maki's theory. 
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Fig.2.7: Schematic diagram of normal-state and superconducting-state free energies versus 
applied magnetic field, H^. An arbifrary temperature 0 < T < Tc is assmned. The normal 
state in the absence of Pauli spin paramagnetism is represented by AC and its 
continuation; that in the presence of spm paramagnetism, of susceptibility Xp. by the 
parabola A J. The field-ignoring superconducting state is represerited by DJ and its 
continuation; the point J defines the Qogston-Cham-asekhar paramagnetically limited 
first-order critical field. Hp. The parabola DB represents the response of a type-I 
superconductor to H^, with point B itself at the thermodynamic critical field. He. The 
magnetisation of a GLAG (nonparamagnetic) type-EI superconductor is represented by 
DEC with lower critical field, Hd , and upper critical field H*c2, at E and C, respectively. 
The inclusion of spin in the normal state leads to a first-order transition at an upper 
critical field corresponding to L. The further inclusion of spin in tiie superconducting state 
can lead to a second-order fransition at an upper critical field corresponding to G. Botii 
these upper critical fields, designated H^ in the figure, are lower than H*c2. The inset 
suggests that within the context of paramagnetic theory it is also possible to have a 
first-order s/n transition (at M) followed by a second-order transition at F with a 
metastable state lying between the two - after Werthamer et .al [37,44]. 
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,2 _ ,.3Aoo 
) T SO 1.11 

''SO 

(2.54) 

where Ao,, = Energy gap at zero Kelvin (=3.53 kgTc), TSQ = Spin-orbit scattering 

relaxation time and, 

Aso = 2>) / 37xkBTcTso (2.55) 

It is clear that as Aso Hc2-+ H*c2, with the vanishing of the paramagnetic difference 

between the mixed and the normal states. Qearly the condition a - f 0 is operationally 

equivalent to, (physically different) Aso-^°°, which means that by doping heavy element 

one can increase the frequency of SOS which leads to an increase in Hc2. 

But early experimental values of the critical field of Ti-alloys as shown in Fig. 

2.8, [45-47] exceeded theoretical values even with Aso set equal to <», and incidently 

then went beyond the range of WHH theory itself, which required TJO » [37]. 

However, Schopohl et. al. [48], shows that WHH theory with some corrections is still 

valid even when spm-orbit scattering is the dominant scattering mechanism. 
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Fig.2.8: Variation of the reduced field h = UcJHo with reduced temperature t. 
Data points for t > 0.9 have been omitted. The dashed curves are taken from 
Maki's theory with A so =0. The solid curves are from the WHH theory 
[Neuringer and Shapira, 45]. 
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2.6.6. PauH Paramagnetic Limiting 

I f the applied field is zero, there is a difference in the free energy of the 

superconducting and normal state. That difference is given by HQH^C which vanishes 

at H3 = H*c2 as result of a quadratic field-induced mcrease in g^iHJ [37,44]; The 

destruction of superconductivity by a magnetic field results from the pair breaking 

nature of the interaction of the field with both the conduction-electron orbits and the 

spins. The interaction [Fischer, 1990,49] of the field with the conduction-elecfron spms, 

the Zeeman terms, leads, when treated alone, to a first-order transition at the 

paramagnetic limit Hpo [ 40-41], given by, 

HoHpo = 1.84 Tc [Tesla] (2.56) 

The above resuh is accepted as the pure ''Paramagnetic limit" (pure in die sense that it 

determines the critical field in the absence of any other effect), which is illustrated in 

Fig. 2.7. [37. pp. 528}. 

Furthermore, spin-orbit scattering will reduce the paramagnetic pair breaking and 

thus enhance the paramagnetic limit. In the limit of strong spin-orbit scattermg 

(A,so»l) the paramagnetic critical field becomes, [50]; 

Hp =1.33 Vkso Hpo (2.57) 

In a real superconductor, both orbital and paramagnetic eff^ects have to be taken into 

accoimt when describing the critical field. 

2.6.7: Evaluation of upper critical field Hc2 

The upper critical field of a superconductor in the dirty limit (^o/l » 1) has 

been calculated by several groups [51-61]. Using the notation of WHH [44] who 

discovered the following expression for Hc2(T) for a superconductor in the dirty limit. 

t [2 4y ) 
1 ^—L 

\i It 
11 ikso^ 

[2 2t 
. ( A ) . 

[2 4Y 

where il;(x) representing the di-gamma function given by; d/dx log [ r(x)], where r(x) 

is tiie gamma ftmction, t=T/Tc, h= 0.281 Hc2(T)/H*c2(T), y = ( h^ - k2j4y'\ a is 

the Maki parameter defined in Eq. 2.52-2.53 and H*c2(0) is the orbital critical field at 

T=0 (as discussed above). In order to demonstrate the influence of on the form.of 

Hc2 we show in FigJ.9a, [ 50, pp.16] the reduced critical field hc2(t) for a = 3 versus 

45 



SS 0.18 

" 0.10 

0.02h 

0 0.1 0.2 0.3 O.i 0.5 0.6 0.7 0.8 0.9 1.0 
Reduced Temperature t = V T C 
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reduced temperature t = T/Tc, and for low values of Aso the form is completely 

different from that obtained for large AsQ-values. The lunit Aso-+ «> gives the universal 

curve, determined by [50-53]; 

In 
\ 1/ V 

(2.59) 

U 2/; 

Which is the temperature dependence of the orbital critical field H*C2(T). In the case of 

Aso»l we may write a smiplified equation for Hc2(T) in terms of H*c2(T)[50,52,53]; 

'^so^c (2.60) 

The second term on right hand side of Eq.2.60 is necessary to take into account the 

contribution of the mteraction of the conduction electron spms with the extemal field. 

Fig. 2.9b, shows the critical field versus temperature for many compounds of the type 

MMOfiXg, where M stands for metal, X = Chalcogen. The solid lines are calculated from 

Eq.2.58 using the values of Aso and a shown. 

It can be concluded from Eq. 2.60 that the paramagnetic correction is especially 

important m high fields, i.e. for T « Tc, Fig.2.8, [45, fig;2] but that it disappears in 

the limit T-̂ ^ Tc- In particular we have from Eq. 2.60; 

\ dT) Tc \ dT] Tc 
(2.61) 

since the both slope are equal at Tc, which implies that the influence of the 

paramagnetic interaction will start well below Tc. 

Using Resistivity Data 

Using normal state resistivity p„ (Q-m) data and volumetric coefficient of 

specific heat Yv (J.m'^.K'^) for any superconductor, Hc2(0) can be calculated as [2, pp. 

517]; 

Hc2(0) = 3.1 x lO^xYvPoTc (2.62) 

2.6.8. Calorimetric determination of Hc2(T) 

For most of the studies, it is convenient to compare the experimental results with 

theoretical predictions of the WHH theory for a "dirty" type n superconductor [32-35, 

4 2 ^ , 5 4 ] . For no Pauli paramagnetic limiting (PPL), the upper critical field at 0 K, 

H'c2(0) is given by. 

47 



PbMOgSg 

80 

60 

AO 

20 

- 1 — I — I — r 

C/T (mJ/K^g-at) 

• • 0 T 
17.5T 
2A.5T 

Fig.2.10a). Specific heat of PbMogSg in magnetic field [86]. 

75 

50 

25 

• I 1 1 1 « 1 I 1 1 • 1 • 1 

: B ^ ^ ( T ) 

-

V 
« 

• 
V 

« 

1 1 1 1 1 1 1 L 
\ • 

1 1 1 1 1 L 

10 

6.5 

5 

I. ' ' • I ' • 

5 10 15 
Tc(K) 

0 20 40 60 
B(T) 

Fig.2.10b). Applied field versus critical temperature, using the data of 
Fig.2.12a, the dashed line is drawn as guide to the eye. [86]. 

48 



ldHc2\ 
c dT T=Tc (2.63) 

where To and [dHca/dT] are measured quantities and A varies between 0.693 (for the 

dirty limit) and 0.726 (for the clean limit) [44,53-54, 85]. 

Hc2(T) can be determined using the specific heat data. A typical example of a 

superconductor in magnetic field is shown in Fig. 2.10a, where, the data of PbMogSg 

in magnetic field is plotted. The suppression of the specific heat jump in field, will 

give the initial slope [dH^dTly^To froJ^ where H*c2(0) can be calculated using Eq. 

(2.63). Hc2(T) of PbMOfiSg has been calculated using the data of Fig. 2.10a which is 

shown in Fig.2.10b [86]. 

2.7: Specific Heat of Magnetic Materials: 

The various forms of the magnetic materials are the result of the electronic spin 

configurations as explained in section 1.6. Here well give some idea about the specific 

heat of the magnetic materials. In the magnetic materials above their transition 

temperatiu-e T^ most of the metals like Al and ionic solids are paramagnetic. Below this 

temperature T^, the material is magnetically ordered. This temperature has different 

name for different magnetic ordering, i.e., Curie temperature for the ferromagnetic 

materials and Neel's temperature for Anti-ferromagnetic materials. Thus, the thermal 

energy required to raise the temperature above this temperature T^, may include a 

temperature-dependent magnetic contribution, which is expected to be observed in the 

specific heat. 

2.7.1: Cp of Ferromagnetic Materials 

The low temperature specific heat of a metallic ferromagnetic materials consists 

of three major terms and can be written as, [1] 

Cp = Y T + pT^ + h-l"^ (2.64) 

where vT, the electronic contribution, PT^ the phonons contribution, and the magnetic 

contribution is denoted by 6T '̂̂ . The 6 is the y-intercept of a graph between Cp.T-"̂  

and T'^. But, it is difficult to measure the magnetic contribution, as it is screened by 

the conduction electrons and lattice vibrations. However, very close to the magnetic 

transition temperature T^ (Curie temperature), a X-type anomaly can be observed. This 
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points to an order-to-disorder transition accompanied by rapid changes in a number of 

thermophysical properties. The magnetic specific heat of Fe, Ni, and Co is displayed 

in the Fig. 2.11a. [63, pp. 49]. The Curie temperatures T^ (and other phase transitions), 

are visible. 

2.7.2: Cp of Anti-ferromagnetic Materials 

The low temperature specific heat of an anti-ferromagnetic material can be 

described by the foUowmg way,[l] 

Cp = Y T + pT' + 6'T^ (2.65) 

Eq. 2.65 described the total specific heat in the usual way. Only 6' term has been 

included for an anti-ferromagnetic materials. Which can be measured by plotting a 

graph between Cp/T vs. T .̂ However, T -̂law for magnetic specific heat in these 

materials is of the same form as the T -̂law for lattice specific heat at low temperatures. 

This makes it virtually impossible to know the magnetic contribution in the total 

specific heat m these metallic anti-ferromagnetic materials. However, very close to the 

magnetic transition temperature, these materials also show a A-type anomaly. This A-

type singularity is a characteristic of second-order phase transition. This behaviour can 

be seen in Fig. 2.11b, where C/R (gas constant) is plotted against T [64] for TbP04, 

which is an anti-ferromagnetic material. 

2.7.3: The effect of Magnetic Field on the Cp of Magnetic Materials. 

To demonstrate the effect of the magnetic field on the A-type anomaly, Cp vs 

T at high temperature for a single crystal Ni [Connelly et.al.l971, 65] is displayed in 

Fig2.12a. It is noted that the application of the magnetic field reduces the anomaly 

height and broadens it while the transition temperature is slightly increasing for high 

fields. Similarly the effect of the magnetic field on an antiferromagnetic material 

(CeAlj), [Bredl,et.al,1978, 66] is shown in Fig.2.12b. It is shown that the appUcation 

of the magnetic field, is decreases the anomaly height and smears it. In this system, the 

magnetic transition temperature is also decreasing. 
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Fig.2.11a). The Specific heats Iron, Cobalt, and Nickel, (all are well-known 
ferromagnetic materials. C^ has been calculated after subtracting the electronic 
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Fig. 2.12b). Low-temperature specific heat C/T vs. T̂  for CeAlj, an 
antiferromagnetic material, in applied magnetic fields. Note that, after the 
application of the field, the height of the A-type anomaly and the transition 
temperature are reducing [66]. 
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2.7.4: Neutron/Susceptibility measurements on magnetic materials: 

Magnetic materials have a sharp anomaly in specific heat measurements when 

reaching their transition temperatures, say at Neel's or Curie's temperature. But this 

confuses the issue of what class of material is under investigation. That can be found 

after performing neutron diffraction experiments or measuring the susceptibility. The 

difference between anti-ferromagnetic and ferromagnetic is profound, anti-ferromagnetic 

materials do not have any sharp anomaly in susceptibility measurements, while 

ferromagnetic materials do show an anomaly at the transition temperature, which makes 

it easy to fmd the order of the magnetic material [16]. Another profound difference 

between these two types of materials emerges after the application of the magnetic field. 

When a magnetic field is applied to an anti-ferromagnetic material, the height of the 

anomaly is reduced and the magnetic transition temperature decreases for higher fields, 

whereas for ferro-magnetic materials, a magnetic field will reduce the height of the 

anomaly but the transition temperature starts increases slightly. 

2.8: Co-existence of Superconductrvity and Magnetism: 

Apparently magnetism and superconductivity have the opposite nature and co­

existence of these two m the same material at the same time have confused many, 

peoples. Gmzburg m 1957 [67], first discussed the possible reason for co-existence of 

superconductivity and magnetism. Matthias et al. [68-69] experimentally addressed this 

question for the first time in 1958 by introducing magnetic impurities in the 

superconductors. But the investigations were made difficult by the absence of materials 

where the phenomena could be properly studied. The discovery in the mid-seventies of 

the ternary superconductors containing a regular lattice of magnetic ions, like 

(RE)Mo6S8 [70-72, 78-80], (RE)Mo6Se8 [73-75,78-80] and (RE)Rh4B4 [76-80] changed 

this situation (RE stands for rare-earth metals). 

The essential property of these compounds is that the magnetic 4f-electrons are 

just sufficiently weakly coupled [49] to the conduction electrons so that magnetism and 

superconductivity can coexist to a certain extent, although sufficiently strongly coupled 

that rather dramatic effects occur in the mterplay of the two phenomena. Whereas the 

rule is normally that the two phenomena couple too strongly, the discovery of the new 

oxide-superconductors [81-82] have given us the example of the (RE)-Ba2Cu307 
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compounds, where the two phenomena coexist with practically no coupling at all. 

Using the solution of Eq. 2.59, one can write an equation for the critical field 

Hc2(T) in terms of the orbital critical field U*^! [50, 61] , 

'^so^co 

(2.66) 

where M(Hc2,T) is the magnetisation, A„ is magnetic scattering and Hj is the effective 

exchange field. 

2.8.1: Ferromagnetism and Superconductivity: 

In the case where both the scattering and the polarization effects can be 

neglected (i.e. very weak exchange interaction), Eq.2.66 leads to [49,61]; 

Hc2(T) = H*c2(T) - M(Hc2,T) (2.67) 

Eq. 2.67 suggests that superconductivity will be destroyed whenever the magnetization 

exceeds the orbital critical field. Thus, as a result of ferromagnetic order, if the 

magnetisation increases abmptly, one expects that the critical field decreases abruptly 

and superconductivity may possibly disappear altogether. However, in type-U 

superconductors it is rather plausible that H*c2 > MQ (Mo= saturation magnetisation) and 

thus this electromagnetic interaction between the magnetic moments and the Cooper 

pairs does not necessarily exclude coexistence. 

If the electromagnetic and the scattering term are neglected, in Eq. 2.66, in such 

cases, the critical field is given by,[49-50] 

HJ,D = ^ 7 ) - 0 . 2 2 - ^ [ ^ ^ 7 ) + M ^ c ^ , 7 ) + ^ / ( ^ c 2 . 7 ) f ^ '̂̂ ^^ 
so^ c 

Most of the temary superconductors have Hc2(0) and M(Hc2,T) of the order of 1 T or 

less, while Hj is the several tens of Tesla, so that we can write Eq. 2.68 in terms of 

Magnetisation M (since Hj is proportional to M) as, 

Hc3(T) = H*c2(T) - AM^(Hca, T) (2.69) 

This Eq. is similar to Eq. (2.67). The only difference is that the term subtracted 

from H*c2 in Eq. (2.69) may become much larger than the one in Eq.(2.67). This is the 

term which in most ferromagnetic materials makes a coexistence with superconductivity 

impossible. 
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2.8.2: Paramagnetism and Superconductivity: 

In a paramagnetic material, the field and temperature dependence of the 

magnetisation may result in a very unusual temperature dependence of Hc2(T). As close 

to Tc, the second term in Eq. 2.69 is very small, but as T decreases and the critical field 

increases, the second term rapidly grows and finally dominates, so that the critical fields 

determined by the condition that the second term does not become too large. This leads 

to a rounded peak in Hc2(T) curve and, thus decrease of Hc2 at low temperatures. In the 

ternary superconductors, several examples of this behaviour have been found. Fig. 2.13, 

shows the example of some (RE)Mo6S8 superconductors [80]. The round maximum is 

not related to magnetic ordering but rather to the gradual polarization of the spins by 

the external field. The minimum at low temperature reflects an antiferromagnetic 

ordering. The full line is the theoretical curve using Eq. 9 in ref [49]. 

2.8.3: Anti-Ferromagnetism and Superconductivity: 

In an anri-ferromagnetic material the possibility of coexistence of 

antiferromagnetic and superconductivity was first considered theoretically by 

Baltensperger and Strassler (1963) [83]. They showed that coexistence is possible, but 

that the superconductmg state would be modified by the antiferromagnetism [87]. 

Today, a number of compounds have been found where the two phenomena coexist. 

Such a behaviour, for an antiferromagnetic-superconductor is shown m.the graphs of 

Hc2(T)vs. T m Fig.2.13. 

Low temperature specific heat measurements have been carried out for several 

of ternary antiferromagnetic superconductors [74-75,77-78]. As can be seen from 

Fig.2.14, a pronounced lambda type anomaly was found at the magnetic phase transition 

of the material, GdMogSe, where the specific heat of a nonmagnetic material 

(LuijMogSft) is compared. For the Gd compounds it was found that the entropy was 

roughly equal to the Hunds-rule value, i.e. R hi(2J+l). However, for the other RE the 

entropy is lower, illustrating the importance of crystal field. In most of these 

investigations other anomalies are found in the temperature range between 1 and 10 K. 

So far one has not been able to connect these with other properties of the Chevrel 

phases, and no satisfactory explanation has been found. In view of the difficulty of 

making very pure material, it is not excluded that these anomalies are connected with 

impurity phases. 
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Part II 

2.9: Synthesis of Chevrel Phases: 

As stated in chapter 1, Lead Chevrel phase material is a potential candidate for 

the next generation to be used in industrial application. Its careful and proper sample 

preparation are very necessary to study the stoichiometry of the compounds and to 

investigate the mtrinsic properties related to their crystal stmcture. Very dense and 

homogeneous samples are essential to investigate the transport properties and achieve 

very narrow superconducting transitions. For this purpose many different techniques 

have been used to get pure Chevrel phase compounds. To fabricate bulk and smgle 

crystal materials, different techniques are used. Some of them are described below; 

2.9.1: Bulk Materials 

The bulk materials can be fabricated iising the. Solid State Reaction Process, Hot 

Pressing, and Hot Isostatic Press. They are described below; 

Solid State Reaction Process 

The Chevrel phase compounds can be synthesised by the soUd state reaction 

technique. In this method, the starting materials, RE (rare earth). Mo and X are mixed 

together in an inert and sealed quartz crucible. An intermediate synthesis can include 

synthesizing molybdenum chalcogenides and RE-sulphide or selinides. A single phase 

sample can be achieved by one or two annealing reactions at a temperature ranging 

between lOOO*̂  C and 1200'̂  C. However, the compounds prepared by this method are 

shghtly Oxygen contaminated due to the quartz tube. This contamination effects the.Tc 

and other superconducting properties. [88] (Hinks, 1983). 

Hot Pressing: 

To get rid of the porosity and have a good connectivity between the grains. Hot 

Pressing is used. In this method, the smtered powders are hot pressed by applying a 

uni-direction pressure at 1400" C for several hours in pressure of 1.7-3 kbar using a 

graphite matrix [ 90, Meul, 1982]. The hot pressed, high density samples are cut into 

different shapes of samples for transport properties measurements. In his way the grain 
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size is 1 |im, which is smaller than melted or single-crystal samples. These samples 

have high specific resistance as compared to melted materials. But they can be used in 

the experiments where single crystals are needed but are difficuh to synthesise due to 

the decomposition effects. 

Hot Isostatic Press: 

This method is currently used in Durham University to get rid of the porosity, 

to get a better connectivity between the grain boundaries and dense material. Since the 

sample is fabricated in the controlled enviromnent, contamination can be minimised. 

This method will be explained in detail in Chapter 7 and 8. Here only the basic 

principle is described. In this method, the sample (wrapped in Mo) in the Hot Isostatic 

Press (HIP) unit is squashed from all sides with the Argon pressure surroimding the 

sample present in the HIP unit. The temperature of the vessel can be increased to 2000 

°C with 2000 kbar pressure. 

2.9.2: Single Crystals 

Melting Process: 

Although the high vapour pressure of Chalcogen materials make it difficult to 

melt these materials in the open air without losing something or without contamination. 

The contamination can be made negligible if a large pressure of some inert gas is 

applied around the sample. The best resuhs have been obtained in the system of 

Cû MogSg and EuMogSg which melt congruentiy. Grains of the order of several cubic 

millimetres have been produced by this method. [89, Flukiger and Baillif, 1982]. 

However it is difficult to get pure PbMogSg by this method. 

Crystal Growth: 

Many single crystals of Chevrel phases have been achieved by transporting 

halogen gas around the crucible. Good single crystals of the order of 1 x 1 x 1 mm^ of 

almost all the Chevrel phase compounds can also be obtained by using an off-

stoichiometry starting product and hold it at a temperature of 1600° C in a sealed 

molybdenum cnicible [91, Horyn, 1989]. 
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2.9.3: Thin Films: 

Thin films are very suitable material to investigate the mtrmsic transport 

properties of the Chevrel phase materials specially the critical current density. Due to 

their geometry thin films are potential candidate for the applications. 

Thin fihns of MMogSg (M= Pb, Sn, Ag, or Cu) can be obtained by co-

evaporation method [92, Webb, 1985] or d.c. sputtering process [93, Woolam, 1982]. 

Sputtermg takes place on the target with the material of MMogSg, or a suitable amount 

of M0S2, molybdenum and M elements. For Cû Mô Sg the co-evaporation of 

molybdenum and copper in the presence of a hot sulphur vapour (H2S or sulphur) gives 

interesting results. As sapphire has almost same thermal expansion as the Chevrel 

phases, the best results can be obtained using sapphire as a substrate. In situ preparation 

of lead Chevrel phase thin-films has always failed due to high vapour pressure of lead 

above 800° C. However, good PbMogSg filins have been produced by post annealmg the 

films under a lead atmosphere. 

2.10.: Crystal Structure of Chevrel Phases: 

The structure of ahnost all the Chalcogen Chevrel phases is m the sequence of 

layers -S-S-M-S-S-M- [94, Matthias, 1972] where M is a transition metal. The metal-to-

metal interaction between the layers is weak and the compounds have a pseudo two-

dimensional network of metal atoms. Up to now about 160 compounds are found to be 

the same structure with the a basic buildmg block of MogXg unit shown m Fig.2.15b. 

This unit appears as a pseudocube with one chalcogen at each comer and one 

molybdenum located ahnost in the centre of each face. The basic structure of the 

Chevrel phases is made from the stacking of these MogXg units in an almost cubic unit 

cell as shown in Fig.2.15a. Along the cube axis there is a free space either around the 

central atom or between the adjacent planes of the MogXg unit. 

There are two types of structure in Chevrel phase materials, depending upon the 

tliird element added to the cluster of MogSg [95]. If the added element is a lighter one, 

say Cu, then it will tend to occupy the space on the edges of the large cube, while the 

heavy atoms like a rare-earth, Pb or Sn, have a tendency to occupy the comers of the 
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(a) 

M Mo O X 

S(5 ) M = Pb,Sn.Gd.Eu,Cu,Ni 
S ( 2 ) x = S . S e . T e 

(b) 

Fig.2.15. (a): The crystal structure of Chevrel phase materials, (b): One building block of the 
crystal structure. 
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large cube. Since we are mainly concerned with the doping of Pb to the MogSg cluster, 

one can consider the simplification that there is no rhombohedral distortion to the cubes. 

In actual practice, the rhombohedral angles a vary from 88.9 to 89.8 for the systems 

like PbMogSg, whereas for calculation purpose people use 90.0. [96, Maple and Fischer, 

ppl74]. It is noted that Tc is a very sensitive parameter to the variation in the angle .a 

which is difficult to explain. 

The most interesting physical properties are believed to be evolved from the 

octahedra cluster of MogSg which is closely packed with ~ 74% of packing ratio since 

the arrangements of the atoms is similar to that of the fee lattice, while the whole 

volume is not closely packed with only about 42% packing ratio [96]. The Pb atom 

occupies a relatively large volume between the octahedra. The closest neighbours to this 

atom are the S atoms in the comers of the octahedra adjacent to the Pb site. These S 

sites are called the Sj while the other six S sites are called the Sg sites as pointed in the 

Fig.2.15b. Among the 15 atoms per cell, there are 4 inequivalent potential sites, one 

with Pb, one for Mo, and two for S atoms as stated above. The distance between two 

Pb atoms is usually 6.4 A, which is shown in Fig.2.15a. 

2.11: The Electronic and Magnetic Properties: 

The most physical properties of these temary materials depend on the third 

element to be added to the MogSg cluster which stabilises the crystal stmcture. This 

effect is due to the transfer of valence electrons to the electronic deficient cluster, which 

stabilises the crystal stmcture [97,98] and modifies the other physical properties such 

as Tc. A simple calculation shows that every Mo atom yields a 3.66 valence electrons 

in PbMogSg (Tc ~ 15 K) and 3.83 electrons in LaMogSg (Tc ~ 6 K) [96]. 

The crystal stmcture and the band calculations [96] for the temary Chevrel phase 

material show that, these materials can be considered as a molecular compounds of 

three distinct networks; 

a) ; a network consists of Mo-clusters, responsible for the superconducting 

properties. 

b) ; a network formed by the chalcogens, which gives the intercluster bondings 

and forms the channels to develop the three dimensions in space. 

c) ; a ner%vork constitute by the M"̂  atoms mside the chalcogen channel. 
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The main magnetic properties of these compounds are based upon the nature of the M^ 

ions. So, if M is diamagnetic (e.g. Cu"̂  or Pb*"̂ ), the compounds show a temperature 

independent paramagnetic behaviour [99,100], because the diamagnetic contributions 

from the closed electron shells and the paramagnetic contribution due to the orbital 

motion of the valence electrons partially cancel each other, whereas the addition of 

magnetic ions (Fe"̂ "̂ , RE*"̂ *) gives a Curie-Weiss behaviour over a wide temperature 

range [101,102]. The susceptibility and the specific heat measurements show tiiat the 

electronic density of states per atom is about 2-3 times lower than that of A15 

compounds such as NbjSn etc. 

2.12: Summary: 

In this chapter theoretical considerations have been addressed which will be 

needed to explain the behaviour of low temperature superconductors, particularly 

PbMogSg and Pbi.̂ Gd̂ MogSg, which are considered m this tiiesis. The defmition of 

specific heat in SI units, the theory of specific heat considering first the approach 

adopted by Einstein with constant angular frequency, its drawbacks and then the final 

form of Debye's theory of specific heat have been discussed. Although Debye theory 

is in good agreement with experunental observations at very low and high temperatures, 

it has a slight deviation m the mtermediate temperature range which is. due to the over 

shnplification of a linear dispersion relation to describe all vibration modes. 

The electronic specific heat has been discussed using Fermi-Dirac statistics. As 

electronic specific heat is = 1 % of the lattice contribution at room temperature, so it can 

be ignored at that temperature, but it becomes quite significant at very low and very 

high temperatures. Experimentally, the specific heat Can be separated in a lattice and 

a electronic contribution using a Debye plot where Cp/T versus T̂  gives a straight Ime 

and the slope of this straight line gives the lattice contribution and y-mtercept represent 

the electronic contribution. 

The Cp of type-I superconductors in the light of classical thermodynamics and 

tiie BCS theory has been discussed. It is evident that the discontinuity in the specific 

heat in the absence of a magnetic field is a second order phase ti-ansition as there is no 

latent heat uivolved, but it is a first order phase transition in the presence of magnetic 

field. Superconductivity can be destroyed if the applied field is higher than He. 
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The specific heat of Type-II superconductors has been discussed in the light of 

GLAG theory, which is most extensively used for type-II superconductors in magnetic 

fields. As there is no change in entropy during the transition from superconducting to 

mixed state or mixed state to normal state and no latent heat is involved, it is second 

order phase transition, both in the absence, and in the presence of magnetic field [1, pp. 

51,20, pp.200]. Electronic specific heat of type I I superconductors can be explained on 

the basis of Gibbs free energy. Furthermore, the height of the jump gives considerable 

information concerning the material's homogeneity or inhomogeneity. 

High field and magnetic studies have been discussed in tiie light of WHH 

theory. To get a reaUstic description of the thermodynamic critical field Hc2 it is 

necessary to take into account both the orbital and paramagnetic effect of the extemal 

field, as well as non-magnetic and spin-orbit scattering. The effect of the non-magnetic 

scattering is to reduce the effective coherence length and thus decrease tiie effect of the 

orbital part of the magnetic field, whereas the spin-orbit interaction increases the limit 

to break tiie Cooper-pairs, tiius increasing the paramagnetic limit Hp. The critical field 

Hc2 can be calculated using the specific heat measurements. The breakdown of PPL in 

high Hc2 materials can be switched to WHH theory where spin-orbit scattering plays 

an important role. Although WHH theory is in good agreement with tiiat of 

experimental values, it still has some limitations in the range of very low teinperatures 

and at high applied fields. 

For magnetic materials, above tiie transition temperamre, tiie materials behave 

like an ordinary material. Below this temperature, the material is magnetically ordered. 

However, at the ttansition temperature, a A,-type anomaly is discovered, which has a 

different origin compared to a superconductor. This X-type anomaly is present in both 

ferro- as well anti-ferromagnetic materials. The magnetic specific heat C^ is difficult 

to measure due to the presence of elecfronic and lattice contribution. However, it can 

be estimated after subtracting these contributions from the total specific heat or 

comparing the specific heat of a non-magnetic material with that of the magnetic 

material in the same temperature range. 

The co-existence of superconductivity and magnetism in the same material at the 

same time is unusual. Yet in some superconductors both can exist at the same time. It 

can be explained on the basis of the exchange interaction between the conduction 
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electrons and the localized magnetic moments. The discovery of High Temperature 

Super-Conductors (HTSC) has demonstrated that the two phenomena can exist together 

with practically no coupling at all. 

For our study, emphasis wil l be placed on the PMS class of materials as they 

have the potential to be used in industrial applications to produce magnetic fields 

beyond 20 T to 40 T. It is necessary to fabricate the required material in its suitable 

proportions and understand its crystal structure. The big problems of fabricating Chevrel 

phase materials are, the contamination during the fabrication process, granularity, and 

porosity. The basic and applied science of these materials will be addressed in the 

coming chapters. • -
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CHAPTER 3 

R E V I E W O F TECHNIQUES TO MEASURE SPECIFIC HEAT 

3.1. Introduction: 

There are many techniques by which one can measure specific heat of a 

material. Some techniques are more useful for bulk samples, some for very small 

samples, and some are more suitable for thin films. Similarly some techniques give 

better results when used at higher temperatures, some are suitable at intermediate 

temperatures, and some are best for low temperatures and ultra low temperatures. 

Differences include design and construction of instrumentation and the thermometry. 

There are four major established techniques in use at present within the research 

groups all over the world, they are, Heat Pulse Method, Thermal Relaxation Technique, 

Ditferential Calorimetry, and Steady State A.C. Technique. The advantages and 

disadvantages of each will be discussed in this chapter. 

The chapter consists of eight sections. Section 3.2 outlines the factors which 

effect the design of an experiment. In section 3.3, the heat pulse method has been 

discussed. Section 3.4 describes the thermal relaxation technique. In section 3.5 

differential calorimetry is discussed and section 3.6 consists of the a.c. technique. In 

section 3.7, specific heat measurements in high magnetic fields have been described 

and the summary is outlined in section 3.8. 

How can the specific heat be measured experimentally? In the next section the 

discussion about the established calorimetry is presented. 

3.2: Established Calorimetry 

The calorimeter is an instrument in which heat exchanges in a system can be 

measured. The essential requirements are, the calorimeter, which consists of a sample, 

a resistor, and a thermometer [1]. In development of a technique to measure specific 

heat one has to keep in mind that it should be robust, easy to use, and may have to be 

equally useful valid in high magnetic fields, where the dimensions of the probe 

becomes a crucial factor. The thermometry used, should be highly sensitive. High 
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resolution and precise instruments are needed for the data acquisition. The method 

chosen for the measurement of specific heat depends on the consideration of many 

factors as follows: 

1) . The temperature range of interest. 

2) . The size (especially thickness), thermal time constant and thermal conductivity of 

the sample available. 

3) . The magnitude of the total specific heat relative to the effect under investigation. 

4) . The desired accuracy and the resolution. 

The basic requirements for the heat capacity measurements are shown in Fig. 

3.1. In the figure, S, sample; H, sample heater; Thi, to sense the sample temperature 

and Th2, to sense and control the background temperature; K^ ,̂ is the thermal 

impedance between the sample and the heat sink acting as a background; K.^, is the 

thermal impedance between the sample and the thermometer; and K H is the thermal 

impedance between the sample and the sample heater. The arrows show the heat leak 

due to the radiation during the course of the measurements. From many established 

Background' 

- w H T h i 

Fig.3.1: Schematic arrangement for heat capacity measurements. S, 
sample; H, heater; Th^ and Thg are the sample and background heater 
respectively; K^̂ , thermal impedance between the sample and the 
background; !<„ and K-n, are the thermal impedance between the 
sample and the sample heater or sample thermometer respectively. 
Arrows shows the radiation from the sample. 
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calorimetry techniques, only four major techniques are being discussed below taking 

into account the factors stated above: 

3.3: Heat Pulse Method 

The heat pulse method is a traditional technique for measuring Cp. The basic 

principle to measure specific heat is, adding some heat AQ to the sample and 

measuring the corresponding rise in temperature AT. There are different techniques for 

adding heat and measuring- AT. Usually, after the pulse, the temperature of the system 

is allowed to decay freely [1]. 

The idea of using electrical energy as the heat input and measuring 

corresponding rise in temperature was first introduced by Gaede in 1902 [2] and 

further development was done by Nemst in 1910 [3] and Eucken in 1909 [4]. The 

modem adiabatic vacuum calorimeter is based on their ideas [5]. The adiabatic method 

was further developed by Southard and Andrew [6] for very low temperature 

calorimetry. 

The basic requirements for this technique are [5]: 

1) . The sample should be in thermal equilibrium with its surroundings at the 

beginning of the measurement. 

2) . The sample should be isolated from its surroundings during the measurement 

as much as possible. 

3) . Adding heat energy to the sample. 

4) . Accurate thermometry. 

When a heat pulse is appUed to the sample it raises the temperature; This rise 

in the sample's temperature is sensed by a very sensitive thermometer mounted on the 

other side of the sample. The heat leak due to conduction, convection and radiation are 

kept as low as possible. Heat leak due to conduction can be minimised, i f not 

eliminated, by using thin wires, (high thermal resistance), and keeping the sample as 

isolated as completely as possible from its surrounding using adiabatic shields. 

Convection can be reduced by having a high vacuum inside the probe and the radiation, 

using super-insulation and adiabatic shields. In the whole course of measurements the 

background temperature is kept very stable. Fig.3.1 shows the simple system of this 

kind of experiment. 
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specific heat has been measured and described using heat pulse method by 

many research groups [7-15] with slight modifications. For an ideal system where there 

is no heat leak and the sample has infinite thermal conductivity and the heater, 

thermometer and the connecting wires have zero heat capacity. 

3.3.1. Heat Pulse for K = ~: (Ideal Case); 

We assume: the sample is perfectly isolated from its surrounding and has 

infinite thermal conductivity; the intra-sample time constant is shorter than the external 

time constant of the heat leak and the thermometer and heater have negligible heat 

capacity. Let the background temperature of the system be TQ and the time of the heat 

pulse At is greater than the intra-sample time constant. Under these conditions, when 

a heat pulse is applied to the system, there is no heat leak and all the heat is stored in 

the sample and the sample's temperature wil l rise from TQ to TQ + AT. Mathematically, 

[14], 

Applied Power = Power recieved in the sample, 

P R = mCp(AT/At) (3.1) 

or in the limiting case, 

nAT 
r - (3.2) 

Where, 

Cp = Specific heat of the specimen ( J.gm"'.K"*). 

I = Current through the specimen in Amp. 

R = Resistance of the sample heater, 

m = Mass of the specimen in grams. 

AT = Rise in the temperature due to the addition of heat. 

Advantages of this method are, 

1) . h is a fraditional and well established method. 

2) . It can be used at any temperature, e.g. at very high, intermediate, low 

temperatures and with some modification, at ultra low temperatures. 
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3) . This is very accurate and gives precise measurement (0.001%). 

4) . Can be used for the samples with very low thermal conductivity. 

Disadvantages of this method are, 

1) . In this method, only point to point measurements are possible, which is 

time consuming. 

2) . In the phase transition measurements, in the vicinity of Tc, peak may be 

missed. 

3) . Only large samples can be measured. It is not suitable for very small 

samples e.g. single crystals. 

4) . To get the correct specific heat, the addenda contribution need to be 

subtracted. 

5) . To inject heat into the sample, heat switches are required. 

6) . To keep isolation of the sample from its surroundmg and maintaining the 

adiabatic conditions during the measurements, need to control on thermal exchange gas 

and a high vacuum inside the calorimeter is required. 

Note: This method is discussed in detail in chapter 4 of diis thesis. 

3.4: Thermal Relaxation Technique: 

This method was introduced by Bachmann et. al. [16] in 1972 in the 

temperature range of 1-35 K for very small samples. Schutz [17] and . Sellers [18] 

extended the measurements to below 1 K. Djureck and Baturic [19] have extended the 

method toward intermediate temperatures and Junod [20] toward high temperatures. 

This method can be used to measure heat capacity of very small samples. The 

schematic and the principal of this method is shown in Fig.3.2. The heat leak through 

the thermal link, the heat capacity of the sample can be compensated for. A l l the 

applied heat pulse is not stored in the sample but some of the heat will leak through 

wires and through the exchange gas, even during the time of pulse as shown in Fig. 

3.2. Taking this heat leak into consideration, to a first approximation, Eq.3.1 can be 

rewritten as, [14]; 

Applied Power = Power recieved in the sample + Power losses from the system (3.3) 
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Fig.3.2: Principle of non-adiabatic calorimetry. A schematic arrangement for the 
thermal relaxation-time method. S, represents sample, sample heater, and the. 
sample thermometer; Tb, constant temperature block; AAA, thermal link; P, 
heating power. When the heater power is switched-off, the system is allowed to 
decay freely towards its initial temperature T ,̂ w.r.t. time [28]. 

After the pulse, the sample is decaying freely, then Eq. 3.3 can be written as 

(3.4) 

where Q is the total power loss from the system. The heat is leakmg into its 

surroimding by conduction, convection and radiation. One needs to develop a 

relarionship where all these types of heat leak are addressed. Due to the high vacuum 

mside the probe, the heat leak due to convection can be ignored. 

Let us consider the heat leak due to conduction only. Let us suppose A, is the 

cross-sectional area of the thermal link, L, the length of the link, and K, the thermal 

conductivity. Let T, be the sample temperature, and the surrounding or background 

temperature is taken to be TQ. I f T is the temperature of the sample at any time t, then 

the rate at which heat flows by conduction down the thermal link is given by the 

expression: 
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Q = -KA^ (3.5) 

where, AT = T,- To comparing Eq.(3.5) with that of Eq.(3.4), ignoring the finite 

thermal conductivity of the sample for the time bemg, the heat flow due to thermal 

conduction down to the thermal link can be written as [15], 

- -KA i ^ i : ^ (3.6) 
dt " L 

The rate at which heat is transferred away from the sample through thermal radiation 

is given by the Stefan-Boltzmaim law: 

^ \A (3.7) 
Q, = - e i b [ 7 f - 7 ? ] 

e = emissivity of material 

S = surface area of sample 

a = Stefan-Boltzmann constant 

Make substitution T, = TQ + AT, m Eq. 3.7 gives: 

<?i = -eSa[(ro+Ar)4-ro'] (3.8) 

On simplification and taking only leading terms, gives, 

Substituting AT = T - TQ, (as Tj =T), in Eq. (3.9) and simpUfying, one gets: 

dt 
-eSaAT^[{T-T^] (3.10) 

Comparing this with Eq. (3.4), one gets, 

dT -^^"^ ̂ TI{T-T^] (3.11) 
dt 

Smce the total heat loss is the combined effect of the heat loss due to thermal 

conduction and heat loss due to thermal radiation, so combming the expression of 

thermal radiation Eq.3.11 with that of thermal conduction Eq. 3.6, gives: 
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Integrating both sides with respect to time t, gives: 

(3.13) 

simplification, gives: 

[r-To] = 5 e x p '''' ^^-^^^ 

where B = integration constant. 

With the initial conditions 

T = T, when t = 0 

and T = To when t = «> 

then Eq.(3.l4) becomes: 

[T-T,] = [ T ; - exp Gt (3.15) 

yvAere G= ^ a^47^] ^3^^^ 

writing T - To = AT, and Tj - TQ = AT„„ in Eq. (3.15), one gets, 

(3 17) 

^T = [Ar_] exp-^' 

Taking natural log of both sides gives, 

hiAr = h i [ A 7 ; j -Gt 
Differentiating Eq.(3.18), gives, 

l l 
dt 
-^h dT = -G 

(3.18) 

(3.19) 

where G is inversely proportional to the decay time T ( T is the characteristic time in 

which system come to its initial temperature after the heat pulse). It is found 

experimentally that most of the heat leakage is due to conduction, so ignoring the 
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radiation term in Eq. (3.16), Eq. (3.19) becomes. 

^hi dT = - - L ^ 
dt C^L 

The value of Cp can be calculated from Eq. (3.20), as, 

C = - ^ r L _ i 

dt 

(3.20) 

(3.21) 

Hence the heat capacity of any material can be calculated using Eq.3.21, where thermal 

conductivity K, cross-sectional area A, and the length L, of the thermal link are 

constant quantities. 

This demonstrates that the heat leak wires should be of small diameter with 

almost zero heat capacity. I f the thermal conductance of the sample is high but less 

than that of heat leak wires, T(t) must be represented with more complicated form of 

exponential decay with different tune constants [23]. Let T , > > T 2 be the thermal 

coupling time between the sample and its surroundings and T J is the inter thermal 

coupling time between the heater, sample and the thermometer, then the decay curve 

can be described by Eq. 3.17 [23], 

T- To = A, exp(-t/T,) + A2 exp(-t/T2) (3.24) 

where A, and A2 are integration constants can be obtained by setting t = 0, gives 

Ai + A2 = AT (3.25) 

where the ratio T J / T , is of the order of 10"̂  or even smaller then Eq. 3.24 is a 

reasonable approximation. But i f one is working close to the phase transition of the 

sample, where the heat capacity changes very quickly then the cooling curve: can be 

represented by more complicated way and one has to consider the ful l decay equation 

as [22], 

dT/dt ^ _K_ (3.26) 
(r-To) ~ ' 0,T) 

which means very close to the transition temperature dT/dt and T must be known. 

Which is difficult to know and is a basic limitation of this method. However, this 

method can be used for accurate absolute heat capacity measurement away from the 

phase transition (to ~2%) and can be used to calibrate the data acquired by other 
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methods. This method is very sensitive and usmg this method the addenda correction 

can be made small. 

In the limit of very low K, the thermal relaxation method can be used in 

parallel with the adiabatic method, where AT is small enough that T does not vary 

appreciably between TQ and To + AT. The difficulty with this method is to measure T 

and the base line for TQ accurately. This is addressed in chapter 4. 

3.4.1: Sweep Method: 

In the sweep method, mainly two methods are used. In the first method, the 

power is continuously injected into the sample and at a steady state, the power is 

switched off and the sample is decaying freely to its initial temperature; In the second 

method, the power is injected continuously during the course of heating as well as 

cooling. The sample and sample holder are kept in thermal equilibrium, as both drift 

slowly in temperature, when the power is applied or removed. Suppose Q is the heat 

capacity of the sample and C^ is the heat capacity of the addenda, then the heat applied 

can be written as; 

(Cy + C.) = 

where dCJ/dT is the heat flux into or out of the sample assembly. I f P; is the heat 

applied by the sample heater and PQ is the heat (conduction) leak through the thermal 

link, ignoring the radiation, from the sample, then Eq. 3.27 can be written as; 

dt (3.28) 
( Q . C^) - {P, - P,)f^ 

It is clear that heat capacity of any material can be calculated using Eq.3.28, i f heat 

flow into the sample and the cooling rate are known. To monitor heat leak during the 

experiment is quite difficuh. This can be done by measuring the sample equilibrium 

temperature for different power settings of the heater and calibrating the heat leak. But 

this process is time consuming. This difficulty can be overcome by eliminating the 

term PQ from Eq. 3.28 by combining the heating and coolmg curves. [ Riegel and 

Weber, 25]. There are two ways to add heat, applying heat continuously with a 

constant heater power during the heating cycles, and switch off the heater power during 

the cooUng cycle. In the other method, the heating power is not switched off during 
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the cooling curve, rather it is adjusted in such a way that the rate of heating and 

cooling cycle remams constant [26]. This method is explained as the accuracy of the 

former method deteriorates outside some optimum range, so many cycles need to cover 

a large temperature range. But in the second method, dT/dt can be kept constant over 

a wide temperature range. 

For an actual heat leak Pq from the sample, let Pq +Pe as the calibrated heat leak 

with an error term P̂ , then the equation of the calorimeter can be written as, 

C _ jPt - P.) _ jPc - (3.29) 
{dndo, {dT]dt), 

where the subscript h and c are for heating and cooling cycles. Let K be the drive 

power during the heating and cooling run, then; 

Ph = Po + Pe + K (3.30) 

P, = Po + Pe-K (3.31) 

Putting the values of Ph and P̂  from Eqs. 3.30 and 3.31 into Eq. 3.29, one gets, 

(3.32) 

or 

C 

C = 

dT. dT, 
( ^ ) . - ( - ^ ) dt dt 

IK 

IK (3.33) 

f ^ ) ^ d?' ( ^ ) 

One can define the heat capacity, to be calculated from the heating or cooling 

curve alone, as Q, and Q: 

K (3.34) 

K (3.35) 

mdt)^ 
The above condition could be fulfilled only, i f error due to miscalibraton P̂  =0. 

However, inserting these values into Eq. 3.33, one can find the heat capacity of the 

sample and sample assembly as; 

C 
'^C C (3.36) 

It is clear from these formulae, that heat capacity can be measured knowing only the 
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heating and cooling rate. From Eq. 3.35, the systematic errors due to the heat leak 

miscalibration can be corrected. 

The advantages of this method are, no other parameter is involved to calculate the heat 

capacity, only one needs to know the heating and cooling rate. It can be used over a 

wide temperature range. The accuracy of these measurements is 0.6% [Henry, 26]. The 

problem with this method is, it takes a very long tune, the correction to heat leak can 

be miscalculated leading to a big error and the whole system (sample, sample 

assembly) should be in total thermal equilibrium. 

3.5: Differential Calorimetry 

In differential calorimetry two or more than two samples can be measured 

simultaneously. One sample is kept as a reference sample and the other as the sample. 

Using this technique very minute changes can be detected in the sample with respect 

to the reference sample. This technique was introduced by Shinozaki et. al., [27]. They 

measured electronic specific heat simultaneously of three samples, one of pure metal 

and two alloys of that metal and got 1% accuracy in the range of 2-4 K. Many research 

groups [28-37], have made developments m this technique using the same basic idea. 

In Fig. 3.3 [28], 'S' is the sample to be measured with respect to a reference 

sample Ŝ . There are two heaters Hg and v and two thermometers Ths and Th^, for 

sample and reference sample respectively. A thermocouple measures the temperature 

difference between the sample and reference. The same amount of heat is provided to 

both heaters, and the correspondmg changes in temperature are monitored by the 

thermometers. From the rise in temperature, one can determine the heat capacity of the 

sample and reference. More importantly when the heat pulses Qs and Q, are appUed 

to the heaters Hs and H„ they wil l generate a temperature difference of 6T = ATj -

AT, where AT^ and AT, are the change in temperature of sample and the reference 

respectively. This temperature difference 6T can be measured correctly usmg the 

thermocouple and used to calculate the heat capacity of the sample. 

Let us suppose the heat capacity of sample be Gp(s) and of the reference sample 

be Cp(r). Then the ratio between these two heat capacities can be written as [28], 

C/s) _ (AC?yA7p (3.37) 
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E.M.F 

Flg.3.3: A schematic diagram of the differential scanning calorimeter apparatus. 
S and Sr are sample and reference sample; and are the sample and the 
reference heater; Thg and Th^ are the sample and the reference sample 
thermometer respectively, TL, the thermal link between the sample and the 
reference sample; E.M.F., the thermocouple, and S C is the superinsulation 
shield [28]. 

{^){U6Tlt,T^ 
(3.38) 

for AT3 = AT, 

As this technique gives the relative heat capacities, it is clear that the ratio of 

Cp is less temperature dependent than the specific heat itself, this increases the relative 

sensitivity of the measurement, which is a big advantage of this technique. 

This technique works well i f the inner thermal relaxation times of the samples 

are equal or nearly equal [35]. I f not, then one has to consider the effect of inner 

thermal times or use some other way to overcome this problem. Marx, in 1978 [35], 

introduced a similar technique with some modifications. He used two samples 

cormected by a 'thermal weak link' and applying the ahemate heat pulses into the 

samples which causes heat flow in the opposite directions across the thermal weak link. 

In this way a temperature difference across the thermal link is generated which is 
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amplified and measured by a pile of several thermocouples distributed along this 

thermal weak link. The detected temperature variations are inversely proportional to the 

heat capacity of the two samples. By this way the problem of inner thermal relaxation 

time can be overcome. Loram [36] also developed a technique similar to Marx [35], 

but using steady current in the respective heaters, and measuring the AT in the heaters 

by detecting the thermal E.M.F. in the thermocouple piles, and balancing the heater 

current with a very sensitive Wheatstone bridge. He claimed a very high resolution of 

1:10̂  and an accuracy of 1:10̂  for Cp in the temperature range of 1.5 K to 300 K. 

The major advantages of this technique are, 

1) . The whole experimental set-up is commercially available. 

2) . The technique has high accuracy and resolution [36]. 

3) . Using this technique a small sample can be measured. 

4) . In this technique, it is very easy to load the samples, speedy measurements, 

can be made and it is easy to analyse the data. 

5) . A l l thermometers can be calibrated at the same tune. 

6) . It can be used from 1.5 K to 300 K or higher temperature [36]; 

Some disadvantages are, 

1) . Due to bigger size of the probe and the differential technique, it is difficult 

to use in very high fields ( bore of the field). 

2) . I f small samples are to be measured, due to their low heat capacity, the 

fractional errors are large. 

3) . The drift in thermal E.M.F. causes problems. 

4) . Due to the use of thermocouple, sensitivity is decreased below 10 K. 

5) . It is insensitive to the errors in calibration of thermometers. 

6) . Strong coupling between the heater and samples are required, as the thermal 

time constant is 2 sec. at 3 K and 20 sec. or more at 300 K. 

7) . It has a high accuracy of ±1%., but it is difficult with the present 

instrumentation to get an accuracy of ±0.05-0.2% as is possible with traditional 

techniques. 

8) . Differential scanning calorimetry is not as accurate as the adiabatic 

calorimetry. 

9) . When the shape of the transition is under investigation, it does not detect 
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all the phases present in the material i f a material has more than one phase [37]. 

3.6: Steady State A.C. Calorimetry 

As remarked by Clement et. al [38] and in private by many other calorimetrists, 

the traditional techniques have many complications. Ahhough one can get a very high 

accuracy of 0.001% using traditional techniques, the transient nature of the 

measurements, the noisy environment, the requirement of thermal isolation of the 

sample from its surroundings, the use of exchange gases and heat switches and the 

requirements of using a big sample size to minimize the effect of stray heat leaks, 

make it difficuh to investigate the heat capacity of a material thoroughly using 

traditional techniques. 

A l l these complications can be overcome using a steady state a.c. technique. 

This superb technique was introduced by Corbino et.al (39) in 1910. He used 

incandescent lamps as samples and obtained the temperature oscillations by measuring 

the oscillations of the electrical resistance at high temperatures. This technique was 

further developed by, Sullivan and Seidal [40-41], in 1966. They measured specific 

heat of superconductors at very low temperatures using steady state alternating current 

for very small samples using the second harmonic method. Handler et. al.[42] measured 

specific heat at very high temperatures, using the a.c. technique. This is very powerful 

technique to measure extremely small variations in Cp. It has a lot of other advantages 

over traditional techniques, which is why many scientists prefer to use it [42-54]. 

The basic principle and the schematic diagram for this method are shown in Fig. 

3.4. When an a.c. current of frequency co is passed through a sample, its temperature 

oscillates at twice the frequency of the current. That temperature oscillation is detected 

by a thermometer on the other side of the sample. In practice, a sinusoidal power P(a)) 

of fixed frequency co is applied to the sample which is coimected to the thermometer 

and the voltage detected by the thermometer is fed into the signal-averaging instrument 

(usually a Lock-in Amplifier). The a.c. voltage is converted into the temperature AT^^ 

and using a first-order approximation, we find [28,40]: 

AT,, = P((o) («C)-' (3.39) 

Hence measuring the amplitude of the temperature oscillations gives directly 

measurement of the reciprocal of heat capacity Cp of the sample. 
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Flg.3.4: A schematic arrangement for the a.c. technique. S, the sample, H, the. 
sample heater and Th, the sample thermometer; Tu, constant temperature block; 
_AAA_, thermal link; Kĝ ,, the thermal impedance between the sample assembly 
and the background block. 

This method is contrary to the adiabatic calorimetry where one has to wait a 

long time for the sample temperature to come to equilibrium. Hence in this method 

there is no need to wait for equilibrium of the extemal time constant T, , provided the 

internal relaxation time T2 = CyK, ( K is internal thermal conductivity) is short enough. 

This internal time is very important factor. The whole system assembly ( heater, 

sample and thermometer) must obtain thermal equilibrium in a time shorter than the 

inverse of the appUed frequency o otherwise one wi l l never get the required accuracy. 

To get 1 % accuracy the following condition must hold [28 ,40-41] , 

T , w / 1 0 > 1 > IOT^O) (3.40) 

For simplification, many factors have been ignored in the Eq.3.40. To describe this 

method in detail, two cases are being discussed as follows: 

3.6.1: Sample with inHnite thermal conductivity 

Let us consider the system shown m Fig. 3.4. It is assumed that the heater. 
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thermometer, and the sample each have infinite thermal conductivity and they are 

strongly coupled with each other. The whole sample assembly is coupled to a thermal 

Imk which has zero heat capacity. I f the sample is heated by a power P(t) then 

Newton's Law of coolmg wil l give the temperamre difference AT(t) between the 

sample and the reservoir (background) [22] as, 

C^^{t) = m - KAT{i), (3.41) 

The AT(t) can be obtained using a lock-m-amplifier at the second harmonic 

when the oscillatory power P(t) = Pocos^wt. After solving equation 3.41 for the steady 

state, the solution can be written as [22], 

D O (3 42) 

IK 4coC 

= A7;,+Ar^cos(2a)^-<^) (3.43) 

where ATj,, represents the constant temperature difference between the sample and the 

background, ATgc is the amplitude of the temperature detected by the lock-in-amplifier . 

due to the oscillatory heater power P(t), and ^ is the phase shift (tan (|)=2(OT, (|)= 7t/2). 

On the other hand if the sample has low thermal conductivity, then the whole 

sample cannot be heated" uniformly, and there will always be a temperature gradient 

m the sample. To overcome this situation one has to take into account the thickness 

and low thermal diffusivity. In the next section, a real system using the a.c. technique 

to measure the heat capacity is discussed. 

3.6.2: Sample with finite thermal conductivity: 

Following Sullivan and Seidal [40-41] for a finite thermal Unk between the 

sample and the bath: 

R 

^''^^'^\a*-RO) (3-44) 

where R = thermal resistivity of the heat link, and the constants are defmed by Carslaw 

[50], 

A* = cosh kl(l+i) , and 1 (3.45) 

C* = - Kk(l+i) sinh kl( l+i) , 

The thermal diffusivity n of a material is related to the thermal conductivity K 
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(W.cm '.K"') its density p (gm.cm"^) and its specific heat C (J.gm'̂ .K"^) by a relation, 

n = K /pC (cm^.sec"'). The constant k is defined by, (o)/2n)"^, 1 is the thickness of the 

sample and i = ^ - 1 . The sinusoidal heat flux through area a and thickness 1 can be 

written as, [40-41] 

4 = ^0,/) = ( ^ ) e ' " ' 
La 

(3.46) 

For a finite thermal link between the sample and the bath and a sample with 

infinite thermal conductivity (representing the copper sample), 

R 
(3.47) 

where Eqs.3.44 and Eq.3.47 are consistent with Eq. 3.39 in the limit that R tends 

infinity. 

Following Sullivan and Seidal and modifying Eq.(3.43), for the case, i f the 

phase shift is not equal to -90" which is changing with temperature, then one can write 

[51]; 

v/2 

where 

C 

Z= kl. 

R HI ^Tbennometer ^Plb 
(3.48) 

8 7 7 / VJ^LIA) dT 

(3.49) 

where RH is the resistance of the sample heater, S R V ^ T is the slope of the 

thermometer, V^^ is the root mean square value of the sinusoidal input and Vnns(LIA) 

is the root mean square value of the signal detected by the thermometer and measured 

by the Lock-In Amplifier. I-niennometer is the biased current to the thermometer, k is 

defined above as (a)/2n)"^ and 1 is the thickness of the sample. 

To determine kl , the phase shift analysis can be used as, 

tani/ 1 
tanSe 

1 + ( 
tanhvt/ (3.50) 

1- (tani/. 

89 is the phase shift observed. Z can be measured using Eq.(3.49). Hence using Eq. 
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(3.48), the heat capacity of any material which has low thermal conductivity can be 

determined at any temperature. 

This method has many advantages, some of them are listed below, 

1) . The sample is coupled to the bath (heat reservoir) with a thermal link. 

2) . It is a steady state measurement. 

3) . Continuous read out of the heat capacity and computer control is easy. 

4) . Very small samples of the order of 0.1 mg can be measured. 

4) . Extremely small changes in heat capacities can be detected. 

5) . To control the sample and the background temperature, there is no need to 

use heat switches or transfer of gas. 

6) . This method can be used for, amorphous superconductors [47], Uquids [48] 

and needle shaped specimens [49], at any temperatures. 

7) . There is no need to generate a very high vacuum in the chamber but on the 

contrary, can be used at high pressures [52]. 

8) . It is equally appUcable in high magnetic fields. [54-60]. 

There are some disadvantages of this technique, 

1) . In this technique, the addenda contribution is large. 

2) . For a sample with poor thermal conductivity, there might be a temperature 

gradient mside the sample, which needs to be accounted for. 

The addenda contribution can be minunised by usmg chopped modulated light 

(pulses) incident on the front face of the sample (S.E.Inderhees) [54] and measuring 

the voltage generated by a thermocouple on the other side of the sample. No physical 

heater needs to be mounted on the sample. 

3.7: Cp measurements of Superconductors in high magnetic fields: 

The field of specific heat measurements of superconductors in magnetic fields 

originated m 1932, when Kessom and Kok [53] while measuring the specific heat of 

tin accidentally obtamed a point in specific heat measurements due to a magnetic field 

higher than the H^ of tin. Since this discovery many people have measured the specific 

heat m very high magnetic fields [54-60]. When a magnetic field is applied to a 

superconductor, the jump height and transition temperature reduce, and if the applied 

field is liigher than the He or Hci the superconductor transforms into normal material 
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and obeys the T^ law. [ see e.g. chapter 2 and 6]. However, measuring the specific heat 

in a high magnetic field can be problematic. Two major problems which occur are, 

first, to measure the correct temperature and variations m the sample specific heat, as 

all the thermometers (except gas thermometer) are affected by the magnetic field and 

the second is generating a very high d.c. field. Both of these problems can invalidate 

research findings. To control the background temperature, a field independent capacitor 

thermometer [61] or bulky gas thermometer is therefore required. Yet the drawback of 

using capacitance thermometers is that they are not reproducible and sensitive enough 

to take accurate readings. This problem can be overcome by using a small resistance 

temperature sensor, diode sensor, or thermocouple for the sample temperature, which 

can be calibrated using the International Temperature Scale of 1990, according to the 

field. The other problem is, to generate high d.c. magnetic fields. High field 

superconductor materials can be used to generate high fields up to 21 Tesla, and after 

that level, a Hybrid magnet (33 T) can be used, though this introduces considerable 

problems of noise and vibration. To investigate the properties of superconductors with 

very high Hc2, one hence has to use pulsed magnetic fields. In a pulsed magnetic field, 

the system equilibrium is crucial, i f thermal equilibriimi is not achieved^ the observed 

values are too low. So when measuring specific heat in high magnetic fields, one has 

to be aware of such problems. 

3.8: Summary 

A wealth of information about the properties of the materials can be gathered 

by measuring the specific heat. Specific heat data can be used to determine various 

thermodynamic quantities and to reveal and characterise phase transitions. Significant 

advances have been made since the time of Nemst [3]. For example, automation by 

computer control is the most important development in this field in recent years. In 

established calorimetry, a precise and accurate measurement to 0.001 % is now available 

with the aid of heat pulse method. Though the precision drops dramatically for very 

small temperature increments. However, this method has been used [22,28] successfully 

for high resolution at very low temperatures. Heat losses can be minimised if not 

eliminated by using superinsulation shields, and very thin and high thermal impedance 

connecting wires. The correct AT can be measured by extrapolating the decay curve 
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back to zero time and applying Eq. 3.18 as described in section 3.4. Digital 

instrumentation can also be used to get precise data. However, this is a time consuming 

method and documentmg exact point to point data points, close to the transition 

temperature, peak in specific heat measurements, may resuh in some data being missed. 

This problem can be solved, using a long duration of pulse (step method), and using 

equation 3.20. Unfortunately, this is not suitable for very small samples. 

The thermal relaxation method is complementary to the heat pulse method. A 

thermal heat link is introduced between the sample and the background temperature to 

measure the decay curve, from where the heat capacity can be calculated. This is a 

high resolution measurement and is accurate to 1% if certain conditions are met. Usmg 

this method very small samples at very low and at high temperatures can be measured. 

There is no need to use an adiabatic shield to control the heat leak. The difficulty in 

this method however, is to measure the decay time T accurately, and then to analyse 

the data especially close to the phase transition, where the dT/dt is changing rapidly 

and consequently difficuh to measure. For a comparison with other techniques, see 

Table 3.1. However most of these problems can be overcome by using the sweep 

method. Where one needs to know only the rate of heatmg and the rate of cooling. 

Using differential calorimetry, the specific heat of two or more samples can be 

measured sunultaneously. One sample is kept as a reference sample and the other/s is 

measured for changes which occur due to temperature scanning or magnetic field 

variants. This method has a very high resolution, and accuracy i f certain conditions are 

satisfied, see Table 3.1. This method can also be used for small samples. Speedy 

measurements and easy analysis of the data, make it suitable to measure specific heat 

between the range of 1.5 K to 300 K [ Loram,36]. However, due to the large 

dimension of the probe, it is difficult to use this method for high magnetic fields where 

the diameter of the probe is a crucial factor. For smaller samples fractional errors are 

large, and thermocouple sensitivity below 10 K is low. Occasionally, differential 

calorimetry is misleading m detecting all the phases present m the material. Using this 

method 1 % accuracy can be achieved. 

Steady state A.C. Calorimetry is an excellent method for undertaking research. 

In this method an a.c. power, of particular frequency, is applied to the sample, and the 

temperature oscillarions are measured at double that of the applied frequency. This 
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Method Definition Time 

Constant 

Typical sample 

size (g) 

Conditions for 

1% accuracy 

Nemst-methodf^' 

(Heat Pulse) 

Cp=A(3/AT T i » 

minutes 

> 0.2 lOXi > tH > 

Bachmann et.al.̂ ^*' 

(Relaxation time) 

Cp « K , T , T , > 5 X 2 0.01 -1 T , » 

Shinozaki et. al. 

(Differential Calor) 

Cp(s)=Cp(,) 

AQ(s)/AQ(,) 

T , > I O T j 0.01 -1 T , » T2 

Sullivan et. al.'^' 

(AC. Method) 

Cp « 1/AT,, T j short 0.001-0.1 (tOTi/10) > 1 

> (OT2 

Table: 3.1: Comparison of some methods to measure small samples heat capacities. Cp is the 
heat capacity of the material, AQ, the heat input, AT is the temperature increment due to the 
heat, T , and are the external (sample to the surrounding) and internal (between heater, 
sample and the thermometer) time constants respectively, Xj, is the heating time, s and r 
represent the sample and the reference sample, (o is the angular frequency of the applied 
power, ATg,. is the root mean square value of the temperature increment due to the alternating 
power. 

method can be used to measure extremely small (< 0.1 mg) samples at ultra-low or 

at high temperatures. Further, there is no need to use high vacmmi and exchange gas 

switches. This is a very sensitive method, and extremely small changes in heat capacity 

can be measured i f certain conditions are met. See Table 3.1. It is equally applicable 

to use this method in very high magnetic fields, and in very noisy environments. Yet 

i f the sample has poor thermal conductivity, and the phase shift is not -90° then a 

modification in the data analysis needs to be introduced using equation 3.48-3.50. The 

addenda contribution can be large in this method. This can be minimised using chopped 

incident light pulses on the sample. 

Virtually all of the techniques discussed above can be used in the magnetic 

fields. However, major problems remain in the development of suitable thermometry 

and in the generation of high magnetic fields. The thermometry problem in high 

magnetic fields could be overcome by using a new, commercially developed, field 

independent thermometer by "Lakeshore Measurement and Control Technologies "[61] 

and high magnetic fields can be generated up to 23 T using low temperature 
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superconductors, this can be enhanced to 34 T using hybrid technology. There is still 

more development needed to produce the very high magnetic fields which are required, 

especially for the high temperature superconductors. 

In Durham, we are mamly concerned with the specific heat measurements in 

the temperature regune of 4 - 20 K on low thermal conductivity superconducting 

materials in high magnetic fields. We therefore need to choose a method which can 

fu l f i l l these requirements. As discussed earlier, differential calorimetry has excellent 

accuracy and resolution but limitations of sensitivity of thermocouple below 10 K, and 

its bulky dunensions make it difficult to use m our 40 mm high field superconductmg 

bore. The thermal relaxation techniques mam disadvantage is that close to the transition 

temperature it is difficult to calculate dT/dt, which is used to calculate heat capacity. 

As discussed above the heat pulse method is very accurate and precise method 

to measure heat capacity so it is used to check the accuracy and precision of the 

experunent and to calibrate the data acquired by the a.c. technique. The a.c. technique 

is being used to measure very small variations in the specific heat as this method is 

very sensitive in detecting even small changes such as 10"̂  K by using a Lock-in 

Amplifier G-IA) and equally applicable in high magnetic fields using a field 

mdependent thermometer. This technique can be used at extremely low temperatures 

for extremely small samples as discussed above. A low thermal conductivity materials 

can be investigated using the analysis discussed in section 3.7. It is clear that the use 

of heat pulse method and a.c. technique to study the Chevrel phase materials m the 

range of 4 -20 K is the best option to miiumise ambiguity. Usmg computer control, 

very precise and accurate data have been acquhed which will be discussed in the 

following chapters. 
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CHAPTER 4 
HEAT PULSE METHOD 

4.1: Introduction: 
The heat pulse method is a traditional and well established technique to measure 

heat capacity of a sample. In this chapter, the Durham Specific Heat Probe, its design, 
use, and accuracy, in heat pulse measurements will be addressed. 

This chapter consists of 10 sections, as follows: Section 4.2 deals with the 
principle of operation. Section 4.3, is devoted to extemal ckcuitry used in this 
experiment. Section 4.4 describe the probe design, where physical and mechanical 
description and thermal requirements to build a specific heat probe are explained. 
Section 4.5, describes how the sample is mounted. In Section 4;6, development of the 
appropriate thermometry is explained. In section 4.7, calibration of the instruments and 
the devices is discussed. Section 4.8 consists of the experimental results acquired usmg 
the heat pulse technique in 0-field, and section 4.9 is mvolved with the high magnetic 
field measurements. Sections, 4.10 includes the discussion, advantages and the 
disadvantages, and accuracy, in the light of the data acquired and section 4.11, 
concludes this chapter. 

42: Principle of Operation: 
The principle of operation of quasi-adiabatic heat pulse method is, by adding 

heat of short duration of pulse of known current I and time At to the system and noting 
the changes occurred in the system. The heat pulse raises the temperature of the sample. 
The temperature of the sample is allowed to decay freely. During the decay, AV is 
recorded. The recorded voltage has an exponential decay. Taking the natural log of A V 
gives a straight line which is extrapolated back to zero (i.e. when the heat pulse has 
been started) using Eq. 3.18. In this way Cp can be measured. 

43: Extemal Circuitry: 
The extemal circuitry of the experimental set up of the system is shown in 

Fig.4.1. It consists of many devices and instruments. A Famell power supply is used 

to supply the current to the heater on the sample. The amount of current and time of 

the pulse is controlled by a computerised switch and recorded by a Keithley [I] 196 

DVM actmg as an ammeter. The Cernox-1030 thermometer is biased with a 
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Fig.4.1. A schematic of the experimental Set up. in the Fig. 'a' stands for the 
sample and the sample heater, 'b' denotes the CX-1030 thermometer, 'c' is 
background heater, and'd' the RhFe-thermometer. 

Lakeshore constant current source. 

To measure the signal and the variation due to the heat pulse a Keithley 2000 
DVM is used as a voltmeter. The background temperature of the system is controlled 
by a Lakeshore Temperature Controller DRC-91CA. If the measurements needed to be 
made in high magnetic field, a Superconducting Magnet and Cryostat [2] can be used 
which is able to provide a field of 15/17 Tesla at 4.2 K / 2 K. This is operated by an 
Oxford IPS 120-10 Power Supply. The Computer has control on all these instruments. 
All these instruments except magnet power supply, are connected to an 386-IBM 
Computer with a series combination of IEEE interface cables. The magnet power supply 
is connected with computer by RS-232 cable. The ASYST language developed by the 
Keithley Instruments [1] is used for computer control. The good interactive, real time, 
and graphical displays on screen, make ASYST a powerful language to control the 
instruments. In this way, the whole experiment can be monitored with very high 
resolution and the accuracy. 

The 8-wire high magnetic shield cable is used to reduce the magnetic field 
induced errors. At the bottom end of the probe, PTFE-enamel wires are used. Every pair 
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of PTFE-wires is twisted to reduce the noise in the system. 

4.4: The Probe Design: 
In this section the description of Durham specific heat probe, the factors on 

which the probe design is based are discussed in detail; 

4.4.1: Physical and Mechanical Description: 
The overview of the Durham Specific Heat Probe is shown m Fig. 4.2. The 

probe has a total length of 1590 mm with outer diameter of 19 mm. The head of the 
probe is made of brass with its outer diameter of 90 mm and a length of 80 mm. The 
brass head has two 10-pin connector terminals for the sample/ thermometry leads and 
a vacuum pump connector for controlling the pressure mside the probe. The upper outer 
jacket of the probe can be separated from its lower outer jacket at a distance of 70 mm 
from the bottom end of the brass head, and during the experiment, is sealed, using 
vacuum fitting (0-ring and a clamp). The inner pumpmg tube has a diameter of 9 mm 
for the thermometry/sample leads and has 10 Copper spacers mounted on it to make a 
good thermal link with the outer jacket. The inner pumpmg mbe finishes at the bottom 
end of the probe at Steel spacers, which connect the top end to the bottom end of the 
probe. 

The bottom end of the probe is shown in Fig. 4.3. The bottom end is mainly made of 
Copper which is connected to top end (steel spacer) with the aid of Tuftiol support 
struts. Tufhol is used to minimise the heat leak to the outer environment from the 
bottom end. The terminal block support has two opposed flat regions for terminal 
connectors. These terminal connectors are used to prevent the thermal voltages 
developing across the terminals of the circuifry and easy access to the circuit. Next to 
the terminal block support is the Cu-block, which is the most unportant part of the 
system and acts as heat sink which provides an environment connected thermally to 
sample chamber. Ahnost half of the background heater is mounted on this part on the 
space provided of the Cu-block and the other part is mounted on the demountable Cu-
Can. The RhFe-thermometer is also mounted in the copper block in a cavity and is 
used to control the temperatiu-e of the Cu-block. The bottom end of the Cu-block has 
two steel rods to support the sample. Inside the Sample Chamber is the CX-1030 
thermometer and the strain gauge which are mounted on the sample. This system is 
supported by dental floss which is attached to the steel rods with brass screws. 
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Fig.4.2. Overview of the Durham Specific Heat Probe. 
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4.4.2: Thermal requirements: 
To meet the thermal requirements, important factors mclude how to control the 

background and the sample temperature and how to minimise the heat leak. The 

background temperature is controlled by a Lakeshore DRC-91CA Temperature 

Controller with the help of a 4029-RhFe-Thermometer and a backgroimd heater made 

of Constantan alloy wke of SWG-36. The sample temperature is controlled and sensed 

by a CX-1030 thermometer from Lakeshore Cryogenics. The CX-1030 thermometer has 

very short dimensions of [3], 3.2 mm x 1.9 mm base x 1 mm high, with a mass = 40 

mg, which make it possible to mount very small samples to it. A strain gauge WK-06-

062AP-350 from Micro-Measurements Division [4] is used after cutting into a suitable 

size of 5 mm x 2.5 mm x 0.05 mm and mass of 3.19 mg to use with the small samples 

as the sample heater. 

To minimise the heat conduction down to the leads, thin high thermal impedance 

wires has been used. Only two of the four terminals of the sample heater (strain gauge) 

are used to minimise the cross-sectional area for thermal conduction. The leads are flat 

with thickness of 0.06 mm and 0.14 mm width and made of Beryllium Copper. The 

sapphire base of CX-1030 thermometer made it useful for achieving equilibrium given 

its 15 milU sec. at 4.2 K and 0.25 sec. at 77.25 K thermal response time. Two non­

magnetic connecting leads of phosphor-bronze with 0.2 mm diameter each are soldered 

to the sensor [3] to connect it with other circuitry. An S-bend hole in the main copper 

block reduces the radiation. The 3-tums of super-insulation of Aluminium foil round 

the bottom end of the probe maintam the adiabatic behaviour and reduce liquid helium 

consumption. 

A pressure of typically 10"̂  mbar at the warm end is maintained to reduce 

conduction and convection. With the conditions discussed above, it is quite possible to 

get good accuracy m a large temperature range of 4.2 K to 300 K. 

4.5: Sample Mounting: 
To mount the sample properly is crucial. In the heat pulse method, large samples 

of almost any geometry or dimension can be used. To mount the sensor and heater on 

opposite sides of the sample, General Electric-Varnish (G.E. Varnish) supplied by 

Oxford Instruments, is used. It can provide a thin layer helps to reduce intra-sample 

time and enhanced the thermal contact. After mounting the sample, it is tightly bound 

by the dental floss and allowed to dry for a minimum of two hours at room 

.101 



temperature. After drying, the two leads of sample heater are soldered with the enamel-
insulated Constantan wires. The soldered contacts are wrapped with the cigarette paper 
to eliminate short-circuitmg between two termmals of the heater. The whole sample 
assembly is tightened by two crosses of Dental floss, with the aid of brass screws on 
the steel rods, on both sides of the sample assembly to eliminate the vibrations in the 
system and keep the sample fixed. The demountable copper can is mounted on the 
copper block. The part of the background heater on the demountable Cu-can is 
connected electrically to the other part of the background heater and the soldered parts 
are covered with cigarette paper to eliminate short circuiting. All connections on the 
terminal sfrips are checked thoroughly with a DVM. 

In mounting samples. Tweezers, a very useful mstrument for holding the 
thermometer/ strain gauge to the sample while the GE-Vamish dries. Acetone and Safe-
Buds are good for dissolvmg the GE-Vamish and can be used to demount the sample 
and cleaning the surfaces of sample, CX-1030 thermometer and Heater. 

4.6. Development of Appropriate Thermometry: 
To sense the sample temperature, a very sensitive sensor is required which 

should be field independent and of suitable size to mount on even very small samples. 
Prior to selecting CX-1030 thermometer, a large variety of heat sensors were tested and 
rejected due to one or another reason. They are discussed below; 

Type T Thermocouple: 

First of all, a Type T thermocouple was tested. Its caUbration is shown in 
Figs.4.4. The Cu-results obtained usmg this thermocouple are compared with literature 
and shown m Fig. 4.5. These specific heat results differ by 20% from the literature. The 
thermocouple's small area make it suitable to reduce the addenda contribution and 
minimise the radiation losses but due to poor reproducibility of results, its low 
sensitivity at liquid helium temperature [1], and the large heat leak from its leads, we 
considered it unsuitable to use in the experiment. 

Thin Film RhPe- Thermometer. 

Thin fihn RhFe-resistance thermometer was tried. It is good due to its small size 

and positive temperature coefficient but not suitable due to its low sensitivity at liquid 

helium temperature, the fragile nature of the wires and strong magnetic field 
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dependence. 

DT-450 Thermometer. 
The DT-450 thermometer is quite suitable at all temperatures due to its high 

sensitivity particularly at Uquid heliiun temperature. Its calibration is shown in Fig.4.6. 
The specific heat results obtained using DT-450 thermometer has a very close 
agreement with that of literature [5], typically ~ 3% as shown later in this chapter. 
However the big drawback of DT-450 thermometer was its strong magnetic field 
dependence. 

Cemox (CX-1030) Thermometer. 

All the above sensors were mvestigated to find a suitable sensor to use m our 
experimental set-up but all were rejected due to one or another reason. We foimd CX-
1030 thermometer quite suitable for our measurements. It has a very high sensitivity at 
liquid heliiun temperatiu ê, short thermal response time, a robust design, long life over 
a large number of cycles, small size, and above all its weak magnetic field dependence 
make it most suitable for use m our measurements. CX-1030 thermometer eliminates 
the need of a capacitor thermometer to be used m the experiment to control the 
background temperature of the system. It is used to read the sample temperature and 
can be used to read the tme temperature, in a magnetic field, of its surroundings in 
zero-and in high magnetic fields. 

Calibration: 
To control the background temperature of the system, a RhFe-4029 thermometer 

purchased from the Oxford Instrument is used. A 0-field commercial calibration was 
provided with this thermometer which was checked and extended with another sunilar 
RhFe-Thermometer. The results are shown in Figs.4.7. The high field calibration made 
in Durham using a capacitor thermometer is shown in Fig.4.8. Similarly the calibration 
of CX-1030 thermometer was completed m 0- and high fields are shown in Figs. 4.9-
4.10 [6]. The resuUs shown in Fig.4.11, demonstrated that the CX-1030 thermometer 
has a very small magnetic field mduced errors of 200 mK at 15 T. 
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Fig.4.4. Calibration of Type-T (Copper-Constantan) Thermocouple as a function 
of Temperature. 
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Another device used in the experunent is sample heater. A strain gauge is used as a 
sample heater. Its caUbration was made using RhFe-Thermometer. It has an almost 
constant resistance of 350 Q from room temperature to liquid helium temperaUire. 

The 4029-RhFe Thermometer has an accuracy of +16 mK at 4.2 K, ±18 mK 
at 77 K and ±18 mK at 273 K with a 30 point calibration. Shnilariy the accuracy of 
CX-1030 thermometer was, ±5 mK at T < 10 K, ±20 mK at 20 K and ±140 mK at 
300 K in 0-field and ^ 200 mK magnetic field-mduced temperature error in 15 T. 

4.7: Calibration of Instruments 
In Durham to measure specific heat of the materials, a DRC-91CA temperature 

controller is used to control the background temperature. It was calibrated by a series 
of resistors read by DVM-196 usmg 4-probe method agamst the temperature controller.. 
The temperature difference in resistances were plotted on a graph Figs. 4.12. and 
correction were made to temperature confroUer. A high precision multi meter-196, with 
an accuracy of 1.5 x 10"* and resolution of 100 nA [1] was used as an ammeter. The 
multi meter-20{X), with an accuracy of 3x10"̂  and resolution of 0.1 uV [1] as a 
voltmeter and DRC-91CA temperature conttoUer with a typical accuracy of 25 mK 
(depending on the thermometer used). 

4.8: Experimental Results on Copper in 0-Field: 
Copper has a very high thermal conductivity and well established values of 

specific heat which make it a good standard. It can be used to check the accuracy and 
the reliability of the technique. A typical chart recorder trace of the switch is shown in 
Fig. 4.13 and a typical resultant decay curve in Fig. 4.14. 

Determining AT 
The recorded decay curve can be used to deterinine AT. To overcome the 

problem of heat leak the decay curve back to zero is quite suitable. By takmg die 
natural log of the decay curve a sfraight Ime fit provides the Y-intercept when time was 
zero. The number obtained from the Y-intercept is converted to AT by using the Eq. 
3.18. The extrapolation back to zero is shown in Fig.4.15. 
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DVM-196, using 4-terminal method. 
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Analysis of Data. 
Four Copper samples were studied thoroughly. For every sample, a graph between 

AT vs. heat dissipated has been plotted and shown in Fig.4.16. The slope of each sample 
was determined using a straight line fit, which gives the heat capacity of that sample at 
the correspondmg temperature. This heat capacity of different samples is plotted agamst 
the mass of the sample. The slope of the straight Ime has been calculated which provides 
the specific heat of Cu at that temperature and the Y-intercept, the heat capacity of the 
addenda. Heat Capacity vs. Mass to calculate specific heat and the addenda is shown in 
Fig.4.17 at 80 K and 300 K. 

From Fig. 4.17 it is noted that Heat Capacity is independent of AQ (Heat m) and 
is proportional to the mass of the sample as requned. A plot of specific heat versus 
temperatiu"e of Cu is shown in Fig.4.18. The %age deviation of specific heat measiued in 
Durham from literature [5] is shown m Fig.4.19 for data taken both with the DT-450 
thermometer and the CX-1030 thermometer. The series of measurements at 21 K agreed 
with the literature value to -2%. Typical data from the literature are shown m Fig. 4.20. 
Similarly the heat capacity of Addenda from 80 K to 300 K using Cu samples is shown 
in Fig.4.21. 
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Fig.4.16. The temperature rise AT after the heat pulse as a function of heat 
AQ for four Cu-samples P1,P2,P3 and P4 of different mass at 80 K. 
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4.9: Experimental results in High Field on NbTi: 

To test the reliability of Durham Specific heat probe in the magnetic fields, a well 

known superconductor material NbTi (Commercial) has been measured. In these 

measurements a long duration of heat pulse of 5-seconds was used in 0- and in high fields. 

The results are shown in Fig.4.22 and analysed using Eq. 3.21.. In addition, the heat 

capacity was measured at 11 K using short duration of heat pulse and the data normalised 

to 11 K. The behaviour so obtained is shown in Fig. 4.23 and 4.24. 

4.10: Discussion: 

The gradual development of the system has been discussed m the previous sections. . 

First of all a Type-T Thermocouple was tested. The results obtained were compared with 

literature, Fig. 4.5. It was found that the resuhs were different by 10 to 20% with the 

literature. The RhFe-Thin film thermometer was tried after this and rejected due to its 

fragility. Due to its high sensitivity, DT-450 diode thermometer, we obtamed very good 

results in 0-field in the range of +3% of the literature value. The results are shown in 

Fig.4.18 and 4.19. But when it was tried in magnetic field, due to its strong dependence 

on magnetic field we found very poor results. After DT-450 thermometer, there were two 

choices, using a Carbon Glass thermometer or a Cemox (CX-1030) thermometer. It was 

verified that the CX-1030 was better thermometer as compared to carbon glass in high 

magnetic fields [6]. The Cu-results using CX-1030 thermometer are compared with 

literature in Fig. 4.18. As can be seen from Fig.4.19 the results obtained are ±1.5% in 

agreement with that of literature. 

The thermometry of the probe was checked using the long duration heat pulse 

method m high magnetic fields. In the beginning, NbTi was investigated. It was found that 

the results are in good agreement with those of the literature [12]. The resuhs so obtained 

are shown in Fig. 4.24. 

Advantages and Disadvantages: 

The probe developed is a multi purpose probe and can be used for different Cp 

techniques, other than heat pulse method with slight modifications. This probe can be used 

in a large temperature range of 2.2 K to 300 K. As CX-1030 thermometer has very high 

resolution close to liquid helium region, the probe gives very high resolution in that 

region. Using four samples of Cu, the addenda and pure specific heat has been determined 

which is very close to the literature value [5], ~ + 2% in the whole temperature range. 
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region. Using four samples of Cu, the addenda and pure specific heat has been determined 

which is very close to the literature value [5], ~ ± 2% in the whole temperature range. 

The accuracy of thermometry is, ±30 mK at 4.2 K, ±35 mK at 50 K and ±140 mK at 300 

K in fields. The probe is equally capable of being used in 0- or m very high magnetic 

fields. 

4.H: Conclusion: 

The results obtained using heat pulse method has been compared with literature 

and found to be within ±1.5% to the published values m the temperature range from 20 

K to 300 K for the CX-1030 thermometer which is used in the high field measurements. 
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C H A P T E R 5 

Alternating Current Technique 

5.1: Introduction 

To investigate heat capacity at low and at very low temperatures, Sullivan and 

Seidal [1] introduced a very superb and efficient a.c. technique. Using this technique 

many traditional calorimetric problems can be overcome. In this chapter, the use of 

a.c. technique and its application to low thermal conductivity material will be used for 

Copper, a standard normal material, NbTi, a superconducting material, and PhMogSg 

a poor thermal conductivity superconductivity material. A very detailed and systematic 

study of the experiment conditions is provided, since there is no such study in the 

literature although such work is critical for achieving high quality data. 

The chapter consists of nine sections. In section 5.2, the description of the 

system, including the principle of operation, external circuitry and sample geometry 

is described. Section 5.3, includes the experimental procedure, and section 5.4 consists 

of experimental results for Cu in 0-field, above liquid nitrogen temperature and in the 

liquid helium region. Section 5.5, includes the calculation of Cp for high and low 

thermal conductivity materials. Section 5.6, described the experimental results 

obtained using NbTi-superconductor in 0- and high fields and its analysis. Section 5.7 

includes the experimental results acquired using 5 samples of Hot Isostatic Pressed 

(HIP) PbMogSg and its analysis. Section 5.8 provides the discussion of the 

measurements and the analysis of the data using a.c. technique. Section 5.9 provides 

the conclusion. 

52: System Description 

S J . l : Principle of Operation: 

To measure the specific heat of a material using the a.c. technique, the 

following principle is used. An alternating rms voltage (VJN) of frequency (f) is 

applied to a heater attached to the sample. The corresponding power due to this 

voltage will oscillate with a frequency double that of the applied frequency, which can 
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be sensed with a temperature sensor. Hence the thermometer produces a d.c. voltage 

(Vdc) characteristic of the mean temperature of the sample and an rms a.c. voltage 

Vn„s(LIA), used to calculate the heat capacity which should lag the input current by 

90" as explamed in chapter 3. In this measurement the sample is heated continuously 

by the oscillatory power, and the corresponding variation in the signal is recorded by 

a Lock-Di Amplifier (LIA). 

52.2. External Circuitry: 

The schematic diagram of the experimental arrangement is shown in Fig.5.1. 

A similar diagram has been discussed in chapter 4, (Fig.4.1) except that the d.c. 

power supply, the computerised switch, and d.c. Ammeter is replaced by a Lock-In 

Amplifier (LIA), used both as an input heat source and the output device to extract 

the a.c. signal from the thermometer. The d.c. signal from the thermometer is 

measured by a Keithley DVM-2000 multuneter. The Temperature Controller is used 

to control and ramp the background temperature. The whole system is controlled by 

the computer using the ASYST- language. 

RS-232 

IEEE 
LIA 

& 
M u l t i - 2000 

(Vdc) 
ft 

Magnet 
Power 
S u p p l y 

C o n s t a n t 
C u r r a n t 
S o u r c e 

IEEE Computer 

LPreb^ 
Helium Bath 

IEEE 

Temperature 
Contro l le r 

Fig.5.1: A Schematic of the Experimental Set-Up for A.C. Technique. In the Fig. 
'a' denotes the sample, 'b' is the sample heater, 'c' stands for CX-1030 
Thermometer, 'd' represents the RhPe-Thermometer to ramp and measure the 
background Temperature and 'e' shows the background heater,. 
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5.23: Sample Geometry: 

It is clear from that the ideal sample for a.c. calorimetry measurements has 

very high thermal conductivity and diffusivity. But many interesting phenomena 

happen in materials which do not meet these requu-ements. By choosmg a sample 

geometry with a sufficiently small thickness, one can approach the ideal. However the 

sample should be large enough to mount the heater (strain gauge) on one side of the 

sample and thermometer on the other side of the sample. I f the sample is too thin and 

small, then there wil l be a relatively large addenda contribution. However i f the 

sample is thick and large, there will be a non -90° phase shift (with the associated 

analytical problem) and reduced a.c. signal. We have found that ~4 mm x -4 mm x 

- 1 mm is the best compromise for the Chevrel phase superconductors in this thesis. 

5^.4: Lock-in Amplifier, Initial Conditions: 

In all measurements, we used an SR-830 Stanford Display Lock-In Amplifier 

[2]. The synchronous filter was on to reject the unwanted 2f and higher frequency 

noise. Also both notch filters were on to reject line noise. Except for the early NbTi 

data, a reference frequency of 0.5 Hz and output voltage, V,N, 0.35 V was used in all 

measurements. The recommended time constant, of the LIA, is ahnost 3 times of the 

inverse reference frequency and was set to 3 seconds. The differential input terminals 

(A-B) of LIA were used. The reference phase was set equal to zero and data acquired 

at 2f. The LIA facilitates monitoring the incoming preamplified signal from CX-1030 

through a rear panel BNC which was connected to a oscilloscope. Hence the 

difference between the input voltage and the a.c. voltage across the thermometer can 

be seen on the oscilloscope. The a.c. signal is double the frequency of the output of 

the LIA as shown in Fig. 5.2. 

53: Experimental Procedure: 

Initially the probe is precooled in liquid nitrogen temperature before cooling 

to liquid helium temperature. I f the data is required in the magnetic field system, the 

distance between the bottom end of the top brass plate of probe and top end of 

Superconductor magnet is 272.5 ±0.5 mm. The pressure of He gas is set to.be ~ 5 

Torr at the warm end of the probe. The background temperature is sensed by a RhFe-
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Flg.5.2: A photograph, showing the input signal of frequency f, forced to 
oscillate the output signal with a frequency of 2f. 

Calibrated Thermometer and recorded by the Lakeshore Temperature Controller. It is 

ramped with a ramp rate of 0.125 K.min'^ The sample temperature is sensed by a 

CX-1030 thermometer. The Vnns(CX), across the Cemox and the phase shift of this 

signal with respect to the input voltage for the heater are recorded by the LIA at 2f 

and gives the temperature of the sample measured by the Multi-2000. V„nj.(CX) 

is converted to Tac and V^^ into the background temperature. 

5.4: Experimental Results on Cu: 

We have used copper of 99.999% purity bought from Johnson and Matthey 

[3], in a sheet form. From this sheet, 6 copper samples were cut of different 

thicknesses of 0.2 mm, 0.5 mm, 1.0 mm, 1.5 mm and 2 mm, with each of height 6 

nmi and width 5 mm and masses of 0.03178 gm, 0.13703 gm, 0.25221 gm, 0.38402 

gm and 0.52643 gm respectively with the 6th Cu-sample with slightly different 

dimension of 1 mm thickness, 4.75 mm width and 5.90 mm of height with 0.23059 

gm of mass. The first 5 C î samples were used to investigate the heat capacity of Cu 
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in the range from 4.2 K to 20 K and the Cu sample with 0.2 mm thickness labelled 

Cu-1, and the 6th Cu sample, labelled Cu-3 in the following figures, were used to 

investigate heat capacity at and above 77 K. 

5.4.1: Copper Samples ( T > 77 K) . 

Before testing the technique at low temperature, it was tested at liquid nitrogen 

temperature on copper with known high thermal conductivity. A thorough 

investigation was made at atmospheric pressure at the warm end for fixed frequencies. 

First the applied voltage VIN was changed and the corresponding ATac was noted, 

shown in Fig.5.3. The procedure was repeated for a pressure of 1 Torr at the warm 

end of the probe as shown in Figs. 5.4. Since all the data has been acquired using 

A.C. coupling, correction factors have been used to take account of the voltage drop 

across the internal impedance of the LIA and the non-ideal filters at low frequencies 

e.g. for frequency 0.2 Hz with a nominal appUed voltage of 0.35 V, one will measure 

0.273 V with A.C. coupling in LIA (78% of the readmg). Equally the LIA has an 

internal impedance of only 50 Q, so the voltage drop across the heater which has a 

resistance of 350 Q is reduced to 87.5%. 

Equation 3.48 derived in Chapter 3 [1,4-5], 

v/2 *^ IN 

Rr 

877/ • V(a0' dT 

can be written as 

where Tac = (V^,(CX)/I-mERMOMETER- ^IdR-n,) and Power = (V^JR^). Hence Tac x 

f vs. power should be a straight line through the origm. The data in Figs. 5.3 and 5.4 

have been replotted in Figs. 5.5 and 5.6. At atmospheric pressure, below ~ 10 mW 

and 0.5 Hz, we get linearity in agreement with Eq. 5.2. No agreement is found when 

the probe is pumped out. Hence we conclude that low pressure is not suitable for the 
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Fig.5.3a: Tac as a function of voltage for different frequencies at 77.8 K for Cu-1 
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of the LIA = 30 sec. 

20 

2 -20 

^ -40 
to 
CJ 

-60 

-80 

0 

— 1 — • I 1— -

— • > « «— 
1 

—% % 
1— 1 I -

o 
. Q-« o a • -o o 

• 

o o o o 

• , J M — 

o 

0.2 Hz 
-o- 0.5Hz 

1.0Hz 
3.0 Hz 
5.0 Hz 

• 

• —a a B Q— B B- n— —Q a— • -

-
— A * A -

' • • 

A 

1 
* A -

1 
A A -

I 
1 

App l ied Voltage ( V ) 
Fig.S.Sb: Phase Shift as a function of voltage for different frequencies at 77.8 K for 
Cu-1 sample with one atmospheric pressure at the warm end of the probe. Time 
Constant of the LIA = 30 sec. 

124 



0.2 Hz 
0.5 Hz 

-»-1.0Hz 
3.0 Hz 

— 0.06 

1.0 1.5 2.0 

Applied Voltage (V ) 

Flg.5.4a: Tac as a function of voltage for different frequencies at 77.8 K for Cu-1 
sample with 1 Torr pressure at the warm end of the probe. Time Constant of LIA = 
30 sec. 
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Applied Frequency (Hz) 
Fig.5.7: Heat Capacity of Copper samples of masses 0.03178 gm (Cu-1), and 
0.23061 gm (Cu-3) as a function of Frequency at 77.8 K. 

Applied Frequency (Hz) 

Fig.5.8: Heat Capacity of Cu-1 sample as a function of Frequency at 77.8 K 
and at 120 K with 0.5 V and 0.8 V respectively to find a suitable frequency 
at different temperatures. Cp after H. P. Method =12.1 and 19.3 mJ.K"̂  at 77 
K and 120 K respectively. 
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measurements at liquid nitrogen temperature. 

To check the suitability of 0.5 Hz, measurements of Cp- derived using Eq. 5.1-

were made on 2 different masses at 77.8 K. The data shown in Fig. 5.7 show that Cp 

is independent of frequency ~ 15 % as required at 0.5 Hz. The heat capacity of Cu-1 

sample has been checked at 77 K and 120 K and displayed in Fig.5.8. It is found that 

at 0.5 Hz there is -7% agreement of heat capacity values between the a.c. technique 

and the heat pulse method. 

5.4.2: Copper Samples ( 4.2 K < T < 20 K) . 

To calculate the specific heat in the range of 4.2 K to 20 K of Cu, one needs 

to find a suitable ramp rate, pressure inside the probe and frequency. To find these 

parameters in this range a thorough investigation of Cu was made. Two Cu- samples 

with the thicknesses of 0.5 mm and 2 mm were measured. Typical results are shown 

in the interesting temperature range from 10 K to 14 K where we expect the 

superconducting phase transition to occur in our Chevrel phase materials. 

In Figs.5.9-5.12, the raw data taken from 10 K to 14 K are plotted for the two 

Cu- samples. In light of Eq.5.1, we have plotted the raw data as V ' '^ (CX) and 0. It 

is clear from the data that higher ramp rate (2 K.min"') gives lower value of V n̂̂ s 

(CX) and higher values of 6 and a very low ramp rate (0.0625 K.min'') renders the 

experiment too long. We have chosen as a compromise (which is confirmed during 

the in-field NbTi data considered later) a ramp rate of 0.125 K.min 

In Figs. 5.13 - 5.16, raw data taken at a ramp rate of 0.125 K. min"' are 

shown. It can be seen in these figs, that Y'^^{CX) is quite independent of pressure 

below 10 Torr. However the phase angle is strong function of pressure throughout the 

pressure range. We attribute these results to the change in the thermal link between 

the sample and the bath - in particular V"'^s(CX) is a measure of the heat capacity 

of the sample whereas 0 depends on the relative thermal conductivity of the sample 

and the heat link which is therefore pressure dependent. We have decided to take data 

in high fields at 5 Torr which is sufficiently low to be in the low pressure limit 

where V"'^(CX) is independent of pressure but sufficiently high that the pressure can 

be obtained easily and reproducibly. 

Similarly, we have addressed finding a suitable frequency. In Figs. 5.17 - 5.20, 
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Fig.5.9: To find the suitable ramp rate, \/'^^^{CX) as a function of 
temperature has been plotted for the Cu-2 mm Sample. 
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raw data showing W'^^^(CX) and 6 for two Cu-samples acquired with different 

frequencies have been plotted. From Eq. 5.2, V^^^iCX) x f ' vs. temperature should 

be a single frequency independent line. This can be checked by replotting Figs. 5.17 

and 5.19 in Fig. 5.21 and 5.22 respectively. It is clear that the data acquired from 0.5 

Hz to 4 Hz for 2 mm thickness sample and 0.5 to 16 Hz for the 0.5 mm thick sample, 

frequencies are collapsing to a single line to within 5 % at low frequencies. From this 

analysis, we have chosen a frequency of 0.5 Hz to acquire the other data (Chap. 7 & 

8 ) for Chevrel phase materials. 

Using above optimum conditions for frequency (0.5 Hz), ramp rate = 0.125 

K.min"', pressure " 5 Torr, and excitation current (1(X) uA) for CX-1030 thermometer, 

we acquired data for 5 Cu samples. The raw data showmg V"'^(CX) and 6 for these 

samples are displayed in Figs. 5.23-5.24. 

5.5: Cp ( Heat Capacity) Computer Analysis for Cu 

In most simple case where: 

a) , the sample has infinite thermal conductivity, 

b) . the heater and the thermometer have mfinitesimal response time, and 

c) . the sample is ahnost perfectly isolated from the thermal bath, followmg [1], 

and using Eq. 5.1, for our experimental set up: 

C= 2 . 7 6 2 3 a 1 0 - = ^ ^ ^ ^ = ^ ^ ^ (5 3 ) 

where dR/ffT is the slope of the thermometer, VRMS (CX ) is the root mean square value 

measured by the Lock-In Amplifier and I-n,ennometer is the current to the thermometer. 

In Fig. 5.25, the raw data of Fig. 5.23 have been replotted giving V"'^(CX) 

vs. Mass and we find good linearity at all temperatures. Eq. 5.3 holds good in this 

case. In Fig. 5.26, the data of Fig. 5.24 has been replotted giving theta vs. mass at 

different temperatures. In contrast with the Eq. 5.3, it was found that theta is a strong 

function of temperature and mass as shown. We attribute the value of theta not being 

-90" to the sample not being sufficiently isolated from the bath nor being of infinite 

thermal conductivity. 
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function of temperature, after the straight line fit. 
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We have determined a first order correction term to take account of the variation of 

theta as follows: 

By completing straight line fits to the data in Fig.5.25 and extrapolating to zero 

values of V" '^(CX), we have determined the (negative) effective mass of copper 

equivalent to the addenda. Similarly, by extrapolating the values of theta shown in Fig. 

5.26 to these computed zero addenda values of (negative) mass, we have determined 

values of theta. In Fig. 5.27, the extrapolated values of (negative) mass in Fig. 5.28, 

theta values are shown. 

Again following Sullivan and Seidal [1,4] and modifying Eq.(3.48), we have 

found an expression which includes the effect of a phase shift described in Chapter 3. 

One can write [5], 

v/2 

C = 
R HI ^Tbennometer 

STT/ dT 

where 

Z =kl 
cos ^klsm^ci^kl^ sin^i/cosh ^kl 

(5.4) 

(5.5) 

To determine kl , the phase shift analysis can be used as, 

t an i / -

tanSe = -
tanhi:/ 

1 
\zx)kkl\ 

(5.6) 

where k is a constant defined by, k = (w/2n)''^, (o, the angular frequency and 

n is the thermal diffusitivity (defined in section 3.6.2) of the sample and 1 is the 

thickness of the sample and 6 6 is the phase shift observed due to the sample and the 

addenda. Hence using Eq. (5.4), the heat capacity of any material can be determined 

at any temperature as follows:. 

a) . From the measured value of theta, from Fig.5.28, we can determine 66 

across the addenda and sample and from Eq. 5.6 determine kl. 

b) . Given kl and Vac, using Eqs.5.4 and 5.5, we can determine the heat 

capacity. Using the data in Figs. 5.23- 5.28, the heat capacity of Cu- samples has been 
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calculated and shown in Fig. 5.29. To find the specific heat and the addenda, the data 

of Fig.5.29 has been replotted in Fig. 5.30, giving heat capacity versus mass for 

different Cu-samples, from which the specific heat of Cu can be calculated at any 

temperature using a straight line fit . The slope of this fit gives the specific heat of Cu. 

In Fig. 5.31, a comparison between literature values [7] and the Durham values have 

been given and Fig. 5.32 reveals the %age deviation of Durham results from those of 

the literature. The values we found are -10% different to the literature value which 

we attribute to the finite thermal conductivity of the thermal link. 

The addenda of the system has been calculated from the above straight line fit 

and is shown in Fig. 5.33. To subtract easily the addenda from measured Cp values 

a 3rd order polynomial fit which fits to better than 0.35% was used. To check the 

validity of the above analysis for a single sample, Cu-2 mm sample was chosen. The 

raw data showing V"'^s(CX) & 0 is shown in Fig.5.34. The addenda was subtracted 

from the Cp computed and the result compared with literature is displayed in Fig.5.35. 

I t is similar to the values we got using the above analysis for 5 Cu samples. In the 

subsequent chapters of this thesis, this analysis is used to determine the specific heat 

of our Chevrel phase materials. ' 

0.2 mm 
0.5mm 
1.0mm 
1.5mm 
2.0mm 

12 16 

Temperature (K) 

Fig.5.29: Cp (Heat Capacity) of 5 Cu-samples as function of temperature, 
after the Cp computer analysis. 
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Flg.5.30: To find the specific heat and the addenda, the data of Fig.5.29 has 
been replotted as a function of mass at different temperatures. 

E 
cn 
H 
E 

Q. 

o 

Cp(Dur) 
Cp(Lit ) 

10 15 

Temperature (K) 

Fig.5.31: Comparison of specific heat obtained in Durham with that of 
Literature values [7]. 
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Fig.5.32: %age deviation of Durham specific heat results from that of 
literature [7]. 
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Fig.5.33: The heat capacity of addenda obtained from the straight line fit to 
Fig. 5.30. A comparison between addenda calculated from the straight line fit 
to the addenda generated using 3rd order Polynomial fit. The Polynomial used 
to generate the addenda are; a o = -0.0001170245, â  = 0.01132511, a g = 
0.0002187534, = 7.3527xW^ 
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Fig.5.34: To check the validity of the Cp computer analysis on a single 
sample, V '^^^iCX) and the phase shift as a function of temperature has been 
plotted for the Cu-2 mm sample. 
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Fig.5.35: After computing Cp for Cu-2 mm sample, the addenda has been 
subtracted , and the results are compared with that of literature [7]. 
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5.6: Experimental Results and Analysis for NbTi: 

5.6.1: Early Experiments on NbTi: 

As NbTi superconductor has a well established critical temperature Tc, jump 

AC, and B^z, it was chosen to test the a.c. technique in high fields. In this 

preliminary series of experiments we found that a suitable frequency for NbTi material 

lies in the range of 0.5 Uz < f < 2 Hz, and a voltage range of 0.1 V < V< 0.5 V. 

Evidence for this is provided in Figs.5.36-5.37 where the data in these range collapse 

to a single Ime at low frequencies following Eq. 5.2. Different ramp rates were tried 

to see the effect of the ramp rate on transition temperature and specific heat jump. We 

found tliat i f one uses a fast ramp rate, the jump and V"'^(CX) values are low 

whereas slower ramp rates gave better value of Tc and higher jumps as can be seen 

in Figs.5.38-5.39, where V"*^s(CX) and 9 are plotted against temperature. We chose 

a ramp rate of 0.25 K min'' for our measurements. To find the suitable excitation 

current for the CX-1030 thermometer, different currents were tried. It was found that 

low excitation current gives no self-heating but the low signals (Tac) are poorly 

measured leading to steps in the data due to the limit in resolution (primarily due to 

the running exponential filter) [2, p.3.12] of the LIA and large noise in the data. On 

the other hand, using higher excitation current say 1 mA one can get better data, but 

it gives higher Tc values due to self-heating in the CX-1030 and additionally this may 

damage the thermometer. It is shown in Fig. 5.40-5.41, that the data due to 10, 100, 

and 300 uA excitation current are similar, so 100 uA excitation current was chosen to 

perform the experiments. 

Additional data were obtained in a later series of experiments using the 

optimised conditions outlined in section 5.4.2. The raw data for NbTi in 0-field are 

displayed in Fig. 5.42, giving W'^^(CX) and phase shift vs. temperature. Using the 

analysis discussed in Section 5.5, Cp vs. temperature has been plotted in Fig. 5.43. The 

value of Tc, Cp and AC for the a.c. technique all agree to within experunental error 

with tlie results from the heat pulse method. The heat pulse data is shown in Fig. 5.44. 

Comparing our data with the literature [9] the transition temperature Tc, and Cp, 

quoted in literature is very similar, for materials of comparable composition. 
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Fig.5.36: To find the suitable voltage for the NbTi superconductor, Tac has 
been plotted as a function of applied voltage at 12 K, with different 
frequencies for 18 Torr pressure at the warm end of the probe. 
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Fig.5.37: The data of Fig. 5.36 has been replotted giving Tacxfrequency vs. 
Average Power for NbTi. 
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Flg.5.38: The effect of different ramp rates on ^ ^ ^ ( C X ) , position of T^, and 
the jump height, for NbTi sample in 2 T. Voltage=0.35 V, Freq.=5 Hz, Time 
Constant of LIA=10 sec. 
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Fig.5.39: The effect of different ramp rates on phase shift for NbTi sample, in 
2 T. Voltage=0.35 V, Freq.=5 Hz, Time Constant of LIA = 10 sec. 
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Fig.5.40: The effect of different excitation currents, to CX-1030 thermometer, 
° " the V"^rms(CX) and the position of for NbTi, as a function of temperature 
using a.c. Tech. in 0 T. 
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Fig.5.41: The effect of different excitation currents to CX-1030 thermometer, 
on the phase shift for NbTi sample, in 0 T. 
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Fig.5.42: Raw data for NbTi sample, giving V"^^3(CX) and the phase shift 
versus Temperature. 
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Fig.5.43: Cp as a function of temperature of NbTi, after the ASYST analysis. 
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Fig.5.44: Cp as a function of temperature of NbTi, after the Heat Pulse 
Method. 

5.6.2: NbTi Sample in ffigh Fields: 

A magnetic field of 0, 2, 4, 6, 8, and 10 Tesla was applied and the 

corresponding changes in the Tc, and AC for the NbTi, were noted. The raw data in 

magnetic fields of 0, 2, 4, 6, 8, and 10 Tesla, giving W'^^{CX) vs. temperature in 

Fig.5.45, and Phase Shift vs. temperature in Fig.5.46 are shown. The steps in the raw 

data are due to the limited resolution of the LIA, which can be eliminated by 

increasing the excitation current to CX-1030 thermometer (later data taken at 100 uA 

show no such steps, Fig.5.42). In Fig.5.47, Cp vs. temperature given using eq. 5.3, 

without taking into account the first order theta correction is shown. It was found that 

with the application of field, the temperature at which the phase transition occurs 

decreases and, the jump height AC, is reduced and smears out. From these data, we 

demonstrate that the a.c. technique developed in Durham is useful in the high fields. 
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Fig.5.45: V^^^{CX) of NbTi as a function of temperature using a.c. technique 
in 0, 2, 4, 6, 8, and 10 Tesla. Ramp Rate=0.25 K.min'\ Voltage=0.35 V, Freq. 
5 Hz, TC of LIA= 10 sec. 
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Fig.5.46: Phase shift of NbTi as a function of temperature using a.c. 
technique in 0, 2, 4, 6, 8, and 10 Tesla. Ramp Rate=0.25 K:min\ 
Voltage=0.35 V, Freq. 5 Hz, TC of LIA=10 sec. 
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Flg.5.47: Specific heat of NbTi as a function of temperature using a.c. 
technique in 0, 2, 4, 6, 8, and 10 Tesla. Ramp Rate=0.25 K.min"\ 
Voltage=0.35 V, Freq. 5 Hz, TC of LIA=10 sec. 

5.7: Experimental Results and Analysis for (PbMojSg). 

The developed a.c. technique was tested on PMS which is considered to be a 

low thermal conductivity material. To do that, a sample of PbMogSg was fabricated 

using the Hot Isostatic Press (HIP) method. The fabrication method is described in 

Chapter 7. The dimensions of PbMogSg, big sample named T4 was, thickness = 3.92 

mm, width = 6.04 mm, and height = 6.80 mm, with a mass of 0.63870 gm. The second 

sample studied was the same material but made smaller by grindmg it down, named 

T3, with thickness = 2.75 mm, width = 6.01 mm, and height = 6.80 mm, with a mass 

of 0.59308 gm. The same sample ground a second time was named T2, with thickness 

= 1.66 mm, width = 5.94 mm, and height = 6.80 mm, with a mass of 0.36455 gm. 

After a third grinding, the sample named T l , had a thickness = 0.95 nrni, width = 4.78 

mm, and height = 5.91 mm, with a mass of 0.14034 gm. The same sample was ground 

a fourth time, named T0.5, with thickness = 0.70 mm, width = 3.98 mm, and height 

= 4.46 mm, with a mass of 0.0611 gm was studied. The raw data are displayed in the 

Figs. 5.48-5.49 showing the behaviour of different samples with V '^^CCX) and the 

phase shift vs. temperature. 
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5.7.1: Cp computer Analysis for the (PbMojSg). 

The heat capacity of the materials like PhMogSg which have a low thermal 

conductivity and large thickness can lead to a large phase shift as discussed in Chapter 

3. Unlike Cu we do not find V''n„s(CX) is proportional to mass. To calculate specific 

heat of PMS and the addenda of the system, the heat capacity versus mass of PMS has 

been shown, in Fig. 5.50 where the straight line fit will give the specific heat and the 

addenda for the system. In Fig. 5.51, Cp so obtained vs. temperature has been shown 

for first three masses and for the five masses. Similarly the addenda has been also 

calculated which is shown in Fig.5.52 taking into account first 3 masses and then all 

5 masses. The Cp values are in good agreement with the literature [11]. This is 

considered in detail in chapters 7 & 8. The addenda has been compared with the 

addenda obtained fi-om the Cu run and is shown in Fig. 5.52. We conclude that the 

analysis is self-consistent since the addenda obtained from Cu run is similar to that 

obtained by using the low thermal conductivity PMS samples. 
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Fig.5.48: Raw data for 5 HIP-PMS samples with different masses and 
thicknesses, giving, y"^^^{CX) versus temperature. Freq.=0.5 Hz, Excitation 
Current to CX-1030 thermometer=100 uA, Ramp Rate=0.125 K.min'\ 
Pressure at the warm end of the probe~5 Torr. 

153 



- u o 

r -180 

CO 

^ -220 
o 

Q_ 

-260 

-300 

T 1 1 1 1 1 1 1—1 1 1 r — 1 1 1 r 

0 0 • , 
o • • _ 

o o 
o O o o O o o o 

1 1 • TO. 5 
oTI 
• T2 

° 0 0 c 0 0 

J 1 I L J I I I I 1 1 1 1 1 1 L 

20 5 10 15 
Temperature (K) 

Fig.5.49: Raw data for 5 HIP-PMS samples of different masses and 
thicknesses, giving phase shift versus temperature. 
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Fig.5.50: Cp(Heat Capacity) versus mass, to calculate the specific heat and 
the addenda for PMS material. 
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Fig.5.51: Comparison of specific heat versus temperature obtained after 
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5.8: Discussion: 

We carried out a series of experiments to find the most suitable environment 

to measure heat capacity of a material. The range of elements we looked at included 

frequency, pressure, voltage, excitation current with regard to CX-1030 thermometer, 

and the ramp rate for liquid nitrogen temperature and in liquid helium region. 

From the experiments, we discovered, that a very low frequency (-0.5 Hz) is 

the most suitable fi-equency for the a.c. measurements. Below 0.5 Hz the LIA will not 

lock-in adequately. At very high frequencies, there are problems due to the thermal 

response time of the thermometer, and the finite thermal conductivity of the sample. 

The frequency dependency results are displayed m Figs.5.3-5.4 and 5.17-5.22. 

Consequently, we have chosen a 0.5 Hz, to acqune most of our data. 

To choose the most suitable voltage, a thorough investigation was carried out. 

This resuhed in a graph being plotted between, frequency xTac vs. applied voltage, and 

can be seen m Fig.5.5-5.6. It is clear from Figs.5.5-5.6 and Fig.5.36-5.37, that at higher 

voltages, the graph deviates from a straight line, which indicates that a higher voltage 

is not suitable. We therefore chose to use 1 V at liquid nitrogen temperature and 0.35 

V in liquid hehum region. 

Next a series of experiments were performed to select the suitable ramp rate for 

Cu samples. We have studied two Cu samples with thicknesses 0.5 mm and the 2 mm. 

The results are displayed in Figs. 5.9-5.12. It was found that a higher ramp rate does 

not meet the conditions necessary to produce a steady state, and accuracy is therefore 

poor. Yet, on the other hand, a very low ramp rate leads to excessive time for each 

measurement. The same ramp rate experiments were performed on a NbTi to identify 

a suitable ramp rate. It was foimd that for higher ramp rates, the jump is diminished 

and begins at higher temperatures, see Fig. 5.38-5.39. For very low ramp rates when 

steady states are to be met, one wil l see a sharp transition, and a reasonable Tc. It is 

hence very important to find a suitable ramp rate. It was found that the ramp rate of 

0.125 K.min ' is quite reasonable. 

To find a suitable pressure, a thorough investigation was made at liquid nitrogen 

and in the liquid helium region. At the liquid nitrogen temperature the small thickness 

sample of 0.2 mm show, Figs.5.5-5.6, that low pressure is not suitable at liquid 

nitrogen temperature. We therefore chose 1 atmospheric pressure at that temperature. 
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To find a suhable pressure in the liquid helium region, again two Cu-samples with 

thicknesses of 0.5 mm and 2 mm, were tested. Figs. 5.13- 5.16 reveal a small change 

in V"'„,3(CX) and a large change m phase shift. I f the pressure mside the probe is very 

high, it will consume too much helium, which is not economical, and if the pressure 

is too low, the temperature inside the sample chamber starts rising, due to conduction 

down through the leads, which mcreases the temperature inside the probe. 

Consequently, a steady state condition is not met and there is no control over the 

background temperature. In the liquid helium region, choosing 5 Torr of helium 

pressure at the warm end of the probe seems quite reasonable. 

A series of experiments were then performed to find the suitable excitation 

current to the CX-1030 thermometer. To limit the self heatmg errors, the voltage read 

by the CX-1030 thermometer should be 10 mV or less [6]. To meet this requirement 

a current of 100 uA was used at the liquid nitrogen region. However, due to the high 

sensitivity of the CX-1030 m the liquid helium region, 10 uA should be used as the 

excitation current to CX-1030 thermometer. Yet, it is clear from the Figs 5.42-5.43, 

that i f the excitation current is veiy low, one will get steps and noise in the 

measurements. Of course, higher currents gave very large signals, but these exceed the 

limits of the CX-1030 thermometer, and introduce the self heating errors. So for 

optimum conditions, 100 uA current was chosen. 

After choosing all suitable parameters, the experiments were performed in 0-

and in high fields in the Uquid helium region. A l l of the Cu data were acqdred in 0-

field and the results for 5 samples obtained. A computer analysis was undertaken to get 

the heat capacity (Cp) of Cu. It is clear from the data that the resuhs are ahnost -10% 

different to the literature values. We attribute this to the finite thermal conductivity of 

the thermal link, which m the ideal case should be zero. The addenda obtained from 

the Cu run is used to calculate the heat capacity of all other samples in the foUowmg 

chapters. 

The specific heat of NbTi and PMS have been measured. To test the reliability 

of this technique m magnetic fields, the resuhs which were obtained using the a.c. 

technique, were compared with those of heat pulse method in Fig. 5.44. It is noted that 

a.c. technique gives the same resuhs to within experimental errors, as those which were 

acquired using the heat pulse method . The critical temperature Tc, the specific heat 
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Cp and specific heat jiunp AC are similar with both techniques. The results were 

compared with those of literature [9,10], and it was found that the Durham results were 

very close to those of the literature values. 

5.9: Conclusion: 

It is concluded from the above, that the a.c. technique is better in many ways 

than that of traditional techniques. It gave continuous data read-out, and numerous 

conventional calorimetry problems have been overcome. From what was a noisy 

envnonment, the true signal has been extracted. We have detected temperature 

oscillations of 10"* K. Due to its high sensitivity it can detect very minute changes that 

occur in the heat capacity of the material. This makes it most appropriate to investigate 

the materials, where relative measurements are more important than the absolute 

measurements. Yet the problem with this technique is that it is not suitable for low 

thermal conductivity materials. Nevertheless, we have successfully developed a method 

to analyse low thermal conductivity materials. 

We have completed an extensive series of measurements on Cu, NbTi and PMS 

m zero field and in-field. We have found the results are accurate to -10% and are 

consistent with the heat pulse data in Chapter 4. The optimised conditions for our 

experimental set-up are, frequency = 0.5 Hz, ramp rate = 0.125 K.min"' and the 

excitation current to be 100 uA. These conditions are used for the Chevrel phase 

materials considered later m this thesis. 
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CHAPTER 6 

Analysis of NbTi Superconductor 

6.1: Introduction: 

After the discovery of high field superconductors in late 1950s, soon afterwards 

superconducting wires and magnets were available for sale. NbTi wires were first mass 

produced in 1965, this was mainly because of their ductility, relative ease of 

manufacture when co-processed with Cu, excellent mechanical properties, and relatively 

low strain sensitivity. Consequently, this binary material became the preferred choice 

for use in large scale applications [1-3]. This material is currently used to wind into the 

magnets for use in energy storage, energy conversion, (i.e. generators and motors), high-

energy particle detectors, beam-handling magnets and also to generate high magnetic 

fields. Since NbTi material is well characterised in terms of specific heat, transition 

temperature Tc, upper critical field Bc2(T), and the specific heat jump height etc., we 

have decided to investigate this material to check the accuracy of our in-field 

measurements. After measuring the specific heat, we have compared our experimental 

results with that of literature. The details are given below. 

The chapter consists of seven sections. Section 6.2, is devoted to resistivity data 

and the specific heat measurements on NbTi in the 0- and high fields. Section 6.3 

provides the detailed analysis of the data in terms of Debye plot, the two fluid model, 

BCS and WHH theory. In section 6.4, the measured values have been compared with 

the theory and literature. Section 6.5 provides a comprehensive discussion, and finally 

section 6.6 concludes this chapter. 

62: Experimental Results 

The specific heat data of commercial NbTi have been acquired using the set up 

previously discussed in chapter 5. The Cp vs. T data of Fig. 5.43 (where the 100 uA 

excitation current to CX-1030 thermometer was used), have been replotted in Fig.6.1. 

This shows Cp/T versus T̂  in 0-field. The Cp vs. T data in magnetic field of Fig. 5.47 

(where the 10 uA excitation current to CX-1030 thermometer was used), using the 0 

correction and normalised at 10 K of the 0-field value, has been replotted in Fig.6.2 

giving Cp/T versus T .̂ 
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Fig. 6.1: The Cp vs. T data of Fig.5.43 has been replotted giving Cp/T versus 
for the NbTi. Tc has been calculated using the entropy conservation under 

the curve and found to be 9.37 K. 
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Fig. 6.2: The Cp vs. T data in magnetic field of Fig. 5.47 has been replotted 
givuig Cp/T versus T̂  using 1st order theta correction and normalising at 10 K. 
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To compare theory and experiment for Bc2, the normal state resistivity data were 

obtained using the standard four-probe method. To minimise the errors in obtaining the 

length between voltage terminals, a large NbTi rod with a radius of 7.7 min and a 

length of 21.5 mm was used. Using the formula; R = p L/A, we found a resistivity of 

0.734 nQ-m of the rod: 

6.3: Analysis of Data 

Usmg the resistivity and Cp data, we can calculate the characteristic parameters 

for NbTi: 

63.1. Specific Heat in 0-fields 

Assuming that lattice specific heat obeys the T̂  behaviour in the 

superconducting state, the electronic specific heat can be evaluated using the Cp/T 

versus T^ data (Debye Plot). In the normal state at low temperatures T ~ 10 K , Cp/T 

vs. T^ should be a straight line, giving y-intercept as y (the electronic specific heat co­

efficient or the Sommerfeld constant), and the slope of the straight line as p. This has 

been explamed more thoroughly in section 2.2. The Eq. of straight line can be written 

from the Eq. 2.29 as; 

^ - y ^ P ^ (6.1, 

from where y and p have been calculated using the straight line fit on the data acquired 

in 0 T of Fig. 6.1, and was found to be, Y=0.174(mJ.gm-\K-2) and P = 1.55(mJ.gm-'.K"'). 

632): Specific Heat in High Fields 

Different digitised values we obtained from the analysis of the data of specific 

heat measurements in high magnetic fields, (Fig. 6.2), are tabulated in Table 6.1. It is 

clear from the data, that the transhion temperature Ts, and the jump height are reduced 

with the application of the magnetic field, while the width of the transition increases 

with increasing fields. 

Using the two-fluid model, Cs (specific heat in superconducting state), has been 

calculated with the aid of Eq. 2.41, which can be modified as [4-6]; 

162 



Appl. Field Trans.Temp. AQT (%) YUJB^iO) YH, /HC2(0) 

(T) (Ts)± O.IK Theoretical Experimental 

0 9.48 75 0 0 

2 8.86 67.3 0.0147 .01 

4 8.21 56 0.0294 0.03 

6 7.45 53.1 0.0442 .051 

8 6.48 43.2 0.0589 .07 

10 5.19 - 0.0736 -

Table 6.1. The effect of the magnetic field on the specific heat of NbTi. Ts is the critical 
temperature after the application of the field; A C/T(%), the percentage jump hei^t; YH^2(0) . 
represents the increase in specific heat in the presence of a strong applied magnetic field. 

4 HJO)_ 
(6.2) 

ft is noted that, the presence of the magnetic field has caused the specific heat to 

increase by an amount of almost [yH /Hc2(0)]T from its zero field value. 

63.3): Determination of the Bc2(0) 

Bc2(0) can be determined by many methods. Some of them are described below; 

1) To calculate Bc2(T), we have plotted the applied magnetic field vs. the 

transition temperature Ts in Fig. 6.3. From this we have calculated the slope dB/dT]T=Tc 

to be -3.22 T/K, this can be used to determine Bc2(0). The curve of this graph has been 

extrapolated back to 0 K in comparison with the curve obtained using WHH theory [7]. 

The y-intercept shows Bc2(0) which can be seen from Fig. 6.3. The upper critical field 

was found to be 15.2 T. 

2) .Theoretical 8(^(0) has been calculated using WHH theory [7], assuming there 

is no Pauli Paramagnetic Limiting (PPL) present; then from Eq. 2.63, [Bc2=0.693xTc 

X (dB/dT)T=Tc]. for a dirty type n superconductor, we found a Bc2(0) of 20.94 ±1 T. 
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3) . After the Clogston-Chanderashekher [8-9] paramagnetic limit, Eq. 2.56; (Bpo =1.84 

Tc Tesla), Bpo is found to be 17.24+0.2 Tesla. This high value demonstrates that 

paramagnetic corrections are needed in high field. 

4) . On the basis of jump height; since the jump height is reduced after the magnetic 

field. This suppression of the jump height can be used to determine the Bc2(0). This has 

been done by plotting a graph between the % jump height vs. the applied field in Fig. 

6.5. The curve has been extrapolated back to the 0 % jump height. Using WHH theory, 

Bc2(0) has been estmiated to be 18.2 T. 

63.4) : Resistivity Data 

Using the normal state resistivity p„ data (as described in section 6.2), we can 

calculate Bc2(0), Bci(O), Bc(0), and the GLAG parameter K : 

We find: 

Bc2(0) = 17.27 Tesla usmg the Eq. 2.62 as [2, 3]: 

Bc2(0) = 3.1 xlO^xYvPnTc (6.3) 

Bci(O) = 0.049 Tesla using the Eq. 2.37 as [2, 3]; 

^ _ (6-4) 
" [1.276x5^0)/5^0)] 

Bc(0) has been found to be 0.204 Tesla making use of the Eq. 2.36 as [2, 3]; 

Bc(0) = 7.65 X 10^ X (Yv)''^ Tc. (6.5) 

The GLAG parameter K was found to be 50.13 using the Eq. 2.51 as [2, 3]; 

K = 2 . 4 X 1 0 ^ X ( Y J " ^ P „ (6.6) 

When Bc2(0) has been calculated using the relation [ 3, pp.283], 

Bc2(0) = v/2 Kx Bc(0) (6.7) 

we found approximately 16% lower value of Bc2(0). 

63.5) Maki parameter a; 

Maki [10] parameter a, gives some idea about the paramagnetic limiting present 

m the material. It can be calculated; 

1). Using the Eq. 2.52 [2, 4]; 

a = a_ 
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where B*c2(0) is the field assuming there is no PPL, and Bpo is the field at 0 K taking 

into account of the full paramagnetic limitmg. 

2). Using the slope at T =Tc as [2,5]; 

dBc2 (6.9) 
a = -0.528 

3). From the normal state resistivity p„ (Q-m) and volumetric specific heat coefficient 

Yv (J.mlK-^), using Eq. 2.53, as ; 

a = 2.35 X 10̂  YvPa (6.10) 

ft can be noted that all these methods give ahnost the same value of a as 1.5±0.2. 

6.3.6: Measuring Spin-orbit scattering parameter A ^ q and 

The spin-orbit coupling parameter can be calculated using Eq. 2.55 or using 

the graphical solution for the different values of k^, and comparing with the 

experimental results. We used the graphical approach. The reduced upper critical field 

b*c2 = 0.693 xB,2(T)/(TcX dB*,2/dT)x.Tc for different values has been plotted against 

the reduced temperature t - T/Tc in Fig. 6.4. We noted that the experimental values of 

reduced critical field b*c2 are very close to the theoretical curve for a = 1.22, = 1.5, 

from where we have estimated that A,,,, is very close to 1.51. 

6.3.6): Height of the Specific Heat Jump; 

ft is noted that the specific heat jump in the 0-field, usmg 10 uA excitation 

current to Cemox-1030 thermometer, is « 15 % less than the jump height we got using 

the 100 uA excitation current (see Chap. 5). We attribute this to the frrst order theta 

correction not being suitable for data acquired usmg 10 uA excitation current to CX-

1030 thermometer. The height of the specific heat jump is reduced with the application 

of the field. The % jump height vs. applied field has been displayed in Fig. 6.5. Using 

Eq. 2.49, the normalised relative jump height (AC/Ts)/(AC/Tc), has been measured. 

The data giving normalised jump height, vs. the reduced temperatme t̂ ^ =(Ts/Tc)̂  is 

shown in Fig. 6.6. 

6.4): Comparison with the Literature; 

As the application of the magnetic field reduces the jump height, this implies 
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that one can obtain the normal state specific heat with the application of a higher 

magnetic field than the Bc2(T) below the transition temperature, after that the straight 

line fit holds well at lower temperatures. We have calculated the Sommerfeld constant 

Y (mJ.gm '.K"^), and the slope p from the Cp/T vs T^ in 10 T data after using the 

straight line fit, and compared it with the literature [11-13] values in Table 6.2. The y 

value is ~ 5% and P value is ~ 20% lower than the literature [11] value. Usmg these 

values, the electronic and lattice contribution to specific heat has been separated from 

the total specific heat, and both specific heats are displayed in Fig. 6.7, Debye 

Temperature, Ô  differs for different compositions. It was calculated and was found to 

be 255.32 K for Nb-35%at-Ti, which is = 7% higher than the literature value [11]. 

A comparison between Cp (total experimental specific heat), and Cs (calculated 

specific heat in the superconducting state), versus temperature is shown in Fig. 6.8. This 

comparison reveals that the calculated values are withm +10% of the experimental 

results in the temperature range of 5 - 6.5 K, and within ±2% in the temperature range 

of 6.5 K to 9 K. The oscillations in the lower temperature range is due to the large 

mput power applied to the sample. 

The theoretical values of the superconducting state specific heat Cs in tiie 

magnetic field, calculated using Eq. 6.2, and the experimental values are compared in 

Table 6.1. We found that the experunental values are in good agreement with the 

theoretical values at low field, but have large deviations in high fields. 

The effect of the magnetic field on the specific heat has been calculated using 

the two fluid model, and it was found that the two fluid niodel is quite acceptable when 

the applied magnetic field is low. However, in high fields, the experimental and 

calculated values differ remarkably, this demonstrates that the two fluid model is not 

valid in high magnetic fields. 

The other parameters have been calculated using Eqs. 6.3 - 6.6, and were 

compared with the hterature in Table 6.3. But if one uses Eq. 6.7 to calculate Bc2(0), 

one finds a very close value to tiiat of the experimental value of 15 T [3]. 

The slope we found was -3.22. Using Eqs. 6.8 and 6.9, we found a value of a 

= 1.55 + 0.2, both these methods show a strong effect of paramagnetic limit on NbTi 

in fields. However, if a is calculated usmg the relation; a = 2.32 . 10lpoYv> (Eq- 6.10) 

one finds a value -16.5% lower, which is -12% higher than the literature [2, Colling] 
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Ref Tc(K) Y (mJ.gm '.K-^) p (mJ.gm '.K-^) P + (3Y/T^C) 

(mJ.gm-'.K"*) 

Elrod, Miller, 

& Dresner[ll] 

9.1 0.145 2.3x10-' 7.5x10-' 

Corsan[12] & 

Zbasnik[13] 

9.2 0.175 2.6x10-' 9.0x10"' 

This work 9.37*±0.1 0.138 + 0.04 (1.835±0.07) xlO-' (6.55±0.23)xlO' 

Table 62. *Tc is the midpoint of the superconducting transition (constructing the entropy 

conservation under the area and taking the midpoint), and has been calculated from the 

experimental data. [ P + (3Y/T^C)] (mJ.gm ^K"*); is the coefficient of T' term in the presence of 

the magnetic field. 

values. The value of calculated after the graphical solution is very close to the value 

of 1.5, as quoted in literature [ 2, Colling, pp.549]. Using, a =1.22 and X^ = 1.5, we 

have calculated Bc2(T) curve using WHH theory in Fig. 6.3. ft. is clear that the curve 

obtained after the experiment is lower than the WHH curve in high fields. . 

6.5): Discussion: 

The specific heat of NbTi superconductor in the zero field has been analysed in 

the vicinity of the fransition temperature and below. After plotting Cp/T versus T^ the 

Y (y-mtercept) and P (the slope of the straight line fit), have been calculated in the 

normal state region. To get the values of Y and P , we have used the data of 10 T of 

Fig. 6.2. The value of Y we achieved is within « 5% in agreement with that of the 

literature, and P is almost 20% lower that of the literature value [11]. All other 

calculations has been undertaken using these values. Using the formula, 6D= (1944/P)"', 

where p is in J.mole-'.K" ,̂ Debye temperature has been calculated and was found to be 

7% higher than the literature value [11]. 

Using the two fluid model, the experimental specific heat in the superconducting 

state has been compared with the theoretical evaluated specific heat values in Fig. 6.8, 

and was found to be in very good agreement with the Eq.6.2. This reveals the validity 

of the two fluid model in relation to the strong coupled type II superconductor. Other 
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Parameter Calculated Value Literature Value 

Bc2(0), (Tesla) 17.27 + 0.3 18.5* 

Bc,(0), (Tesla) 0.0459 + 0.01 0.035** 

Bc(0), (Tesla) 0.204 + 0.02 0.222* 

GLAG, K 50.13 + 1 49* 

Table 6.3. *The data has been taken from the Superconducting Magnets by M.N. Wilson [3]. 
** The data has been taken from Applied Superconductivity by E.W. Collings [2]. 

indication, that NbTi is a sfrong coupled superconductor came after comparing the jump 

height (AC(TC)/YTC) = 2.07, which accordmg to tiie BCS theory should be 1.43, it 

instead obeys the Gorter-Casimir relative jump height formula, where AC(TC)/YTC=2. 

The BCS gives a relation where the electronic specific heat in tiie superconducting state 

Ces should be equal to elecfronic specific heat in the normal state C^ alTfTc = 0.51, 

while for NbTi, Ces = Cen at T/Tc = 0.63. 

The height of the specific heat jump (AC(Ts) is reduced with the application of 

the magnetic field, and varies as T̂ s (Eq- 2^48, section 2.6.3) within experimental errors. 

The normalised relative jump height should obey the quadratic relationship giving a 

sttaight line, but the resuhs we obtained deviated from this behaviour, which was rather 

similar to the Maki' [10] for K=2. Also, the application of the magnetic field tends to 

increase the specific heat in the superconductmg state with an amount of YH/HC2(0). It 

is clear from Fig. 6.7 that only electronic specific heat has contributed m the 

superconducting state and the lattice specific heat remains aknost constant obeying T̂  

law. 

The Bc2(T) curve has been calculated using W H H theory for a =1.22 and 

= 1.5. The W H H curve is shown m Fig. 63. It can be seen that the W H H curve is 

higher than the experimental curve. It may be due to the fact that we have calculated 

Bc2(T) for a =1.22 and not for a =1.5 or the PPL is very strong in high fields. 

The experimental value of Bc2(0) for NbTi is 15 Tesla [3] . It is noted tiiat our 

calculated values of Bc2(0) for NbTi after the different methods are scattered, and 

higher than this value. This discrepancy may be explained on the basis of paramagnetic 

limiting. From Eq. 6 .8 -6 .10 , it is shown that NbTi has a strong paramagnetic limiting 
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factor in the high fields. It is also concluded on the basis of graphical solution from 

Fig. 6.4, that a = 1.22 and X^^ = 1.5. It emerges that, Eq. 2.63 is quite a reasonable 

approximation which reveals that with the apphcation of higher fields, orbital and 

paramagnetic effects have to be taken into account while calculatmg Bc2(T). 

6.6): Conclusion 

The theory developed in chapter 2 has been tested, and was found to be m good 

agreement with the experimental results. The analysis developed in this chapter is quite 

suitable for calculatmg Y, P , and the jump height. The Cp, Y, AC(T)/YTC, TS, BC2, 

a = 1.5 and X^ = 1.5 are very close to the theoretical, as well as literature values 

within the experimental errors. 
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CHAPTER 7 

Specific Heat Measurements on HIPed and unHIPed PhMogSg 

7.1: Introduction: 

As described earlier in Chapter 1 and 2, Lead Chevrel phase (PMS) has very 

high Bc2(0) and idBcJdT)-^-^^^ values and relatively high Tc compared to other Chevrel 

phase compounds [1-7]. In order to understand these properties, the knowledge of 

electronic specific heat Cei and phonon contribution Cp̂  is essential. To explain this, 

we have completed Cp measurements on these materials which are presented here. 

We have fabricated PMS with two methods, simple sintering at ambient 

pressure and a Hot Isostatic Press (HIP) method. Both methods will be described m 

section 7.2. In section 7.3, the specific heat measurements in high magnetic field 

usmg both the heat pulse method and the a.c. technique are been presented. Section 

7.4 provides the analysis, and section 7.5 tiie discussion on tiiese measurements. In 

section 7.6 the conclusions of this chapter are provided. 

72: Fabrication of PMS 

Two methods were used to fabricate the PMS samples. First, ceramic PbMogSg 

samples are prepared by a two step reaction procedure. Pure elements, Pb, Mo, and 

S are used as startmg materials. In tiie beginning, 10 g of starting materials with 

nominal composition PhMogSg are sealed under vacuum in a pre-cleaned silica mbe. 

The tube is then placed in a mbe fumace and annealed at 450° C for 4 hours in an Ar 

atmosphere. The fumace temperature is slowly increased to 650° C at a rate of 33° 

C.h"' and held for 8 h. After tiiis heat freattnent, the sample is ah quenched to room 

temperature. The reacted mtermediate powder is ground thoroughly using a mortar and 

pestle and is pressed into discs of 10 mm diameter. The discs are agam sealed under 

vacuum in a pre-cleaned silica tube and reacted at 1000° C for 44 h in flowmg Ar gas 

to form the PbMogSg phase. 

Before performing tiie hot isostatic pressing treatment on the samples, the 

sintered ceramic samples are ground mto powder and re-pelletised. The pellets are 
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wrapped with Mo foil (99.95%, 0.25 mm thick), so that PbMogSg powder does not 

react with the container and are sealed in a stainless tube under vacuum usmg hot-

spot-welding. The hot isostatic pressing treatment is carried out at 2000 bar at 800" 

C for 8 h. The sample is then extracted from the Mo foil and cut. The HIFed sample 

used in tlie heat pulse measurements was obtained by this method named as IHIP. In 

addition, a second HIP'ed sample was obtained named as T3PMS. Better control of 

oxygen contamination, was achieved by keeping the Mo powder m the Glove box and 

reducing the Mo in hydrogen-nitrogen to extract oxygen. All other steps were the 

same as described above. The specific heat of this sample was measured using the a.c. 

technique. 

13: Cp Measurements 

Cp measurements have been made usmg two methods. The long duration heat 

pulse method and the a.c. technique. The experimental results obtained are described 

below: 

7.3.1: Cp Measurements using long duration H. P. Method: 

The heat pulse measurements in magnetic field on unHIFed PbMogSg and 

HIP'ed PbMogSg material have been made usmg the set-up described m chapter 4. The 

measurements were made in constant magnetic field of 0, 2.5, 5, 7.5, and 10 Tesla. 

The results are shown m Figs.7.1 and 7.2 for unHIFed and IHIP PMS respectively. 

The magnitude of Cp/T for tiie unHIFed and IHIP samples are similar above 15 K. 

The transition temperature T^ and the specific heat jump for each field is obtained 

after extrapolating the measured transition in Cp/T to an idealised sharp transition, 

assuming entropy conservation under the transition curve as has been explained m 

chapter 5. The same results are tabulated m Tables 7.1 and 7.2 m digitised form. 
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App.Field Tco(K) ATc± Tc** ± Jump % 

(Tesla) ± 0.2 K ± 0.2 K 0.2(K) 0.2 (K) (AQCrJ 

0 14.20 12.60 1.60 13.30 15.34 

2.5 13.50 12.20 1.30 12.90 12.24 

5.0 12.95 12.0 0.95 12.45 11.21 

7.5 12.6 11.50 1.10 12.0 10.69 

10 11.8 11.25 0.55 11.50 6.44 

Table 7.1: The effect of magnetic field on unHIP-ped PbMogSg. Tco is the onset 

temperature where the anomaly starts, Tpeak is the maximum value in the transition 

curve, ATc is the difference between the Tco and the T j ^ . Tc** has been calculated, 

considering entropy conservation under the curve. The Jump % (AQCj-J has been 

calculated on the basis of entropy conservation under the curve and taking the 

minimum and maximum value of Cp obtained. 

App.Field Tco(K) ATc± Jump % 

(Tesla) ± 0.2 K ± 0.2 K 0.2(K) ±0.2 (K) (AC/Crc) 

0 14.40 13.45 0.95 13.85 11.55 

2.5 14.0 13.1 0.90 13.50 8.8 

5.0 13.6 12.7 0.90 13.10 8.64 

7.5 13.2 12.47 0.73 12.82 8.56 

10 12.6 11.85 0.75 12.15 6.41 

Table 72: The effect of magnetic field on IHIP PbMoeSg. Tco, Tpeat, ATc, Tc** and 

Jump % (AC/CjJ have been defined in the caption for Table 7.1. 
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7.3.2: Cp Measurements using A.C. Technique: 

The a.c. measurements have been made on T3PMS. V '̂ ^̂  vs. temperature and 

phase shift vs. temperature in field in the interval of 0, 2.5, 5.0, 7.5, 10.0 and 12.5 T 

are displayed in Fig. 7.3a and Fig.7.3b respectively. In addition we have plotted W'^^^s 

* T"̂  vs. T in Fig. 7.3c in order to amplify and clarify the position of the small 

change in V ' ^ ^ from the superconducting phase transition. Because of the large 

variations in Y'^^^ and Cp throughout the measured range of temperature, it is not 

possible to distinguish where the transition (which causes a jump in A V " ' ^ -4%) 

occurs. However, the product of V ' ' ^ and T"̂  is a very weak function of temperature 

and so because the noise levels are sufficiently low, we can distiguish a discontinuity 

of -4%. Hence we can determine the temperature at which the superconducting 

anomaly occurs in each field. This procedure is repeated in the following chapters to 

calculate Tc** and Bc2(T). Cp and phase shift vs. T at 2.5 T only is plotted in Fig. 

7.4. The clear indication of the phase transition comes from the V " ' ^ * T^ vs. T in 

Fig. 7.3c as explained above and from the phase shift data explained in Fig.7.4. This 

is consistent with the Eq. 3.50 and Fig. 5.42 along with Fig. 5.43, where a phase 

transition is observed in both V"'^^ and phase shift together at the same temperature 

in NbTi. Therefore, with reference to Figs. 5.42 and 5.43, it is appropriate to measure 

Tc** from the phase shift transition or from the V"^^ * vs. T data. The values of 

Tc** so obtained are tabulated in Table. 7.3 for each field. However, Cp vs. T, and 

Cp/T vs. T^ are also plotted in Figs. 7.5 and 7.6 respectively. 

App.Field Tc**+0.2 

(Tesla) (K) 

0 14.50 

2.5 14.20 

5.0 13.90 

7.5 13.45 

10.0 13.10 

12.5 12.65 

Table 73: The effect of magnetic field on T3PMS HIP'ed material. The Tc** has 

been measured from the Fig. 7.3c which is consistant with the phase shift data 

described in Fig. 7.4. 
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temperture Tc after the application of the magnetic field. 
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(After A.C. Technique). 
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7.4; Analysis of the Data 

7.4.1: Comparison of Cp/T with the Literature 

We have compared the values got in Durham with different experunental set­

up with that of the Literature values. The values are calculated at 15 K, assuming 1 

mole = 1039 gm of PMS. They are summarised m Table 7.4. 

Cp (mJ.gm '.K-') 

Ref. 9, = 0.5967 

Ref. 17, « 0.655 

Ref. 14,18 « 0.789 

Ref. 7 = 0.794 

unHIFed ^ 0.587+.02 

IHIP « 0.523+.02 

T3PMS « 0.62+.02 

Table: 7.4: Different values of Cp (mJ.gm '.K'^). Literature values are compared with 

the three samples named as unHIP'ed, IHIP, and T3PMS measured in Durham. 

7.4.2: Estimating y and Op 

We have found the values of y and OQ using a Debye plot. Since PMS has a 

high Tc ~ 14 K m the O-field, this procedure has been applied to the data at 10 T to 

reduce the Tc**. The values for the y and Oj, are displayed in Table 7.5. However, 

the values are far different than the literature values obtained over different 

temperature ranges. This is due to the fact that PMS has very complex phonon 

spectrum. 

7.4.3: Measuring B*c2(0): 

As has been explained in previous chapters, the appMcation of magnetic field 

suppresses the specific heat jump. This suppression of the specific heat jump can be 

used to determine the mitial slope {dBcJdT^^Tc- To measure the slope (dBc2/dT)T=Tc 

and tlie upper critical field Bc2(T), we have plotted the upper critical Bc2(T) as a 

function of transition temperature Tc in Fig. 7.7. 
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Material Y (mJ.mol-^K ') 0Di=(1944*15/P)"^ 6D2=(1944/P)''^ 

un-HIP PMS 443.3 341.6 138.5 

HIP-PMS 377.1 339.0 137.5 

T3 HIP-PMS 82.4 226.1 91.0 

Literature 

[Kinoshita, 14] 

79-125 411 166.7 

Table 7.5: Sommerfeld constant y and Debye temperature OQ have been calculated 

using the simple analysis using the straight line fit to Cp/T vs. T^ in the normal state. 

0D1 and has been calculated using the formula 0DI=(1944XR/P)"^[15], R 

represents the no. of atoms in the unit cell of PMS, and 002=(1944/P)"^, P is the 

slope in a Debye plot. 

Material Tc**±0.2 dBc2/dT+ B*c2(0)± 

(K) 0.2 (T/K) 5(T) 

PMS unHIPed 13.3 -5.88 54.19 

PMS HIFed 13.85 -6.67 64 

T3PMS HIFed 14.5 -6.67 67 

Table 7.6: Tc, idBcJdT)-^^^^, and B*c2(0) for the Chevrel phase PMS samples, 

fabricated without using Hot Isostatic Press and after using Hot Isostatic Press. Bc2(0) 

has been calculated using WHH theory [8]. 

It is shown in chapter 2, that paramagnetic limit term is important in high 

fields and well below Tc, while it disappears in the limit T - Tc. In such case we have 

[see section 2.6], 

C2 (dBjim _ dB' 

We find a slope of -5.88 T/K for the unHIFed PMS, -6.667 T/K for the IHIP PMS 

and same -6.667 for the T3PMS HIP'ed sample. These are tabulated in Table 7.6. 
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Fig.7.7). Upper Critical field B<,2(T) as a function of Transition Temperature Tc 
for three samples of PMS, fabricated without usmg HIP and with HIP process. 

The WHH theory [8] has been used to calculate B*c2(0) with the aid of Eq. 

2.63, considering no paramagnetic Umit as; 

dB^\ (7.2) 
-ATr 

dT ) 

where A has values of 0.693 for the dirty limit superconductors and 0.726 for the 

clean limit superconductors [2,9-10]. As PMS is a type n superconductor with a very 

high GL-parameter K ~ 130 [11], 30 A, ^Q'^^BCS" 48 A, and mean free path { 

~ 23 A, [6,12] it can be considered as a dirty limit type I I superconductor. Using the 

dirty Umit in Eq.7.2, we find a B*c2(0) of 54.19±5 Tesla for the unHIFed PMS and 

a B*c.(0) of 64 + 5 Tesla for the IHIP PMS. 

The same analysis described above has been repeated for T3PMS sample. The 

slope (dBc2/dT)T,Tc for this sample was found to be -6.667 T/K. The B*c2(0) has been 

calculated using Eq. 7.1 and found to be 67+ 5 T. The Tc and B*c2(0) of T3PMS 

sample are probably higher than the first IHIP PMS sample. It is probably due to less 

oxygen contamination during the fabrication in the HIP process. The values we got 
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for Tc, (dBc2/dT)T=Tc, and B*c2(0) are close to the literature values [1-7]. These all 

values are tabulated in Table 7.6. 

7.4.4: Measuring Maki parameter a: 

The Maki parameter a [13] is the measure of the paramagnetic limit in any material. 

A greater value of a, leads to strong paramagnetic limiting. It can be calculated by 

following ways, (described in chapter 2 and 6). 

1). From the inidal slope [4,6,12] as, 

(7.3) 
a -0.528>< 

dT) r=T^ 

2). From the ratio of orbital critical field B*c2(0) and paramagnetically limited upper 

critical field Bpo, Eq. 2.52, (Clogstan and Chandrashekher limit) [15,16] as; 

B: 
a v/2- •'C2 

B. po 
(7.4) 

From Eqs. 7.3 and 7.4 we find the average value of a as; 3.1 ±0.03, 3.53+0.03, and 

3.53 ±0.04 for unHIP'ed, IHIP and T3HIP PMS samples respectively. 

3). From the normal state resistivity (Q-m) and volumefric specific heat coefficient 

Yv (J.m ^K-^), using Eq. 2.53 as; 

a = 2.35 X 10̂  YvPn (7-5) 

We have taken the values of YV = 640 J.mlK"^ and p„ = 2.2 p.Q-m from the 

literature, Fischer, 1978, [4] and foimd a to be 3.308 with the Eq. 7.5. A l l values of 

a calculated with different methods for different samples are summarised in Table 

7.7-7.8. 

Material =^ unHIFed ±0.03 1HIP±0.03 T3PMS±0.04 

a, after Eq. 7.3 3.11 3.52 3.52 

a, after Eq. 7.4 3.13 3.55 3.55 

a, after Eq. 7.5 331 - -

Table 7.7; Illustrating the calculation of Maki's parameter a after 3 different ways 

for unHIFed, IHIP and T3PMS samples. 
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Material a (Maki 

parameter) 
^so T -14 

SOx(I0 ) 

PMS unHIP'ed 3.10+0.03 2.77 4.4 

IHIP PMS 3.52+0.03 3.56 3.29 

T3PMS HIFed 3.52±0.03 3.56 3.14 

Table 7.8. a, (Maki paramagnetic Imiitation parameter) defined by Eq.7.3 & 7.4; X^o^ 

spin-orbit coupling parameter and x^o, the spin-orbit scattering relaxation time has 

been calculated usmg WHH theory [8]. 

7.4.5: Measuring Spm-orbit scattering parameter Ago and 

Spin orbit scattering parameter Ago can be measured using Eq. 2.55 and 2.57. 

We have measured X^Q using Eq. 2.57 as; 

Bc2*(0) = 1.33v/XsoBpo (7.6) 

and found to be X^Q=1.11, 3.56, and 3.56 for unHIFed, IHIP and T3PMS respectivly. 

These values are summarised m Table 7.8. 

Similarly the Spin-orbit scattermg relaxation time T^O, has been calculated 

using Eq.2.55 as; 

Aso = 21i/3TrkBTcTso (7.7) 

The values of T^O for three samples named unHIFed, IHIP and T3PMS are shown 

in Table 7.8. 

7.4.6: Jump Height 

It can be seen from the Fig. 7.1 and 7.2 for unHIFed and IHIP samples 

respectively that the % jump height (AQQ-c) is reduced with the application of the 

field. It is very difficuU to measure specific heat jxunp height m the third sample, 

T3PMS due to reasons explamed later in section 7.5. We have compared the % jump 

height of unHIFed and IHIP PMS with a PMS sample fabricated at 1460 "C -1600 

"C and hot pressed at 1200 °C by Cors et. al. [1,2]. The resuhs obtained are tabulated 

in Table 7.9. 
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Applied Field (T) unHIFed IHIP Cors et.al. [1,2] 

0 15.34 11.55 20.93 

2.5 12.24 8.8 

5 11.21 8.64 

6 16.87 

7.5 10.69 8.56 

8 14.97 

10 6.44 6.41 13.42 

Table 7.9: The % jump height of unHIFed and IHIP PMS samples are compared 

with Literature [1,2]. 

7.5: Discussion: 

The unHIFed sample obtained after tiie simple sintering method, is 

inhomogeneous, has low density, and poor connectivity between the grains which 

badly affects the transport properties of this material. To get rid of all these problem, 

the Hot Isostatic Press (HEP) method was used. 

The Durham values of Cp/T at 15 K are compared with the literature values 

as can be seen m Table 7.4. It is noted that the literature values of Cp/T are scattered 

from 0.59 to 0.79 mJ.gm '.K'^. The Durham results agree with the literature values 

within the accuracy of the experimental set-up. 

As described in the literature Bader et. al. [17], and Alekseevskii, et. al [18]; 

it is almost impossible to use the simple Cp/T vs. T^ analysis for PMS to get y and 

0D, since above its high Tc value, the T^ behaviour is not observed. PMS has a very 

complicated phonon spectrum. Equally, applying a strong magnetic field will decrease 

Tc** by only a few Kelvin because of the high idBcJdT)-^^j^ of this material. It is 

clear some new technique should be used to explain the data. 

A more complex analysis has been developed which describes the lattice 

specific heat, CL, in terms of a sum of three independent terms [18]; 

CL = A,Cu + A^Cu + A3CL3 (7.8) 

where. A, ~ 1 , Aj and A3 =13, are the appropriate weight factors for the ternary 
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molybdenum sulfides and can be foimd during the analysis. C^, is from the very low 

frequency modes due to the weakly coupled, large atomic mass, Pb atoms in the 

crystal structure, CL2, represents the low frequency modes in the cluster, while the 

term C^, represents the higher frequency mtercluster and interacluster modes. We 

have not proceeded with this analysis because of the limited temperature range of our 

data. 

As the slope is very high, consequently Bc2*(0) is very high. At present, it is 

difficult to produce a field beyond 33 T [Nijmen] using the high field magnet 

laboratories. To compare the experimental Bc2(T) with that of the theoretical value, 

WHH [8] has given a very useful relation considering spin-orbit scattering parameter 

Ago, which gives some idea about the sfrength of the spin-orbit scattring, (see Chapter 

2). minimises the paramagnetic effect, and reduces the effect of pair h-eaking. It 

implies that spin-orbit scattering overcomes the effect of pair breaking by the 

paramagnetic effect and therefore enhances the Bc2(0) limit and only the interaction 

of the external field with the orbits wil l destroy the superconductivity in these 

materials, [4, 5]. We have taken a =3 in general to compare the value with the 

literature [4,5] and find out the value of X^o graphically. After determining a, X^o can 

be determined using Eq. 2.55 and 2.57. 

If one compares the spin-orbit relaxation time parameter X^Q of three PMS 

samples, it revealed that the value of X^Q is decreasing after HIP process, which is the 

case, as after HIP process, the material becomes more dense. 

The values of Bc2(T) calculated using methods other than Cp [19] have been 

compared in Fig.7.8. It can be seen that the values obtained from the reversible 

V.S.M. measurements [11] are very close to the Cp measurements on the same sample 

IHIP. However, the irreversibility hne is far below that of Bc2(T) line [11]. The data 

for other samples show the similar trend. 

The reduced upper critical field b,2=0.281Bc2(T)/B*c2(0) calculated [4,6] usmg 

Eq. 2.59 vs. reduced critical temperature t =T/Tc for fixed value of a =3 and different 

values of A^Q has been plotted in Fig. 7.9. In Fig. 7.10, the area close to the transition 

temperature is blown up for a =3, and different values of A^Q and is compared with 

that of reduced upper critical field of three samples. It is clear from the Fig. 7.10 that 

the value of Aj^ is either greater than 50 or infinity. As has been explained in section 
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Fig.7.10). The data of Fig. 7.9 is blown up close the Tc values to compare 
with experimental values obtained for unHIFed, IHIP and T3PMS samples. 

2.8, the role of is to reduce the paramagnetic effect and enhanced the upper 

critical field, reaching toward the theoretical limit. The value of a can be determined 

from the slope as, -0.528(dBc2/dT)Tc and thus one can determine the value of from 

the temperature dependence of Bc2(T). However, the values of X^ so obtained are far 

higher. It implies that the value of upper critical field obtained is close to the orbital 

critical field [4,6]. These higher values of X^ may be due to the very simple 

assumptions have been made, ([6],pp.68) e.g. weak-coupling, spherical Fermi surface, 

no exchange effects in the electron and one conduction band. 

The Tc and Bc2(0) are sUghtly improved for the HIFed samples over the 

unHIFed sample. Indeed the critical current density has been improved ahnost 20 

times of the unHIPped material [11,20], which is a major achievement of the 

fabrication technique using Hot Isostatic Press. 

The height of the specific heat jump is not as high as that quoted in the 

literature [1-2]. Since specific heat measurements are bulk volumetric measurements, 

we suggest the large width (~ 1 K) of the transition or rounded calorimetric transition 

may be due to one of the possibilities; 
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1) . There is a distribution in Tc throughout the sample (mhomogeneity). 

2 ) . There are internal cracks in the sample which have led to temperature gradiants 

across the sample. 

3) . The thermal conductivity of these samples is so low that there is a temperature 

gradient across the sample. 

Usmg the two fluid model [ 21 -22 ] , the normalised relative jump height should 

obey the quadratic relationship givmg a straight Ime, but the resuhs we obtained are 

below the sfraight Ime. Even the literature [1 ,2] values are below that of the sfraight 

line which can be seen in Fig. 7 . 1 1 , where we have plotted reduced relative jump 

height m specific heat at different fields as a function of the square of die reduced 

transition temperature t̂ , showing the invalidity of the two fluid model for the P M S 

material. 

Complementary magnetic and transport measurements have been completed 

on the P M S samples [ 11 ,20] . An kreversibility Ime BJRR was found significantly 

• HIP 
0 unHIP 

Lileralure 

«? 0.6 

0.0 0.1 0.2 0.3 QM 0.5 0.6 0.7 0.8 0.9 1.0 

tg (Dimensionless) 

Fig.7.11). Reduced relative jump height of the specific heat jump at the 
transition temperatures T j has been plotted against the square of the reduced 
transition temperattire, ts^ = (Ts /Tcf. The sttaight line represents the 
quadratic relationship. 

191 



below Bc2(T). A marked difference between BIRR and Bc2(T) is a well established 

result in high Tc-oxide superconductors. The magnetic measurements have shown a 

typically twenty-fold increase in the critical current density of the HIFed PMS sample 

over the unHIPed PMS sample. The data described above demonstrate that this 

improvement cannot be attributed to changes in the bulk superconducting critical 

parameters. Better connectivity between the grains and improved grain boundary 

structure are more probable explanations. 

7.6: Conclusion: 

We found that after HIP, the Tc has been increased about 0.5 K while 

reducing oxygen contamination during the fabrication process has increased another 

of 0.5 K in Tc. The slope has been enhanced to about 13 % and consequently, BdiO) 

has been increased to about 65 T, about 20 % higher after the HIP process. The HIP 

process increases the Tc probably because of the improved homogeniety. The higher 

values of ^^0^3 leads to screening the effect of paramagnetic limitation by spin-orbit 

scattering mechanism. The roimded form of the specific heat jump pointed the 

possibility of the Tc distribution in the sample. 
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C H A P T E R 8 

Specific Heat of High Gd-doped Pbi.^GdJVlOfiSg 

8.1. introduction 

It was discovered by Fischer et.al [1-2] that after dopmg Gadolmium, (Gd) 

in the PbMogSg (PMS) material this enhanced, the Tc (=14.3 K), dBcJdT (=6T/K) 

and Bc2(0) («60 T). We have chosen to investigate the effect of the high doping of 

Gd (low doping wil l be discussed in chapter 9) systematically m the Pbi.jGd^MogSg 

system. Where x = 0, 0.1, 0.2, and 0.3 represents the nominal concentration of the 

Gd. The stoichiometry subsequently is always nominal. 

This Chapter consists of six sections. Section 8.2 describes the sample 

fabrication. Section 8.3 is devoted to the experimental results obtained using the 

experimental set-up described m chapter 5. The analysis of the above data has been 

provided in section 8.4. Section 8.5 discusses the results and section 8.5 concludes 

the chapter. 

8.2: Sample Fabrication 

We have completed the specific heat measurements on a series of bulk Gd-

doped PMS samples, fabricated with the simple sintered method at ambient pressure, 

and fabricated at a pressure of 2x10* N.m'^ (2000 bar) using a Hot Isostatic Press 

(HIP), described in Chapter 7 with a more detailed method. These samples were 

pressed in the glove box under Argon. To extract Oxygen from the Mo, the powder 

was reduced in flowing hydrogen gas. Thereafter, the Mo was kept contmuously in 

the glove box to reduce contamination. The volimietrically averaged upper critical 

field Bc2(T) has been determined as a function of temperature for these materials. 

8.3. The experimental Results 

8.3.1. Gd=0 (PbMo^Sg) 

To investigate the effect of a magnetic field on different concentrations of Gd, 

in PbMogSs, a sample of mass, 0.17196 gm, with no dopmg of Gd was fabricated 

using the Hot Isostatic Process (HIP) described above and in chapter 7. The magnetic 
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field was applied at intervals of 0,2.5, 5,7.5,10, and 12.5 Tesla. The graphical form 

of V '^s vs. T, phase shift vs. T and V ' ^ , * vs. T are shown in Figs. 8.1a, 8.1b 

and 8.1c respectively. 

To calculate transition temperature Tc, alongwith Fig. 8.1b and 8.1c, we have plotted 

Cp vs. T and Cp/T vs. T for Gd-0 sample as shown in Figs. 8.2 and 8.3 respectively. 

The transition temperature Tc, has been calculated from the V " ' ^ * vs.T and the 

phase shift data in Figs. 8.1b and 8.1c respectively as has been explained in section 

7.3.2. The arrows in the Figs, are situated at the phase transition. In Table 8.1 we 

have shown the effect of magnetic field on the transition temperature Tc for Gd-0. 

Applied Transition Temp. 

Field (T) Tc*±0.2 (K) 

0 14.45 

2.5 14.17 

5.0 13.65 

7.5 13.25 

10 12.65 

12.5 12.30 

Table: 8.1. The effect of applied magnetic field. B, on the transition temperature Tc 

of PbMOfiSg. Tc*; The Tc* has been calculated after taking area under the curve to 

be equal on both sides when extrapolating to the sharp transition in Figs. 8.1b, 8.1c 

and 8.3. 

8.3.2. Gd=0.1 (Pbo.,Gdo.,Mo,S8) 

Two Gd-doped samples with a concentration of 0.1, as suggested in the 

formula (PbogGdoiMo^Sg), have been investigated. One sample with a mass of 

0.08066 gm was not fabricated using the HIP process (unHEP), whilst the other 

sample, with a mass of 0.21301 gm, was fabricated using the HIP process described 

above. These two samples were investigated in the 0-field only. The raw data giving 

V'^^,, vs. T and phase shift vs. T for unHIP-0.1 and HlP-0.1 samples are shown in 
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Fig. 8 .2). Cp. as a function of temperature in the applied field of 0, 2.5, 5.0, 
7.5, 10 and 12.5 Tesla for pure HIP'ed PbMOfiSg, Gd-0 (without Gd-doping, x 
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Fig. 8.3). Cp/T. as a function of temperature in the applied field of 0, 2.5, 5.0, 
7.5, 10 and 12.5 Tesla for pure HIP'ed PbMosSs Gd-0 (without Gd-doping, x =0). 
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Fig.8.4) V and Phase Shift as a function of temperature for an unHIP'ed 
Phô Gdo .MOfiSj, unGd-0.1, in 0-field (x=0.1). 
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Fig .8.5) W '^iCX) and Phase Shift as a ftinction of temperature for the HIP'ed 
PbcGdo.iMOfiS,, Gd-0.1, in 0-field (x=0.1). 
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Fig.8.6).Cp vs. TforanunHIP'edPbcGdo.iMOesSg, unGd-0.1, inO-field(x=0.1). 
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Figs. 8.4 and 8.5 respectively. The graphical form of unHIP-0.1 and HIP-0.1 PMS 

giving Cp vs. T are shown in Figs. 8.6 and 8.7, wliile Cp/T vs T are shown m Figs. 

8.8 and 8.9. respectively. The transition temperature has been determined as 

explained in section 8.3.1. The results for both samples are tabulated in Table 8.2. 

Pbo.9Gdo.iM06S8 Applied 

Field (T) ±0.2 (K) ±0.1 (K) ±0.1 (K) 

unHIP 0 14.20 11.15 5.9 

HIP 0 15.10 11.30 5.9 

Table: 8.2. The effect of HIP process on Pbo.pGdo.iMogSg m 0-applied field. 

Tc*; The Tc* has been measured as explamed in section 8.3.1. 

83.3. Gd=0.2 (Fbo^GdoiMo^Sg) 

The Gd-doped sample with a concentration of 0.2, as suggested in the formula 

Pbo.gGdfljzMogSg, has been mvestigated. It was fabricated using the HIP process 

described in above. The mass of the sample was=0.21412 gm. It was investigated on 

tiie applied magnetic field of 0, 2.5, 5.0, 7.5, 10 and 12.5 T. (The sample shows a 

multiphase behaviour). To have a clear look at V"'(n^)CX, we have added 5 units to 

2.5 T, 10 to 5 T, 15 to 7.5 T, 20 to 10 T and 25 to 12.5 T data. Sunilarly, in the 

phase shift data, we have added T to 2.5 T, 4° to 5 T, 6° to 7.5 T, 8" to 10 T and 

10° to 12.5 T. The same procedure is repeated for Cp vs. T and Cp/T vs. T data, 

where we have added, 0.5 units to 2.5 T, 1.0 to 5 T, 1.5 to 7.5 T, 2.0 to 10 T and 

2.5 to 12.5 T data, and 0.05 units to 2.5 T, 0.1 to 5 T, 0.15 to 7.5 T, 0.2 to 10 T and 

0.25 to 12.5 T data respectively. The resuUs so obtained, for V"'(n^) vs. T are shown 

in Fig. 8.10a for Phase Shift vs. T m Fig. 8.10b and in Fig. 8.10c (for 11 K to 17 K 

only), Cp vs. T in Fig. 8.11 and Cp/T vs. T m Fig. 8.12. The digitised data is 

tabulated in Table 8.3. 

83.4. Gd=0.3 (Pbo.7Gdo-,Mo«Sg) 

Two Gd-doped samples with a concentration of 0.3 as suggested in the 
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Fig.8.7). Cp versus T for a HIP'ed PbosGdo .MoeSs, Gd-0.1, in 0-field (x=0.1). 
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Fig.8.8). Cp/T vs. T for an unHIP'ed Pbo.gGdo .MOsSg, unGd-0.1, in 0-fieId 
(x=0.1) . 
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Fig.8.9). Cp/T versus T for a HIP'ed PbosGdo iMosSg, Gd-0.1, in 0-field (x=0.1). 
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Fig. 8.10a). V ' ^ (CX) as a function of temperature in the applied field of 0, 2.5, 
5.0, 7.5, 10 and 12.5 Tesla for HIP'ed PbogGdo^MogSg, Gd-0.2, (x =0.2). To 
make it more clear, 5 units have been added to 2.5 T data, 10 units to 5 T, 15 units 
to 7.5 T, 20 units to 10 T and 25 units to 12.5 T data. 
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Fig . 8.10c). The data of Fig. 2.12b has been blown up for the temperature range 
of 10.5 K to 17 K to find the transition temperature. The arrows shows the transition 
teraperamre for each field. 
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Fig . 8.11). Cp as a function of temperature in applied field of 0, 2.5, 5.0, 7.5, 10 
and 12.5 Tesla for HIP'ed Pbo.gGdo.zMogSg, Gd-0.2, (x =0.2). To have a better idea 
of transition, we have added 0.5 units to 2.5 T data, 1.0 to 5 T, 1.5 to 7.5 T, 2.0 
to 10 T and 2.5 units to 12.5 T data. 
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Fig. 8.12). Cp/T. as a function of temperature in applied field of 0, 2.5, 5.0, 7.5, 
10 and 12.5 Tesla for HIP'ed PbogGdo jMoeSs, Gd-0.2, (x =0.2). To have a better 
idea of transition, we have added 0.5 units to 2.5 T data, 0.1 to 5 T, 0.15 to 7.5 T, 
0.2 to 10 T and 0.25 units to 12.5 T data. 
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Applied A CI 
T * 
A M l 

T * 
A M 2 

Field (T) ±0.2 (K) ±0.1 (K) ±0.1 (K) 

0 14.95 10.45 5.9 

2.5 14.65 10.25 5.8 

5.0 14.1 9.6 5.4 

7.5 13.65 8.3 =5 

10.0 13.15 6.1 -

12.5 12.6 ==5 -

Table: 83. The effect of applied magnetic field on the different phases of 

Pbo.gGdozMogSg. Tc*, denoting the superconducting phase transition, TMi*,and TMJ* 

the magnetic phase transition due to magnetic impurities. 

*; The calculation of Tc* has been explained in section 8.3.1. 

Sample-* Gd-0.3 Gd-1 

HIP unHIP 

Applied 

Field (T) ±0.1 (K) ±0.1 (K) 

0 10.4 10.40 

2.5 10.15 10.07 

5.0 9.4 9.45 

7.5 8.25 8.30 

10.0 6.0 ~ 6.0 

12.5 =̂5 -

Table: 8.4. The effect of applied magnetic field (H) on the magnetic transition 

temperature TM* of PboTGdojMOfiSg (Gd-0.3) and GdMOfiSg (Gd-1). 

*; The T^,* has been measured as explained in section 8.3.1 above. 
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formula PbojGdo jMogSg have been investigated. One sample with a mass of 0.13439 

gm was not fabricated using the HIP process (unGd-0.3), and the other sample, with 

a mass of 0.20527 gm, was fabricated using the HIP (Gd-0.3) process. The unGd-0.3 

sample was investigated in 0-field givmg a possible Tc of -14.9 K. The raw data 

giving V"'(n,^) vs. T and phase shift vs. T are shown in Fig. 8.13 and Cp vs. T is 

shown in Fig. 8.14. The Gd-0.3 sample was investigated in an applied magnetic field 

of 0, 2.5, 5.0, 7.5, 10, and 12.5 T. The raw data giving y-\^^ vs. T and phase shift 

vs. T are shown in Figs. 8.15a and 8.15b respectively and Cp vs. T is shown in Fig. 

8.16 for only Gd-0.3 sample. The arrows point to the phase transitions. The higher 

phase (Tc~14.9) is the superconducting phase, while we provide evidence later that 

the lower phase (Tc~10.4), is a magnetic phase. The effect of magnetic field on 

different phases is presented m Table 8.4. 

8.3.5. Gd=1.0 (GdMOfiSg) 

To check the effect of Gd only on the MogSg, an unHIP sample of mass 

0.23741 gm with the suggested formula GdMogSg (Gd-1) has been prepared (without 

Pb). The Gd-1 sample was investigated m 0, 2.5, 5.0,7.5,10.0 and 12.5 T field. The 

raw data giving y'\tms) vs. T and phase shift vs. T are shown in Figs. 8.17a and 

8.17b respectively. The effect of magnetic field on the specific heat Cp, of this 

sample is shown in Fig. 8.18, while the tabulated form of the data is presented in 

Table 8.4. 

8.4. Analysis. 

The specific heat Cp of aU Gd-doped HIP'ed PMS samples in 0-field are 

displayed m Fig.8.19. Gd-1 (unHIP and without Pb) is added for comparison. It is 

noted that Cp decreases above Tc with the addition of Gd. The effect of Gd-

concentration (x=0, 0.1, 0.2, 0.3) on the Tc of PMS in the 0-field for the higher 

phase is plotted in Fig.8.20 and tabulated in Table 8.5, including literature values [3-

4] for x=0.6 and 1. It is clear that the Tc values increased after Gd-doping and is 

maximised for x =0.1. However, Tc values are decreased dramatically for x=0.6 & 1 . 

Tlie Gd-1 sample did not show any superconducting transition in the 

investigated temperature region (5-15 K) using a.c. susceptibility technique [5]. 
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Fig.8.13). V '̂ s and Phase Shift as a ftinction of temperature for an unHIP'ed 
PbcGdo jMosSs, unGd-0.3, in 0-field (x=0.3). 
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(x=0.3). 
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Fig. 8.15a). V"'n„ as a function of temperature in the applied field of 0, 2.5, 5.0, 
7.5, 10 and 12.5 Tesla for HIP 'ed PbcGdo.jMogSg, Gd-0.3 (x =0.3). 
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Fig . 8.16). Cp as a function of temperature in applied field of 0, 2.5, 5.0, 7.5, and 
10 T for HIP'ed Pbo^GdosMo^Sg, Gd-0.3, (x =0.3). 
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Fig. 8.17a). V"'n„ as a function of temperature in the applied field of 0, 2.5, 5.0, 
7.5, 10 and 12.5 Tesla for unHIP'ed GdMogSg, Gd-1, (x =1.0). 
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Fig . 8.17b). Phase Shift as a function of temperature in the applied field of 0, 
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Fig. 8.18). Cp as a function of temperature in applied field of 0, 2.5, 5.0, 7.5, 10, 
and 12.5 T for unHIP'ed GdMo^S,, Gd-1, (x =1.0). 
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Gd-doping 

(X) 

Tc* ±0.2 (K) 

After Cp 

Tc*(onset) ±0.1 (K) 

After AC-Susc. 

Tc*(mid pt.) +0.1 

(K) After AC-Susc. 

0 14.45 14.20 14.0 

O.I 15.10 14.20 14.0 

0.2 14.95 14.10 13.80 

0.3 14.90 14.0 13.80 

0.6** 3.2 - -

1.4 - -
Table:8.5.The el ̂ ect of Gd-doping (x) on the transition temperature of Pbi.̂ Gd^MogS 

*; The T^ has been measured after the entropy conservation under the curve. 

**; From Fischer at. al.(1976) pp.l81.[3]. 

***; From Ternary Compounds I, pp.4 [4]. 

However, it shows a magnetic transition Tm in the Cp measurements at about -10.4 

K in zero field. It can be noted that the Cp/T values increased after the application 

of the field for T > T^ from its zero field value, while the magnetic transition 

temperature T^ decreased for higher magnetic fields. 

The thermodynamic upper critical field Bc2(T) vs. transition temperature Tc 

of Gd-doped HIP'ed PMS samples for x=0, and 0.2 has been shown in Fig.8.21. We 

found a slope close to T=Tc for Gd=0.2, of -5.21 T/K. Using WHH theory [6], 

[Eq.2.63], Bc2(0) was calculated, assuming no paramagnetic limiting and found to be 

54 T. Although Gd-doping increased the Tc of the material, the slope dBcJdT]^^^^ 

is lower tiian tiie slope of Gd-0 PMS. This can be seen in Table 8.6. 

We also plotted the effect of applied field on the magnetic transition 

temperature T^ of all Gd-doped PMS samples. This is shown in Fig. 8.22 for the 

magnetic phase only. 

The Maid [7] parameter has been calculated using Eqs. 7.3 and 7.4 and was 

found to be 2.3 ±0.03. The Spin-orbit scattering parameter X^q has been calculated 

using Eq. 2.57, viz. Bc2(0)=1.33 ^/Xso Bp, where BcziO) is the upper critical field 

assuming there is no PPL, and Bp is the Clogstan-Chandrashekher limiting field [8], 

which is found to be 1.55 + 0.03. 
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Fig.8.21). Upper Critical field Bc2(T) as a function of superconducting transition 
temperature Tc for two HIP 'ed Pbi.̂ Gd^MOeSj samples, (x=0, 0.2). 
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Material Tc**±0.2 

(K) 

dBc2/dT± 

0.2 (T/K) 

B*c2(0)±5 

(T) 

Gd=0 PMS HIP'ed 14.45 -5.74 57.28 

Gd=0.2 PMS HIFed 14.95 -5.21 53.97 

Table 8.7: Tc, (dBcJdVj^j,, and B*c2(0) for Gd=0 (Pure PMS) and Gd=0.2 

(PbogGdo.zMOeSg) samples. Bc2(0) has been calculated using WHH dieory [6]. 

8.5. Discussion: 

It is evident from the Cp measurements shown in Figs. 8.1- 8.20 that after 

Gd-doping, the materials show a three-phase behaviour, with a higher temperature 

superconducting phase, and lower temperature magnetic phases. We have plotted 

BcaCT) vs. temperature for the superconducting phase and middle temperature 

magnetic phase in Figs. 8.21-22 respectively. The presence of the superconducting 

phase, is confirmed by complementary a.c. susceptilDility measurements [9] on these 

materials. The data of reference 9 has been replotted in Fig. 8.23. This reveals that 

the material is superconducting at the same temperature found in the Cp 

measurements. However, the other phases observed in Cp measurements at -10 K 

and ~6 K may be due to some other unreacted materials present in the sample. This 

has been confirmed on the basis of the x-rays diffraction (XRD) and preliminary 

results of transmission electron microscopy (TEM) [10] on the Gd-0.3 and Gd-1 

samples, where most of the peaks are identified as pure PMS. The rest of the peaks 

are MoSj and M02S3, with some traces of GdaSj. By comparing the data of Gd-0.3 

and Gd-1 samples, it is revealed that both materials have a second phase identified 

as GdjSj, which is a possible origin of the magnetic ordering in aU the Gd-doped 

PMS at -10 K. 

After applying magnetic field, Cp/T increases for T > Tc, the magnetic 

transition temperature T^ is reduced and there is no anomaly in the a.c. susceptibility 

measurements. This consequently reveals the possible origm of the magnetic 

transition at -10 K in GdjSj as being antiferromagnetic [11, 12] as MoSj and M02S3 

are paramagnetic materials. 
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Fig.8.23). Normalised AC-Susceptibility data vs. temperature for Pbi.iGdiMoeSa 
samples, (x=0, 0.1, 0.2, 0.3), for comparison with Cp data (DNZ-data). 

We have plotted Bc2(T) vs. magnetic transition temperature for the middle 

temperature magnetic phase in Fig. 8.22. From the above discussion it can be 

concluded, tiiat for the materials with x =0.1, 0.2 and 0.3, the magnetic phase 

transition at -10 K is of the antiferromagnetic nature. One possibility is Gd has 

replaced the Pb sites in Pbi.jGd^MogSg pointed to the co-existence of 

superconductivity with the magnetic ordering [13] but more probably the anti-

ferromagnetic transition is due to GdjSj which has not reacted witii the PMS durmg 

the fabrication process. 

It is likely from the Table 8.5 and Fig. 8.20, that after doping Gd, Tc has. 

been increased. I f so the Gd-doping has an optimum value of x=0.1, for which the 

Tc is the highest one as 15.1 ±0.2 K, which is slightly higher tiian the values quoted 

in Uteratm-e for the Chevrel phase materials [14-19]. This trend is also confirmed 

after a.c. susceptibility measurements [9] shown in Figs. 8.20 and 8.23. However, Tc 

values measured witii Cp measurements are about 6% higher tiian tiiose measured 

with a.c. susceptibility. This may be due to the thermometry used in these two 

separate methods,.or due to tiie inhomogeneity in the samples or botii. Cattani et. al.. 
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[20] showed that different Tc obtained after different methods is not artifact of the 

measurements but due to the materials itself. So different Tc could be intrinsic. The 

reason why Gd-doping has slightiy unproved Tc is still not clear but Gd acting as an 

oxygen getter may be a contributing factor. 

Using WHH theory [6] we have calculated BcaCO) assuming that there is no 

paramagnetic limiting present in the material and the material is a dirty lunit type n 

superconductor, (this has been explained in chapter 2 & 7) for Gd-0.2. We found a 

Bc2(0) of the order of -54 T, which is -6 % lower tiian the Gd-0. Altiiough after 

doping with Gd, Tc has been increased by approximately 6 %, the slope [dB/dT]T=Tc 

has been dropped to ahnost 9 %, which has been also confirmed by Foner et.al. [19]. 

Spin-orbit scattering parameter k^o has been calculated using Eq.2.57, and 

was found to be 1.55 ± 0.03. This is considerably lower than the theoretical value 

(described in Chapter 7) obtained from the temperature dependence of Bc2(T) shown 

in Fig. 8.24, where we have plotted reduced upper critical field bc2*(t) versus reduced 

temperature t and provided data for pure PbMogSg and PbogGdo.zMogSg materials. 

S0 = oo 

Gd-0.0 
Gd-0 .2 

0.00 
0.80 OM 0.88 0.92 0.96 

Reduced Temperature t=T/Tc 

1.00 

Fig.8.24). Reduced upper critical field b*c2(t) versus reduced temperature t for A„ 
> 50 or 00, compared with experimental values obtained for pure PhMô Sg (a=3) 
and Pbo.gGdo.2Mo6S8 samples. 
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From the Fig. 8.24, it is clear that X ô could be greater than 4. We therefore suggest 

that the paramagnetic luniting is broadly compensated by the spin-orbit scattering. 

8.6. Conclusion: 

Doping of Gd in the PMS may have improved the Tc with Gd=0.1 giving a 

maximum value of 15.1 ±0.2 K. The reason why Tc has been improved after doping 

Gd is not clear. It may be due to the reason that Gd is a good getter for oxygen, 

which has extracted the oxygen from the material resulted in improvements in Tc or 

the unprovements in fabrication m the controlled environment and reducing the Mo 

powder in hydrogen. The different values of Tc obtained in the same material in Cp 

and a.c. susceptibility measurements is probably inttinsic and not an artifact of the 

measurements. The magnetic transition discovered in Cp measurements at -̂ 10 K, is 

absent in a.c. susceptibility measurements. Probably, Gd-doped PMS can be 

considered as a possible material where co-existence of superconductivity with anti-

ferromagnetic ordering is present. On the basis of XRD and TEM, the magnetic 

transition is more probably due to GdzSj material present in the sample. The 

reduction in slope [dB/dT]f=Tc has compensated for by the improvement in Tc so 

Bc2(0) is -6% lower. The X^^ values are greater than 4 suggesting that paramagnetic 

limiting plays little or no role. Extensive complementary magnetic and transport 

measurements are underway which help clarify the role of electromagnetic granularity 

and also show the strong similarities for these materials with the high temperature 

superconductors. 
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CHAPTER 9 

Specific Heat of Low Gd-doped Pbi .Gd^o^Sg 

9.1. Introduction 

As previously described in Chapter 8 the doping of Gd in Pbi.,Gdj,Mo6Sg, 

where x represents the concentration of the dopmg, may increase the Tc of the 

material, with the highest value of 15.1 ±0.2 K has found with x =0.1, which is 

slightly higher than the transition temperature Tc quoted in literature [1-7] . In this 

chapter we aim to carry out a thorough study, to find the highest Tc, the optimum 

Gd-concentration x and the highest Bc2(0). To do tiiis, we have investigated four 

samples with Gd-concentration at x =0.01,0.02,0.03, and 0.04 named, Gd-O.Ol, Gd-

0.02, Gd-0.03, and Gd-0.04 respectively. 

This Chapter consists of six sections. Section 9.2 gives some of the details of 

sample fabrication described m chapter 7 and 8, section 9.3 is devoted to the 

experimental results obtained using the experimental set-up as described in chapter 

5. The data obtained are analysed in section 9.4. The discussion on this data is 

provided in section 9.5. Section 9.6 concludes the chapter with important findings. 

9.2. Fabrication of the Sample 

It is clear from the conclusion of chapter 7 and 8, that the HIP process 

enhanced the properties toward the Tc, as well as Bc2(T). Therefore, we have 

completed the specific heat measurements on the aforementioned four bulk Gd-doped 

PMS materials, which were fabricated at a pressure of 2x10^ N.m"^ (2000 bar) using 

a Hot Isostatic Press (HIP) method, as described in Chapter 7 and 8. The Mo powder 

was reduced in a hydrogen-nitrogen mix rather than pure hydrogen. The Tc values 

and the volumetrically averaged upper critical field Bc2(T) have been determined by 

Cp measurements as a function of temperature for these materials. 

9.3. The Experimental Results 

9.3.1. Gd-0.01 (Pb„.„Gd<,.„,Mo,S8) 

The Cp measurements in 0-field have been carried out on the Gd-0.01 sample. 
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The chemical formula for this sample is suggested to be PboggGdooiMogSg giving the 

concentration x =0.01. The mass of this sample was 0.1874 gm which was fabricated 

using Hot Isostatic Process (HIP), as described m chapter 7. The graphical form of 

the raw data giving V"'(rms) vs. T and Phase shift vs. T for this sample is shown in 

Fig. 9.1a. 

ft is noted from tiie Fig. 9.1a tiiat the superconducting jump height is not 

prominent in V''(rms) vs. T, as well as in phase shift vs. T and consequently, it is 

difficult to fmd the accurate Tc. To enhance the jump height and find the Tc as 

before, we have plotted V''(rms) * vs. T m Fig. 9.1b. Before plotting V"'(rms) * 

T'^ vs. T, we tried different powers of T, but we found is the best to find the 

phase fransition. The fransition temperature Tc* has been calculated after taking area 

under the curve of Fig. 9.1b to be equal on each side when extrapolating to a sharp 

ttansition. The Tc* was found to be 14.93+0.1 K for Gd-0.01. 

Similarly, we have plotted Cp vs. T m Fig. 9.2 for Gd-0.01 sample and added 

the arrow as a guide to the eye, and to compare the values obtained in Durham to 

that of the literature values for this sample. 

9.3.2. Gd-0.02 (Pbo jgGdoozMo.Sg) 

To find the effect of magnetic field on the transition temperature Tc, and to 

find the Bc2(0) of low doped Gd, a HIP sample with a mass of 0.15656 gm and 

concentration, x =0.02 as suggested in the formula PbosgGdooaMOgSg has been 

investigated. The sample was investigated in tiie field of; 0,2.5, 5.0, 7.5,10 and 12.5 

Tesla. To have a clear look at V-^^ , , we have added 5 unhs to 2.5 T, 10 to 5 T, 15 

to 7.5 T, 20 to 10 T and 25 to 12.5 T data. Sunilarly, in the phase shift data, we 

have added 2° to 2.5 T, 4° to 5 T, 6° to 7.5 T, 8° to 10 T and 10° to 12.5 T. The 

results so obtained, for y^^aas) vs. T are shown in Fig. 9.3a, for Phase shift vs. T in 

Fig.9.3b. As explained earlier m section 9.3.1, that to enhance the jump height and 

find the Tc, we plotted V''(rms) * T"̂  vs. T in Fig. 9.3c. The transition temperatures 

obtained in magnetic field for Gd-0.02 material are displayed in Table 9.1. 

Similarly, we have plotted Cp vs: T in Fig. 9.4 for Gd-0.02 sample to guide 

to the eye, and to compare the values obtained in Durham to that of the literature 

values for this sample. 
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Fig. 9.1a). V'(rms) Vs. T and Phase Shift vs. T for Gd-0.01 HIP 'ed 
PbcGdoo.MOeSg (Gd-dopmg, x =0.01). 

'> 0.030 

0̂ 12 13 U 15 16 17 18 
Temperature(K) 

Fig. 9.1b). V-'(rms)* as a function of temperature in 0-field to enhance the 
superconducting jump height, and to find the transition temperature Tc for Gd-O 01 
HIP 'ed Pbo^GdooiMosSg (Gd-doping, x =0.01). 
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Fig . 9.2). Cp Vs. T for Gd-0.01 HIP ' ed Pbo^GdooiMOfiSj (Gd-doping, x =0.01) 
in 0- field. 
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Fig. 9.3a). V '(rms) Vs. T in magnetic field in die interval of 0, 2.5, 5.0, 7.5 10.0 
and 12.5 T Gd-0.02 HIP ' ed PbosgGdoojMOfiSg (Gd-doping, x =0.02). (Addition of 
5, 10, 15, 20, 25 units to 0, 2.5, 5, 7.5, 10, and 12.5 T respectivly). 
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Fig. 9.3b). Phase Shift as a fiinction of temperature in magnetic field in the interval 
of 0, 2.5, 5.0, 7.5 10.0 and 12.5 T for Gd-0.02 HIP'ed PbossGdoozMOfiSg (Gd-
doping, X =0.02). (Addition of 2, 4, 6, 8, 10 degree to 0, 2.5, 5, 7.5, 10, and 12.5 
T respectivly). 
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Fig. 9.3c). V"'(nns)* as a function of temperature, in magnetic fields of the 
interval 0, 2.5, 5.0, 7.5, 10.0, and 12.5 T, to enhance the superconducting jump 
height, and to find the transition temperature Tc , for Gd-0.02 HIP'ed 
Pbo^sGdoojMo.Ss (Gd-doping, x =0.02). 
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Fig . 9.4). Cp Vs. T in magnetic field in the interval of 0, 2.5, 5.0, 7.5 10.0 and 
12.5 T for Gd-0.02 HIP ' ed PbcgGdocKMOsSj (Gd-doping, x =0.02). 

Materials =• Gd-0.02 Gd-0.04 Gd-0.2 

Applied Transition Temp. Transition Temp. Transition Temp. 

Field (T) Tc*±0.2 (K) Tc*±0.2 (K) Tc*+0.2 (K) 

0 14.94 14.90 14.95 

2.5 14.55 14.60 14.65 

5.0 14.01 14.10 14.10 

7.5 13.65 13.50 13.65 

10 13.10 13.10 13.15 

12.5 12.30 12.25 12.60 

Table: 9.1. The effect of applied magnetic field (B) on the transition temperature Tc 

for Gd-0.02, Gd-0.04 and Gd-0.2 samples. 

Tc*; The Tc* has been measured after taking area under the curve of the graph 

V '(rms) * vs. T to be equal on each side when extrapolating to a sharp transition. 
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9.3.3. Gd-0.03 (Pbo,7Gdo.o3Mo,S8) 

The HIP sample, named Gd-0.03 with a doping concentration of 0.03 as 

suggested in the formula Pbo.gyGdo 02Mo6Sg, has been investigated in the 0-field. The 

mass of the sample was 0.05953 gm. The graph giving V''(rms) vs. T and the Phase 

shift vs. T is shown in Fig. 9.5a. As explained earlier, we have measured the 

transition temperaturte Tc from the graph giving V''(rms) * vs. T in Fig. 9.5b. 

The Tc* was found to be ~15.04±0.2 K for this material. The Cp vs. T is plotted in 

Fig. 9.6 for this sample. 

9.3.4. Gd-0.04 (Pbo.9<iGdo.o4Mo,S8) 

A Gd-doped HIP sample of mass 0.25331 gm, with a concentration of 0.04 

as suggested m the formula PboogGdo^MogSg has been investigated in magnetic field. 

The field was applied with the intervals of 0, 2.5, 5.0, 7.5, 10, and 12.5 T. As 

explained above in section 9.2.2, to have a clear view in fields of y'^fpas)' we have 

added 5 units to 2.5 T, 10 to 5 T, 15 to 7.5 T, 20 to 10 T and 25 to 12.5 T data. 

Similarly, in the phase shift data, we have added 2° to 2.5 T, 4° to 5 T, 6° to 7.5 

T, 8° to 10 T and 10° to 12.5 T. The results so obtained, for V ̂ ^ , vs. T are shown 

in Fig. 9.7a, for Phase shift vs. T in Fig.9.7b. To enhance the jump height and find 

the Tc, we plotted V"^(rms) * T"̂  vs. T in Fig. 9.7c. The transition temperatures 

obtained in magnetic field for Gd-0.04 material are displayed in Table 9.1. 

Similarly, we have plotted Cp vs. T in Fig. 9.8 for Gd-0.04 sample and added 

arrows as a guide to the eye, and to compare the values obtained in Durham to that 

of the literature values for this sample. 

9.4. Analysis. 

9.4.1: Effect of Gd-Doping in 0-fieId 

A l l the values of Tc in the 0-field for different Gd-concentrations x, in the 

formula Pbj.̂ Gd^MogSg, have been compared. The graphical form illustrating 

transition temperature Tc, vs. the Gd-concentration x, is shown in Fig. 9.9. We found 

the optimum value for the low Gd-concentration m PMS to be x = 0.03. From this 

we achieved the highest Tc of ~15.04±0.2 K. The results are summarised in Table. 

9.2. 
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Fig. 9.5a). V'(rms) Vs. T and Phase Shift vs. T for Gd-0.03 HIP ' ed 
P b c G d o wMOgSg (Gd-doping, x =0 .03) in 0-field. 

16 17 13 U 15 
Temperature (K) 

Fig. 9.5b). V '(rms)* as a function of temperature in 0-field to enhance the 
superconducting jump height, and to find the transition temperature Tc , for Gd-0.03 
HIP ' ed PbcGdoosMOfiSg (Gd-doping, x =0.03). 
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Fig. 9.6). Cp Vs. T for Gd-0 .03 H I P ' e d Pbo^GdoosMosSg (Gd-doping, x =0 .03) 
in 0-field. 
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Fig. 9-7a). V '(rms) Vs. T in magnetic field in the interval of 0, 2.5, 5.0, 7.5 10.0 
and 12.5 T for Gd-0.04 HIP ' ed Pbo.peGdoMMOeSg (Gd-doping, x =0.04). (Addition 
of 5, 10, 15, 20, 25 units to 0, 2.5, 5, 7.5, 10, and 12.5 T respectivly). 
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Fig. 9.7b). Phase Shift as a function of temperature in magnetic field in the interval 
of 0, 2.5, 5.0, 7.5 10.0 and 12.5 T for Gd-0.04 HIP'ed Pbo.^GdowMoA (Gd-
doping, X =0.04). (Addition of 2, 4, 6, 8, 10 degree to 0, 2.5, 5, 7.5, 10, and 12.5 
T respectivly). 
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Fig. 9.7c). V"'(rms)* as a function of temperature, in magnetic fields of the 
inter\'al 0, 2.5, 5.0, 7.5, 10.0, and 12.5 T , to enhance the superconducting jump 
height, and to find the transition temperature Tc , for Gd-0.04 HIP 'ed 
Pbc^Gdot^MOfiSg (Gd-doping, x =0.04). 
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Fig . 9.8). Cp Vs. T in magnetic field in the interval of 0, 2.5, 5.0, 7.5 10.0 and 
12.5 T for Gd-0.04 HIP ' ed Pbos^Gdo wMô Sg (Gd-doping, x =0.04). 
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Fig.9.9). The effect of Gd-doping on the transition temperature Tc for 
Pb,.,G4Mo^g. 
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Cp- AC- AC-

Measurements Susceptibility Susceptibility 

Gd-doping Trans. Temp. Tc*(onset) ±0.1 Tc*(mid-pomt) 

(x) Tc* ±0.2 (K) (K) ±0.1 (K) 

0 14.45 14.20 14.0 

0.01 14.93 14.0 13.65 

0.02 14.94 13.90 13.65 

0.03 15.04 13.90 13.68 

0.04 14.90 14.10 13.80 

0.1 15.10 14.20 14.0 

0.2 14.94 14.10 13.80 

0.3 14.80 14.0 13.80 

0.6** 3.20 -
2 Q*** 1.40 - -

Table:9.2.The effect of Gd-doping (x) on the transition temperature of Pbi.̂ Gd t̂MogSg. 

*; To measure Tc in Cp-measurments has been explained in captions of Table 9.1. 

**; From Fischer et. al.(1976) pp.l81.[8]. 

***; From Ternary Compounds I , pp.4 [9]. 

9.4.2: Measuring Slope dB/dT]T=Tc and Upper Critical field B^ziT) 

The thermodynamic upper critical field Bc2(T) vs. transition temperature Tc 

of low Gd-doped PMS samples for x= 0.02, and 0.04 is shown in Fig.9.10. We found 

a slope close to T = Tc of -5.44 T/K and -5.26 T/K for Gd=0.02 and Gd=0.04 

respectively as shown in Table 9.3. 

Using WHH theory [10], [Eq.2.63], Bc2(0) was calculated, assimiing there is 

no paramagnetic Umiting, and found to be 56.28 T and 54.35 T for Gd-0.02 and Gd-

0.04 respectively. Although Gd-doping increased the Tc of the material, the slope 

dB/dT and Bc2(0) is considerably lower than the slope and Bc2(0) of pure PMS. This 

can be seen in Table 9.3. 
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Fig.9.10). Upper Critical field Bc2(T) as a function of superconducting transition 
temperature Tc for four HIP'ed Pbî Gd^MOgSj samples, where x = 0, 0.2, 0.02 and 
0.04. The drastic trend of bending toward the lower values at 12.5 T is obvious. 

Material T c * * + dBc2/dT+ B*c2(0) a ± 0 . 0 3 , a+0.03, Xso±0 .02 , 

0.2(K) 0.2 (T/K) ±5 (T) [after Eq.7.3] [after Eq. 7.4] [after Eq. 2.57] 

T 3 P M S 14.4 -6.66 66.47 3.52 3.55 3.51 

Gd-0.2 14.95 -5.21 53.97 2.75 2.77 2.18 

Gd-0.02 14.94 -5.44 56.28 2.87 2.89 2.37 

Gd-0.04 14.90 -5.26 54.35 2.78 2.80 2.25 

Table 9.3: Tc, {dBcJdT)-[,j„ B*c2(0), a and X^o for pure PbMosSg (T3PMS), Gd=0.2 

(Pbo.8Gdo.2Mo6Ss), Gd-0.02(Pbo.98Gdo.o2Mo6Sg) and Gd-0.04(Pbo.96Gdo.MMo6S8) samples. 

A H the calculated parameters are after WHH theory [10]. 

9.4.3: Measuring a and Xg^ 

The Maid [11] parameter has been calculated using Eqs. 7.3 and 7.4 for both 

samples, i.e., for Gd-0.02 and Gd-0.04, and was found to be 2.88+0.02, and 2.79+ 

0.02 respectively. The Spin-orbit scattering parameter X^^ has also been calculated 
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using Eq. 2.57, viz. Bc2(0)=1.33 ^Xso Bp, where Bc2(0) is the upper critical field 

assimiing there is no PPL, and Bp is the Clogstan-Chandrashekher hmiting field [12], 

which is found to be 2.369±0.02 and 2.252+0.02 for Gd-0.02 and Gd-0.04 

respectively. A l l these results have been summarised in Table 9.3. 

9.5. Discussion: 

The superconductmg transition jump height (anomaly) is usually present in 

superconducting materials, and represents a prominent parameter which shows the 

quality of the sample. It also plays an important role m findmg out the transition 

temperature Tc. As explained in section 7.3.2, to enhance the jump height and find 

out the transition temperature correctly, instead of plotting Cp/T vs. T, we have 

plotted V"'(rms) * vs. T for all four of the Gd-doped PMS HIP samples. These 

are shown in Figs. 9.1b, 9.3c, 9.5b and 9.7c for Gd-0.01, Gd-0.02, Gd-0.03 and Gd-

0.04 respectively. Cp vs. T for all four samples is displayed in Figs. 9.2, 9.4, 9.6 and 

9.8 respeetivly to check the proxunity of the results; From the analysis of all these 

samples in the 0-field, our results were very close to the highest value of Tc as 

quoted in the literature for the Chevrel phase materials [1-7], i.e. 14.95±0.1 K, for. 

all Gd-doped PMS, which can be seen in Table 9.3. The same results for different 

Gd-concentrations have been plotted in the Fig. 9.9, givmg Tc vs Gd-concentration, 

to see the graphical form of these results. It is noted that all these values are within 

14.95 ±0.1 K. The highest Tc value obtained may be due to the fact that Gd is a very 

good getter for oxygen [13]. It extracts the oxygen from the sample, resulting in an 

enhancement of the transition temperature Tc- So by reducing the amount of oxygen, 

and controlling other contamination during the process, the Tc can be enhanced to 

its maximum value obtained m Chevrel phase materials to date [1-7]. 

The magnetic transition phases at -10.5 K or -6.0 K which are present m the 

high doped Gd-samples, (See Chapter 8) were not observed in these less doped 

samples by our high resolution experimental set-up. The 1-4 % of Gd in the material 

is difficult to detect by X-rays diffraction, energy dispersive x-rays (EDX) or 

transmission electron microscopy (TEM) [14]. 

However, a very small and rounded jump in V'^^^ *T"̂  vs. T of Figs. 9.1b, 

9.3c, 9.5b, and 9.7c reveals possibly that, there is a Tc distribution throughout the 
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Fig.9.11). Normalised AC-Susceptibility data vs. temperamre for Pb̂ ^Gd̂ MOfiSg 
samples, where x = 0, 0.01, 0.02, 0.03 and 0.04, for comparison with Cp data; 

material, or a temperature gradient across the sample during the measurements or 

there is some small cracks in the material and the material is not pure in the sense 

that it is not an ideal PMS, due to the addition of Gd, which effect the structural as 

well as the magnetic properties of the material. 

From ac-susceptibility measurements [15] in Fig.9.11 the materials are 

superconducting without showmg any evidence for a magnetic phase transition. The 

Tc values obtained after the ac. susceptibility measurements are ~1 K lower than the 

Cp measurements. This can be seen in Table 9.2 and Fig. 9.9. This discrepancy may 

be due to the different diermometry used in both measurements, or due to 

inhomogeniety produced during the fabrication process. These measurement were 

made on different pieces of the same material. To eliminate this problem, the same 

sample should be used in both methods. However, Cattani et. al. [16] showed that 

different Tc obtained in susceptibility and Cp measurements is not an artifact of the 

measurement but is intrinsic. So more probably, the difference in Tc could be an 

intrinsic property. 

The slope dB/dT]T=Tc of the Gd-0.02 and Gd-0.04 samples is less than the 

pure PMS (T3PMS), while it is higher than Gd-0.2 as can be seen in Table 9.3. This 

resulted in a slightly higher Bc2(0) when compared with Gd-0.2. This Bc2(0) has been 
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calculated from the specific heat data obtained in the magnetic field using the WHH 

theory. Although the Tc values have been increased after low Gd-doping to PMS by 

-4.5% of the pure PMS (T3PMS), die Bc2(0) has been decreased by 15.3% for Gd-

0.02 and 18.2% for Gd-0.04. However, the low doping of Gd has increased the 

Bc2(0) by 5% for Gd-0.02 and 2% for Gd-0.04 sample than Gd-0.2 (high Gd-dopmg 

x=0.2). These results are smnmarised in Table 9.3. The drop in the slope is partly 

compensated by higher Tc values. However, it has been concluded by Foner [13] that 

some oxygen contamination is necessary to make it more stable and to get higher 

Bc(T). 

The Maki [11] parameter a has been calculated and found to be -18.4% and 

-21% lower than the pure PMS for Gd-0.02 and Gd-0.04 respectively and -4% for 

Gd-0.02 and ~ 1 % for Gd-0.04 higher than that of the Gd-0.2 as described in Chapter 

8. This reveals that the strong paramagnetic limiting effect is present in the material 

and has strongly influenced the material when working in high fields. This can be 

seen in Fig. 9.10 and 9.12, (where the reduced upper critical field b*c2(t) has been 

plotted against a reduced transition temperature t =T/Tc for a =3) where the low 

doping of the Gd samples show a dramatic decrease m the transition temperature at 

12.5 T. 

When calculating spin-orbit scattering parameter X^^, one finds that Gd-0.02 

and Gd-0.04 are -32.5% and -36% lower than the pure PMS (T3PMS) respectively. 

While Gd-0.02 and Gd-0.04 are higher than the high doped Gd (x=0.2) by about 

-9% and -3.5%. 

In addition to these Cp measurements, the group in Durham has completed 

an extensive series of transport and magnetic measiirements. These complementary 

measurements allow us to address granularity in these materials since the Cp 

measurements provide bulk volumetric information whereas the transport 

measurements are strongly affected by the grain boundary properties. 
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Fig.9.12). Reduced upper critical field h*c2(t) versus reduced temperature t for 
different values of and a=3 , compared with the experimental values obtained for 
pure PbMOfiSg (Gd-0) and for Pb,.,Gd,Mo<iSg for x = 0.2, 0.02 and 0.04 samples. 

9.6. Conclusion 

Low-doping of Gd in the Pbi.̂ ^Gd̂ MogSg materials may have increased the 

transition temperature 14.95 ±0.2K, to its maximum value as quoted in the Uterature 

so far, giving the optimum concentration x as 0.03. This may be due to the reason 

that Gd is a good getter for oxygen and there is no chance of contamination of other 

materials due to the controlled environment during the fabrication process. The Gd 

has extracted the oxygen, resulting in a relatively pure material. Although, this trend 

is different in ac. susceptibility measurements, where Tc values decreases with low 

doping. The possible reason for this may be due to inhomogeniety produced during 

the fabrication process, as different pieces of the same material were taken for 

measurements or different Tc obtained after different methods is an intrinsic property 

of the material. The absence of the magnetic transition phase in the materials is 

probably because the Gd concentration is too low to detect with the existing 

techniques. Although, the transition temperature Tc has been raised to about 4% in 

the Gd-0.03 sample, the low Gd-doping has reduced the Bc2(0) by 15.3% m Gd-0.02 
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and by 18.2% in Gd-0.04 when compared with the T3PMS. However, low dopmg of 

Gd may have raised the Bc2(0) by 5% and 2% for Gd-0.02 and Gd-0.04 materials 

respectively when compared with the high doping of Gd, i.e. Gd-0.2. On the other 

hand, the Gd-doping makes the material unsuitable when working in very high fields, 

i.e. beyond the 10 T, where a drastic depression in the curve has been observed. 

From the measurements in this chapter, it can be concluded that the low doping of 

Gd is a very suitable method for enhancing Tc and the Bc2(0) in PbMogSg. 
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CHAPTER 10 

Conclusion 
10.1: Introduction 

Specific heat measurements give unique information about the lattice and 

electronic properties of the material, transition temperature Tc, and thermodynamic 

critical fields. As specific heat is a bulk measurement, it can be used to check 

whether the transition is bulk or due to some other minority phase present in the 

material. The quality of the material can be checked on the basis of the shape of the 

anomaly. The adiabatic stability of the material depends on the Cp, since higher 

specific heat lead towards a more stable system. 

The main emphasis in this work has been on lead Chevrel phase materials.. 

They have transition temperature Tc ~ 15 K, intermediate coherence length {E, -30 

A), upper critical field B^CO) = 60 T, and Jc ~ 2 x 10* A-m"^ in a magnetic field of 

20 T, wliich make them a potential candidate to produce high magnetic fields 

beyond 20 T for the next generation. 

In this thesis we have given a brief overview of the superconductivity. The 

related theory of the specific heat. of normal, superconductors, and magnetic 

materials has been also addressed. A review of different techniques has been given 

for comparison. This was followed by the description of the design, construction and 

use of the probe designed in Durham to measure specific heat using different 

methods. 

The measurements have been done on a high thermal conductivity material 

(Cu), and extended to NbTi in field and low thermal conductivity materials as PMS. 

The comparison between HIFed and unHIP'ed materials has been made. To 

investigate the effect of Gd-doping in PMS, we have made a thorough study of high-

and low- Gd doping in Pbi.̂ tGdjMogSfe. Their properties extracted from the Cp 

measurements has been measured. The potential of Gd-doped PMS to be used in 

production of the high magnetic fields has been discussed. 

10.2: Summary 

To measure specit̂ ic heat of superconductors, a probe was designed which 
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can be used to measure the specific heat in high magnetic fields using heat pulse 

method and a.c. technique. We have used a tiny, robust, almost magnetic field 

independent, high sensitive and fast characteristic thermal response time, Cemox 

thennometer. With this thermometer, there is no need for a bulky gas thermometer 

or non-reproducible capacitance thermometer to control the background temperature. 

The diameter of the probe has been reduced to O-20 mm, which is quite suitable 

for our (j)-40 mm bore of 17 T d.c. magnetic field generated by superconductor. The 

computer progranmies have been written to acquire the data using heat pulse method 

or a.c. technique. To make measurements fully computer controlled, different 

programs were developed. To find the optimum operating conditions, the pressure 

inside the probe, the frequency, time constant, input power, ramp rate, and excitation 

current to Cemox thermometer have been extensively investigated. Cu and NbTi 

which have well established literature values, are used to test the validity of the 

probe. In this way we achieved an accuracy of ±0.2 K in temperature in 0- as well 

as high magnetic fields, ~ 10% a typical accuracy m the Cp measurements, and we; 

have detected temperature oscillations of the order of 10"* K . 

A computer program has been developed to analyse the raw data obtained 

from the high thermal conductivity material and then extended to low thermal 

conductivity materials like PMS. A first order correction using the phase shift has 

been included in the analysis to find the accurate Cp. The results of Cu, NbTi, and 

PMS are compared with the literature values and found consistent within 

experimental errors. The results obtained are about -10 % in agreement with the 

literature (based on Cu-values). 

We have used a Hot Isostatic Press (HIP) to get high quality and dense 

samples, and to have better connectivity between the grains. After HIP processing, 

Tc as well as 8 -̂2(0) have improved. Further increase in Tc and Bc2(0) has been 

obtained after minimising the oxygen contamination during the fabrication process 

in the PMS and after doping Gd to extract the oxygen in the controlled environment. 

We have foimd that by plotting V"'^5*T"^ vs T we have enhanced the jump. 

High Gd-doping increased the transition temperature to its maximum value 

of 15.10 + 0.1 K wliich is amongst the best reported value in the literature for any 

Che\Tel phase superconductor. We obtained this optimum value for Gd concentration 
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of -0.1. However, the 6^2(0) values obtained are less than the pure PMS. 

Complementary transport measurements have also made. The material shows 

magnetic transition at about 10 K which is probably due to the unreacted 

antiferromagnetic Gd2S3 material during the fabrication process due to low reaction 

temperature. 

To obtain the optimum value of Tc and Bc2(0) low Gd-dopmg in PMS has 

been tried. The Tc we have obtained is of the same order as high Gd-doped material 

but BciiO) is slightly improved. 

Future Reconimendation 

The above mentioned probe can be used at higher temperatures ( > 77 K). 

To test it, we have made some preliminary measurements on YBCO successfully 

usmg this probe with a very slow ramp rate. Now we give recommendations to 

improve the probe performance; 

When measuring Cp using a.c. technique, the input power to the sample heater needs 

to be varied, depending on the temperature and the sample thickness. Use of a 

frequency as low as possible by the L I A is recommended so that it can locked-in 

properly. 

Use the D.C. filter for the measurements, i f one is using very low frequency (= 0.5 

Hz). 

The excitation current to CX-1030 thermometer needs to be always kept 100 uA. 

There should be a compromise in choosing the ramp-rate (not very slow, time 

consuming and big oscillations in the sample temperature as well as background 

temperature, not very fast to miss the superconducting transition temperature). 

Use a sample heater other than strain gauge ( say. Carbon coating on one side of the 

sample) or using chopped light to reduce the addenda. 

Calibrate the CX-1030 regularly (depending on the number of cycles it is used). 

Explicidy fabricate precursor materials like GdjS, etc. to check the properties of Gd-

doped PMS, if it is un-reacted. 

Fabricate materials at higher temperature (above 1500 °C) for Pb sites to be replaced 

by Gd. 

Study the effects of oxygen in Chevrel phase materials. 
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Appendix 

A l : Computer Programming 

All the data has been acquired and analysed using interactive, real-time 

graphical software ASYST (A Scientific System) V.4 by Keithley Instruments, such 

that all data is stored digitally in Lotus 1-2-3 file. Communication between the 

computer and instruments is via IEEE interface except for the d.c. magnet power 

supply that uses the RS-232 bus. The default ASYST system has been modified 

according to the requirements. To acquire the data, system overlays, file sharing, 

graphics and memory information are saved in NEW.Q and to analyse the data, 

these all with different set-up are stored in TEST.COM and TEST.OVL. NEW.Q 

automatically loads a file called DEVICES.PRO. This files contains all the IEEE 

address settings, initialisation sequences, serial polling and setrup sub-routines for 

all of the instruments used in the measurements. 

The data has been acquired using SWITCH.PRO if using Heat Pulse Method 

and FA ST. PRO i f using Long-Duration Heat Pulse Method. To acquire the data 

using Alternating Current Technique, another program RUNB.PRO, which consists 

of seven other programmes, named: DEVICES.PRO, B.YAR, Bl.PRO, B2.PR0, 

B3.PR0, B4.PR0 and BGO.PRO, has been used. 

The data has been analysed including first order theta correction, using 

RUNALI.PRO, which consists of two other programmes, ALI2.VAR and ALI.PRO. 

A2: Cp-Measurements 

Al l of the Cp-measurements are computer controlled. To measure specific 

heat in 0- and magnetic fields three programs as stated above were used. The Heat 

Pulse measurements were made keeping the background temperature as stable as 

possible and fixing the magnetic field. Long-duration Heat Pulse measurements were 

also made keeping the background temperature and magnetic field fixed but using 

the fast buffer of the voltmeters to record the data, eliminating the'dwell time of the 

instniments. Measurements were made using a.c. technique keeping the magnetic 

field fixed and ramping the background temperature. Al l the variables are saved in 

the file B.VAR. The rest of the program is split into five other files. The following 

table A l and .A.2 enlists the programming blocks in each file in which they were 

executed. 
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SWITCH.PRO (FAST.PRO) 

save.sample 

setupa 

setupb 

setup 

vertical.axis 

labels 

plot, sample 

(bufferh) 

record.switch 

chkstop 

plot.temperature 

readT 

plot.switch 

plot.it 

go2 

20 

Table A l : Various blocks of the programms SWITCH.PRO and FAST.PRO, used 

in heat pulse method and long duration heat pulse method respectively 
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Bl.PRO B2.PR0 B3.PR0 B4.PR0 BGO.PRO 

left choicent timing sencase setup 

bottom tcontrol PID chktemp gol 

pol temprang saveit settemp go2 

poll temprate stopHeat plotscreen go3 

poll I temprecap chkstop labels go 

response totalrecap chkspeedsuper time 

reply tconvert stopDC dataplotl 

ninput choicepc setDCfield dataplot2 

look dataplotS 

RHFE2 takedata 

RHFE22 finish 

setupA totalfinish 

setupB totalrecaU 1 

setupC totalrecall2 

setupE 

switch • 

Table A2: The various blocks of the program RUNB.PRO used to acquire the data 

in A.C. Technique. 
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A3: Data Analysis 

A program called RUNALI.PRO was used to analyse the data which includes 

ALI2.VAR and ALI.PRO. This program is capable to analyse the data acquired by 

RUNB.PRO in 0- and high-magnetic fields. It read voltage from the lotus file and 

convert it into temperature after interpolation between two points. It is also 

converting V 'rms into corresponding Cp, using a first order theta correction. 

Al l the variables were saved in the file called ALI2.VAR. The various blocks 

and routines are shown in Table A2. 

ALI.PRO 

mnput 

words 

read 

setup 

Interpol 1 

interpol2 

gettmg 

calculating 

wnte 

eo 

Table A3. The various blocks of the program RUNALI.PRO used in analysis of the 

Cp data acquired with RUNB.PRO. 
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