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#### Abstract

Post-stack inversion of reflection data in seismic exploration can be used to obtain detailed information about lithology variations in the zone of interest. Generalized Linear Inversion (GLD) has previously been applied as a useful tool to achieve this. The purpose of my investigation is to apply GLI to data from the Coal Measures. It is known that in the Coal Measures the most strongly reflecting horizons are the coal seams, which are the exploration targets. In the seismic bandwidth they are thin beds, which causes particular problems associated with vertical resolution for the inversion.

The method is applied to a seismic line from the Belvoir Coalfield supplied by British Coal. In order to get better relative amplitudes and to keep the same bandwidth down the whole section, the data were carefully reprocessed using the ProMAX software. Wireline $\log$ data from two boreholes intersected by the seismic line were edited to generate acoustic impedance logs as functions of time. Software was developed to implement GLI, and tested on synthetic data before applying it to the reprocessed data.

The initial guesses for earth and wavelet models at the boreholes were obtained after systematic studies to determine the best strategy. The construction of the initial guess for the boundary locations elsewhere on the section is very critical for the success of the search for the global minimum. A combination of structural interpretation and the inversion results obtained from the previous trace was found to do the best job. I have tried to invert separately for the boundary locations, acoustic impedances and the wavelet, with the wavelet parameterized in the frequency domain. I found that, provided that the wavelet extracted at a borehole is a good estimate with low error energy, the most successful strategy is just to invert for the boundary locations, keeping the acoustic impedances and the extracted wavelet fixed. If the extracted wavelet is not a good estimate, then parameterizing the wavelet in the frequency domain and optimizing those parameters at the borehole is a useful approach.


None of the implemented inversion strategies produced a perfect result. Discrepancies were due to the difficulty in obtaining true relative amplitude values on the processed section. The inversion results and systematic studies on the field dataset indicate that the assumptions of the convolutional model are not satisfied by the processed section.
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## 1 Introduction

### 1.1 Statement of the Problem

In the 1970s, seismic interpretation was still mainly limited to structural and stratigraphic interpretation of the subsurface. With the advent of better recording and processing techniques, preserving the amplitude information in the seismic data, attention has subsequently focused on linking subsurface rock and fluid parameters to the seismic amplitudes. 3-D seismic surveys, which have uniform areal coverage and obvious application to field appraisal and development, pushed this requirement further.

During recent years there has been an increasing demand for an integrated approach to reservoir characterization for the most effective recovery of in-place hydrocarbons (Archer et al., 1993). The characterization of reservoirs requires the integration of different data types to define a reservoir model. Geological, well log and core data are traditionally the most commonly used data sets in reservoir model-building (e.g. Raymer and Burgess, 1980). Well $\log$ data and core data provide detailed information about the vertical variation of many reservoir properties, but they are restricted to regions adjacent to the borehole. More recently, seismic data have played an increasingly important role in describing reservoirs away from the wellbore (e.g. Martinez et al., 1992). Because of their excellent lateral resolution, seismic data can contribute to a well-defined geometric description of structural and stratigraphic aspects of the reservoir (Graebner et al., 1981).

Classically, seismic exploration consists of three main stages: data acquisition, data processing and geological interpretation. Inversion is the link between the last two stages and is one of the most active areas of current research in exploration seismology.

This thesis is concerned with the inversion of seismic reflection data from Coal Measures. The techniques developed are applied to synthetic data and also tested on real seismic and borehole data from the Belvoir Coalfield. British Coal has long experience of acquiring high resolution data of excellent quality to delineate faults for mine planning (Ziolkowski and Lerwill, 1979; Fairbairn et al., 1986). In the UK, there has also been much recent discussion about the potential for the development of coalbed methane (e.g. Cardy, 1995), which has led to a limited amount of drilling in coal basins traditionally exploited by mining (Creel, 1995). This gives rise to the requirement for high resolution seismic data, processed to identify the fine structures in the coal seams (i.e. washouts, faults and pinchouts) because coalbed methane is exploited by in-seam wells. Thus the ultimate goal of the work presented in this thesis is to develop inversion techniques for seismic data acquired from Coal Measures strata for application both in coal mining and in exploitation of coalbed methane.

### 1.2 Seismic Data Processing

Data processing is a sequence of operations which are carried out according to a predefined programme to extract useful information from a set of raw (normally observational) data (see Al-Sadi, 1980). The introduction of the digital computer in the early 1960s opened a new world in data processing. The great processing capabilities of computers have stimulated amazing technical advances in acquisition and interpretation as well as processing itself, leading to seismic reflection datasets whose quality and quantity could hardly have been imagined 30 years ago.

According to Yilmaz (1987), there is a well-established sequence for standard seismic data processing. The three principal processes, deconvolution, stacking and migration, make up the foundation of routine processing. There are also some auxiliary processes that help improve the effectiveness of the principal processes.

Data processing is done to correct for statics, to suppress horizontally travelling noise, to correct the amplitude for spherical divergence and attenuation, to reduce distortions due to ghosts and reverberations, to broaden the bandwidth of the signal, to overcome the earth's attenuation, to suppress multiples and improve the signal-to-noise ratio by stacking, and to present stacked and migrated seismic sections that can be interpreted in terms of the underlying geology that produced the seismic response.

These procedures are general and basic in routine data processing. According to Yilmaz (1987), even when starting with the same raw data, the result of processing done by one organization seems to be different from that done by another organization. The differences often stem from differences in the choice of parameters and the detailed aspects of implementation of processing algorithms. This means that there is no single correct result for data processing, but the aim is to produce a seismic section which represents the subsurface geology as truly and clearly as possible for interpretation.

Based on the migrated section, inversion can be applied as an aid to interpretation.

### 1.3 Post-Stack Inversion

Post-stack inversion techniques have greatly developed since the beginning of the 1980 s. At present they can be mainly divided into three categories. One category is wave equation inversion which includes the Born inversion method (Cohen and Bleistein, 1979; Bleistein et al., 1985); inversion by the generalized Radon transform (Beylkin, 1984;

Miller et al., 1987); and the generalized pulse-spectrum technique (Chen, 1985). Another category is seismic tomography which includes ray travel time imaging (Aki, 1981); diffraction tomography (Dines and Lytle, 1979; Pan and Kak, 1983), and both in combination (Pratt and Goulty, 1991). The third category is generalized linear inversion (Bamberger et al., 1982; Cooke and Schneider, 1983; Oldenburg et al., 1983).

There are some other kinds of inversion techniques in the research stages, e.g. simulated annealing inversion (Sen and Stoffa, 1991) and genetic inversion (Stoffa and Sen, 1991). The classical recursive inversion technique (Lavergne and Willm, 1977; Lindseth, 1979) should be mentioned, but it is intrinsically unstable in the presence of noise.

For wave equation inversion, even though it uses all the information (travel times and waveforms) and has a strict mathematical derivation, there are still some shortcomings in its application: weak scattering assumption in the Born approximation and expensive computational time. For seismic tomography, the 2-D or 3-D images are computed very fast, but its disadvantages for surface seismic reflection data are that it generally uses only travel time information and the source-receiver geometry is far from optimum.

### 1.4 Generalized Linear Inversion

The category of generalized linear inversion methods is a very wide category. All the linear inversion methods can be drawn into it. The theory is described by Backus and Gilbert (1967, 1968), Sabatier (1977a, 1977b), Aki and Richards (1980) and Tarantola and Valette (1982). Previous work on it has been reported by Cooke and Schneider (1983), Oldenburg, et al. (1983), Cornish and King (1988) and Brac et al. (1992).

Oldenburg, et al. (1983) proposed that the inversion for acoustic impedance could be supplemented by two construction methods to find the missing high and low frequencies.

However, they said that the reflection response to a thin bed was a situation which would prevent them from obtaining a unique solution. Cooke and Schneider (1983) presented a least-squares inversion method with the introduction of the block earth model which corresponds to the method of Oldenburg et al. (1983). Furthermore, they introduced parameterization of the wavelet in the frequency domain which makes it possible to invert the effective wavelet simultaneously. But they had to put some constraints on the errors in initial guess model in order to ensure the solution was within the region of convergence. Even though both papers contained results from synthetic and field studies, they did not consider inversion if there was no well log information available. And most importantly they all did not try to solve the nonuniqueness of the inversion for acoustic impedance in sections containing thin beds.

Cornish and King (1988) presented a broadband constrained inversion by using a stochastic algorithm. Its application was shown by Martinez et al. (1992) for reservoir characterization. Brac et al. (1992) demonstrated their work for integrated statigraphic interpretation. All these authors concentrated on the acoustic impedance, because they assumed the boundary locations were correct from a priori information obtained by structural and statigraphic seismic interpretation. However, in thin bed cases such as coal seams, the boundary locations and acoustic impedance values are not independent (Widess, 1973).

I have been unable to find any published research about the GLI method being applied in thin bed exploration. Also there is no case history published using GLI based on the work of Cooke and Schneider (1983). In this thesis I investigate the application of the GLI method based on Cooke and Schneider (1983) to seismic sections in the Coal Measures. Previous published work (Cooke and Schneider, 1983) has failed to quantify inversion errors satisfactorily, apart from some simple error estimations made on synthetic examples (Weber, 1986), so a particular aim is to quantify the accuracy of the inversion results.

I adopt the forward convolutional model (Treitel and Robinson, 1966) used by both Cooke and Schneider (1983) and Oldenburg et al (1983). However, I do not think the reflectivity function produced by Cooke and Schneider (1983) is necessary or appropriate for post-stack datasets. In their article, they generated a reflectivity function in the Zdomain by recursive application of the following formula (Cooke, 1981):

$$
\begin{equation*}
R_{j}(x, Z)=\frac{C_{j}+R_{j+1}(x, Z) Z}{1+C_{j} R_{j+1}(x, Z) Z} \quad(j=n-1, n-2, \ldots, 1,0) \tag{1.1}
\end{equation*}
$$

Using the above algorithm, one can generate a one-dimensional synthetic seismic trace that includes all multiples and transmission losses for a given digitized impedance log and a source wavelet considered to be a plane wave. However, for some inverse problems, such as the post-stack inversion reported in this thesis, it will not be suitable because deconvolution, NMO corrections and stacking have been applied; a principle aim in applying these processing techniques is to suppress the multiples.

In my research, an improved GLI inversion method is presented and tested using a 2D seismic line passing through two logged boreholes. A post-stack dataset from British Coal, which was reprocessed using ProMAX to preserve amplitudes correctly (Yu, 1985; Mazzotti and Mirri, 1988), was used by applying the inversion to the stacked trace for the common depth point (CDP) gather located at one well. For this case, not only the acoustic impedance but also the lithology were known. Then the inversion result from the first trace was partly used as the starting model for next trace combined with some intepretative structure information. Upon reaching the CDP gather located at the other well, the inverted trace was compared with the known well logs. Their similarities and differences are analysed and the errors are quantified.

To avoid the conflict between the linear problem (amplitudes of reflection coefficients) and non-linear problem (locations of boundaries) presented by van Riel and Berkhout
(1985), in my improved GLI inversion an alternative two-step iterative inversion method (Redanz, 1988) is used.

Another problem in some previous work with the GLI method (e.g. Oldenburg et al., 1983) is that there has been no inversion of the extracted wavelet. To do this, I unwrap the phase spectrum of the wavelet (Shatilo, 1992) after extracting it as a Wiener shaping filter. Then the wavelet is defined in the frequency domain by eight parameters: four frequencies, a constant phase value plus linear and quadratic phase terms as functions of frequency, and an amplitude scaling factor.

To overcome the constraint on the accuracy of boundary locations in making the initial guess model (Cooke and Schneider, 1983), I adopt a two-part strategy. Firstly, an inversion for the reflection coefficient sequence in which the Jacobian matrix is calculated analytically (Dahl and Ursin, 1991) is used, if it is needed. Secondly, separate inversion steps are carried out for the boundary locations, acoustic impedance values, and the wavelet parameters.

For the thin beds encountered in coal exploration, which is the most difficult case for the inversion, I applied my inversion method to investigate which parameters are most sensitive to noise and which should be constrained for the inversion. Before the field data are inverted, some synthetic examples are studied.

## 2 Principles

### 2.1 Forward Model

A description of the least-squares inversion method begins with a definition of the forward problem. The forward model is used to calculate the seismic response of an earth model, in which x is the lateral coordinate and t is elapsed time. The seismic response depends on the seismic excitation characterised by an effective wavelet $w(x, t)$ injected at the surface with onset at time zero. Here the mathematical model used for calculating the surface seismic response $S(x, t)$ is the standard convolutional model:

$$
\begin{equation*}
S(x, t)=\int_{0}^{\infty} r(x, t-\tau) w(x, \tau) d \tau \tag{2.1}
\end{equation*}
$$

where $r(x, t)$ is the primary reflectivity distribution of the medium, approximately related to the acoustic impedance distribution, $\mathrm{A}(\mathrm{x}, \mathrm{t})$, by

$$
\begin{equation*}
r(x, t) \approx-\frac{1}{2} \partial / \partial t[\ln A(x, t)] . \tag{2.2}
\end{equation*}
$$

The convolutional model gives an alternative and complementary look at the seismic reflection method (Treitel and Robinson, 1966) compared to the wave propagation model, which describes the reflection method in terms of the laws of classical physics, i.e., Hooke's law and Newton's second law. It has produced an increased understanding of the relationship between geological features, such as pinchouts, facies changes, reefs and sand lenses, and the seismic response to such features. In addition to providing a basis for
interpretation of seismic data in terms of fine subsurface detail, the convolutional model has led directly to deconvolution and other time-sequence processing procedures.

The convolution model is a simplistic mathematical way to describe the physical phenomenon as well. Seismic theory in the early 1950s regarded a seismic trace as an entity that resulted from the solution of the wave equation with complicated initial and boundary conditions. As Robinson (1983) said: " Earthquake seismologists had obtained solutions in the case of very simple boundary conditions, but no comparable solutions had been obtained by exploration seismologists for any practical situation."

The convolutional model allows the impedance to be continuous, piecewise continuous, or discrete, and the earth's impedance is never discrete. With continuous impedance, the major reflections come from those impedance distributions in the earth that have periods that match the period of the effective seismic pulse. In effect, as the seismic pulse travels into the earth, it seeks out those impedance distributions to which it is tuned, i.e., those that have the same period as the effective pulse. One of the most significant results from the convolutional model is its demonstration that tuned events are most prominent, and this has laid to rest the fallacy that the largest reflections on seismic data are from discrete layering (White and Sengbush, 1987).

In this thesis, a discrete earth model is used to simplify the inversion problem. In discrete form the convolutional model of equation (2.1) may be written for a single trace as:

$$
\begin{equation*}
\mathrm{S}=\mathrm{r} * \mathrm{w} \tag{2.3}
\end{equation*}
$$

where $S$ is the digital seismogram of length $m+n+1$ samples, $r$ is the reflection coefficient sequence of length $\mathrm{n}+1$ samples, and w is the effective wavelet of length $\mathrm{m}+1$ samples. Then the following summation is a general expression for the coefficients of $\mathbf{S}$ :

$$
\begin{equation*}
S_{i}=\sum_{i=0}^{n} r_{j} w_{i-j}, \quad i=0,1,2, \ldots \ldots, m+n . \tag{2.4}
\end{equation*}
$$

The discrete acoustic impedance distribution corresponding to the discrete reflectivity consists of a stack of $n$ layers, in which the two-way travel times equal the time sample interval, bounded above and below by half spaces (Goupillaud, 1961). Thus the reflection coefficients for particle displacement may be expressed in terms of the acoustic impedance values as

$$
\begin{equation*}
r_{j}=\frac{A_{j}-A_{j+1}}{A_{j}+A_{j+1}}, \quad j=0,1,2, \ldots \ldots, n . \tag{2.5}
\end{equation*}
$$

### 2.2 Inverse Problem

Actually, we are interested in the inverse problem. Given the recorded surface seismic section, we want to know the acoustic impedance distribution of the medium. A standard way of proceeding is to use least squares. Given a recorded digital seismogram $\mathbf{S}^{\text {rec }}$ of length $N$ from the processed surface section, the aim is to minimise

$$
\begin{align*}
\Phi & =\left|\mathbf{F}(\mathbf{A})-\mathbf{S}^{\mathrm{rec}}\right|^{2} \\
& =\sum_{i=1}^{N}\left[\mathrm{~F}_{\mathrm{i}}(\mathbf{A})-S_{i}^{r e c}\right]^{2} \tag{2.6}
\end{align*}
$$

where $\mathbf{F}(\mathbf{A})$ is the forward-modelled seismogram. The vector $\mathbf{A}$ represents the set of M 'model parameters'.

For example, the acoustic impedance values in equation (2.5) could be treated as the M unknown model parameters. Then, assuming that the wavelet is known (having been estimated previously), the forward-modelled seismogram can be calculated using equations (2.4) and (2.5) with an initial guess for the acoustic impedance values. In
practice, the forward-modelling schemes used in this thesis are variants on this scheme, for reasons given below, but the following algebraic development is general in that it allows for some non-linearity in the dependence of $\mathbf{F}$ upon $\mathbf{A}$. Having guessed an initial model $\mathbf{A}^{0}$, we linearize the relation between data and model by putting

$$
\begin{equation*}
F(A) \approx F\left(A^{0}\right)+\mathbf{G a} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{G}_{\mathrm{ij}}=\left(\frac{\partial \mathrm{F}_{\mathrm{i}}}{\partial \mathrm{~A}_{\mathrm{i}}}\right)_{\mathrm{A}=\mathrm{A}^{0}}, \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{a}=\mathbf{A}-\mathbf{A}^{0} \tag{2.9}
\end{equation*}
$$

Putting $d=S^{\text {rec }}-F\left(A^{0}\right)$, we get

$$
\Phi \approx|\mathbf{d}-\mathbf{G a}|^{2} .
$$

Minimizing $\Phi$, the least-squares solution is found (Aki and Richards, 1980)

$$
\begin{equation*}
\mathbf{a}^{\mathrm{L}}=\left(\mathbf{G}^{\mathrm{T}} \mathbf{G}\right)^{-1} \mathbf{G}^{\mathrm{T}} \mathbf{d} \tag{2.10}
\end{equation*}
$$

where $\mathbf{G}^{\mathbf{T}}$ is the transpose of matrix $\mathbf{G}$.

The standard linearization-iteration proceeds by constructing the second model $\mathbf{A}^{1}=\mathbf{A}^{0}+\mathbf{a}^{\mathbf{L}}$, revising the linear relation by putting

$$
\begin{equation*}
F(A) \approx F\left(A^{1}\right)+\mathbf{G a} \tag{2.11}
\end{equation*}
$$

where now

$$
\begin{equation*}
G_{i j}=\left(\frac{\partial F_{i}}{\partial A_{j}}\right)_{A=A^{1}} \tag{2.12}
\end{equation*}
$$

and repeating the minimization process.

In practice, the above process may not converge (Hartley, 1961). A remedy is to construct the second model as

$$
\begin{equation*}
\mathbf{A}^{1}=\mathbf{A}^{0}+K \mathbf{a}^{\mathbf{L}} \tag{2.13}
\end{equation*}
$$

where $0<\mathrm{K} \leq 1$. Even with small K , failure to converge is not uncommon.

An entirely different approach is the gradient method, in which the direction of most rapid change of $\Phi$ is obtained in the model space. Since the equation of a plane tangent to the surface $\Phi=$ constant at $\mathbf{A}=\mathbf{A}^{0}$ is given by

$$
\begin{equation*}
\sum_{j} \frac{\partial \Phi}{\partial A_{j}}\left(A_{j}-A_{j}^{0}\right)=0, \tag{2.14}
\end{equation*}
$$

the direction of most rapid change is normal to the plane, and is given by the vector $\mathbf{a}^{\mathbf{G}}$, with components $\left(-\partial \Phi / \partial \mathrm{A}_{1},-\partial \Phi / \partial \mathrm{A}_{2}, \ldots,-\partial \Phi / \partial \mathrm{A}_{\mathrm{M}}\right)$, evaluated at $\mathbf{A}=\mathbf{A}^{0}$.

From (2.6),

$$
\frac{\partial \Phi}{\partial A_{j}}=2 \sum_{i}\left(S_{i}^{\text {rec }}-F_{i}(A)\right) \frac{\partial F_{i}}{\partial A_{j}}
$$

$$
\begin{align*}
& =2 \sum_{i} \mathrm{~d}_{\mathrm{i}} \frac{\partial \mathrm{~F}_{\mathrm{i}}}{\partial \mathrm{~A}_{\mathrm{j}}} \\
& =2 \sum_{i} \mathrm{G}_{\mathrm{ij}} \mathrm{~d}_{\mathrm{i}} \tag{2.15}
\end{align*}
$$

and $\mathbf{a}^{\mathbf{G}}$ is parallel to $\mathbf{G}^{\mathbf{T}} \mathbf{d}$.

Adjustment of a model by the gradient method can always be made to converge towards a minimum for $\Phi$. The convergence, however, may be very slow. On the other hand, the least-squares iteration converges very rapidly when it does converge. The vectors $\mathbf{a}^{\mathbf{G}}$ and $\mathbf{a}^{\mathrm{L}}$ are often nearly 90 degrees apart from each other.

It therefore seems reasonable to take an intermediate direction between $\mathbf{a}^{\mathbf{G}}$ and $\mathbf{a}^{\mathbf{L}}$. Marquardt (1963) shows that the damped least-squares solution,

$$
\begin{equation*}
\mathbf{a}^{\mathrm{M}}=\left(\mathbf{G}^{\mathrm{T}} \mathbf{G}+\varepsilon^{2} \mathbf{I}\right)^{-1} \mathbf{G}^{\mathrm{T}} \mathbf{d} \tag{2.16}
\end{equation*}
$$

points in such an intermediate direction. In fact, when $\varepsilon^{2}=0, \mathbf{a}^{\mathbf{M}}=\mathbf{a}^{\mathbf{L}}$; and when $\varepsilon^{2} \rightarrow \infty$, the direction of $\mathbf{a}^{M}$ approaches that of $\mathbf{G}^{\mathbf{T}} \mathbf{d}$, and therefore of $\mathbf{a}^{\mathbf{G}}$. For a small $\varepsilon^{2}$, the process may diverge, and for a large $\varepsilon^{2}$, the convergence may be too slow. After a few trials, an optimal $\varepsilon^{2}$ may be found for rapid convergence.

In (2.16), $\mathbf{G}=\partial \mathbf{F}_{\mathrm{l}} / \partial \mathbf{A}_{\mathrm{j}}$ is called the sensitivity matrix or Jacobian matrix, $\boldsymbol{\varepsilon}^{\mathbf{2}}$ the damping factor, and $I$ is the identity matrix. The damping factor $\varepsilon^{2}$ can be calculated analytically as discussed by Marquardt (1963), or it can be chosen in an empirical manner as was done by Cooke and Schneider (1983). The empirical method searches for the $\boldsymbol{\varepsilon}^{2}$ that minimises the root-mean-square (rms) error between the data being inverted and the synthetic seismogram generated from the corrected initial guess. The corrected guess, and thus the associated synthetic, is a function of $\varepsilon^{2}$ according to equations (2.9) and (2.16). This method is also known as the Generalised Linear Inversion method (GLI).

### 2.3 Inversion for the Reflection Coefficient Sequence

The simplest least squares scheme for inverting the observed seismograms is to use equation (2.4) to invert directly for the reflection coefficients. This requires that an estimate of the effective wavelet is available, so the wavelet coefficients are fixed. In this case the relationship between the reflection coefficients and the observed seismic trace is linear. With the notation of equation (2.4), equation (2.12) can be rewritten as

$$
\begin{equation*}
G_{i j}=\left(\frac{\partial S_{i}}{\partial r_{j}}\right)=w_{i-j} . \tag{2.17}
\end{equation*}
$$

Then the reflection coefficient sequence $r$ can be found by using equations (2.16) and (2.9). Because the problem is linear, the inversion is carried out once only (without iteration), unless it is desired to try different values of the damping parameter $\varepsilon^{2}$.

This simple scheme does not itself invert for the acoustic impedance function. However, in some circumstances, it is useful for obtaining an initial guess acoustic impedance model before inverting for a parameterized wavelet and parameterized earth model, as described in the following section. It is equivalent to designing a Wiener shaping filter, corresponding to the reflection coefficient sequence, which does the best job in a least-error-energy sense of shaping the wavelet into the observed trace.

### 2.4 Model Parameterization

The earth's impedance is a continuous function in depth or time (as it is measured here). It is advantageous to approximate this function as a restricted number of layers in order to

Figure 2.2 The amplitude spectrum of the cosine-tapered-box-car wavelet.


Figure 2.1 Continuous discrete interval parameterization.
avoid problems such as (1) singular matrices or instability in inversion; (2) excessive costs in computer time and storage; (3) underconstrained inversion when extra model parameters are added; and (4) vertical resolution problems caused by non-linearity in boundary locations, which will be discussed in next section. The parameterization used in this thesis includes both the earth model and the wavelet. The principle for the parameterization is to use as few parameters as possible to represent the main features in the seismic response.

The parameterization describes the earth in terms of separate blocks or lithologies and is termed "discrete interval parameterization". Each lithic unit has assigned to it (a) a variable two-way time at the bottom of the block; (b) a variable impedance value at the top of the block; and (c) a variable linear rate of change of the impedance within the block (the impedance gradient). Figure 2.1 demonstrates this discrete interval parameterization method with the continuous earth model. Theoretically, the introduction of the impedance gradient makes it possible to restore the low-frequency trend of the impedance, whereas other methods can only get it by other means (from velocity analysis or by interpolation between wells) and not from the inversion itself. That is to say, the possible advantage of this inversion method is that it could widen the bandwidth.

In the above section on the forward model, it is assumed that one knows the effective wavelet that is to be convolved with the reflectivity function. This is not the case with real seismic data, so the effective wavelet must be treated as an unknown and solved for in the same manner as the impedance. The unknown wavelet is parameterized in the frequency domain where it is described by the four frequencies that constitute a band-pass filter (Fig. 2.2), up to three phase parameters and an amplitude. The form of the wavelet phase spectrum adopted here is

$$
\begin{equation*}
\Phi(f)=\varphi_{0}+\varphi_{1} \mathbf{f}+\varphi_{2} \mathbf{f}^{2} . \tag{2.18}
\end{equation*}
$$



Figure 2.3 The effect on a zero-phase wavelet of changing the constant phase $\varphi_{0}$ in steps of - 15 degrees.


Figure 2.4 The effect on a zero-phase wavelet of changing $\varphi_{1}$ in steps of $-0.1 \mathrm{deg} / \mathrm{Hz}$.


Figure 2.5 The effect on a zero-phase wavelet of changing $\varphi_{2}$ in steps of - 0.001 $\mathrm{deg} / \mathrm{Hz}^{2}$.

The family of wavelets used here have amplitude spectra which are cosine-tapered boxcars defined by four frequencies (Bracewell, 1978). The cosine tapers have the effect of suppressing the side-lobes at the cut-off frequencies in the time domain. This type of wavelet is commonly used in seismic modelling.

The following three figures demonstrate the effect of varying each phase parameter independently. Figure 2.3 shows how the shape of the wavelet changes as the constant phase value at all frequencies, $\varphi_{0}$, is incremented in steps of -15 degrees starting with zero phase. Figure 2.4 shows the effect of changing the value of $\varphi_{1}$ in increments of $\mathbf{- 0 . 1}$ degree $/ \mathrm{Hz}$, which simply shifts the wavelet in the time domain. Figure 2.5 shows the effect of changing the value of $\varphi_{2}$ in increments of -0.001 degree $/ \mathrm{Hz}^{2}$. The amplitude of the wavelet enables us to scale the forward-modelled trace with the observed trace.

Because these parameters are implicit in equation (2.12), it is impossible to calculate the Jacobian matrix analytically. This problem will be discussed in Chapter 3. GLI using this type of model is called GLI with parameterization.

### 2.5 Vertical Resolution

The convolutional model of equation (2.1) may be rewritten for a discrete reflectivity model as

$$
\begin{align*}
S(t) & =w(t) * r(t) \\
& =\sum_{j=1}^{n} r_{j} w\left(t-\tau_{j}\right) \tag{2.19}
\end{align*}
$$

where $r(t)$ is the reflectivity model consisting of $N$ reflectors:

$$
\begin{equation*}
r(t)=\sum_{j=1}^{n} r_{j} \delta\left(t-\tau_{j}\right) \tag{2.20}
\end{equation*}
$$

with reflection coefficients $r_{j}$ and corresponding boundary locations (i.e. two-way times) $\tau_{j}$. We can see that $S(t)$ depends linearly on the values of $r_{j}$, but nonlinearly on the values of $\boldsymbol{\tau}_{j}$.

According to the analysis by Van Riel and Berkhout (1985), the solution obtained by generalized linear parametric inversion is usually superior to the resolution obtained by inversion with a convolutional inverse filter, or at least equal to it in the worst case. In parametric inversion the reflectivity function is represented as a parameterized earth model with a limited number of reflectors (blocks) as fewer unknowns, whereas in wavelet inverse filtering the reflectivity function is a regularly sampled function where every sample point represents an unknown, so there are many more unknowns. Of course, to formulate an initial guess for a parametric model, a priori information is required. This information may be available from various sources, e.g., $\log$ data, data on regional geology, or results from petrophysical analysis. The reason for the improved resolving power of the parametric approach is that a priori information is explicitly used. The effort of collecting sufficient a priori information is the cost of increasing resolution beyond that offered by wavelet inverse filtering.

GLI with model parameterization and least squares inversion for the reflection coefficient sequence correspond to these two different inversion methods. I found each method useful in different circumstances, and in different positions in the inversion sequence. Because inversion for the reflection coefficient sequence has lower vertical resolution, but no prior earth information is required, it is used to search for a guess model for boundary locations when the guess model obtained by inverting the previous trace is not suitable. It is necessary that an estimate of the effective wavelet is available. Circumstances where it could be used are where there is a fault or a stratigraphic change (e.g. pinchout), or even
in some area with a low signal-to-noise ratio (SNR). After inverting for the reflection coefficient sequence, the approximate boundary locations for each block can be obtain by analysing the reflectivity function. The previous acoustic impedance values for each layer are used to form the new guess model, on the assumption that there are no gross sudden lateral changes in lithology. Then this guess model is used to continue the inversion by GLI with model parameterization.

Recent research by Okaya (1995) shows that the spectral amplitude response of thin beds has bands and notches whose periodicites are directly related to layer thickness. An "optimally" tuned reflection occurs when the fundamental spectral amplitude band in the reflectivity response is excited by a seismic source. Distinct (resolved) reflections from the two interfaces occur when at least the fundamental and second amplitude bands are preserved. These considerations are directly relevant to my work as coal seams are the predominant reflecting horizons, as well as being the target horizons, and they are most certainly thin beds in terms of their reflection response to the seismic source.

Gochioco (1992) concluded that, "High-resolution seismic surveys applied to coal exploration indicated the existence of complex problems associated with interference reflections in the recorded wavefield data". He showed how two dominant coal seams and a rider seam could easily affect the resulting reflection by their thickness, separation distance, and sequence layering.

### 2.6 Error Energy and Correlation Coefficient

In order to measure the quality of the least-squares inversion between the forwardmodelled trace $S(t)$ and the observed trace $X(t)$, an error energy function was defined by

$$
\begin{equation*}
\mathrm{E}=\left\{\frac{\sum[\mathrm{S}(\mathrm{i})-\mathrm{X}(\mathrm{i})]^{2}}{\sum[\mathrm{X}(\mathrm{i})]^{2}}\right\} \times 100 \% \tag{2.21}
\end{equation*}
$$

If E equal to 0 that means two traces are exactly the same, which shows that this error energy also can measure the quality of the match between them. Apart from this, a correlation coefficient is defined to describe the similarity of these two traces, especially when they are not normalised:

$$
\begin{equation*}
\mathrm{C}=\frac{\left[\sum_{i} \mathrm{~S}(\mathrm{i}) \mathrm{X}(\mathrm{i})\right]^{2}}{\sum_{i} \mathrm{~S}^{2}(\mathrm{i}) \sum_{T} \mathrm{X}^{2}(\mathrm{i})} . \tag{2.22}
\end{equation*}
$$

It is easy to see that $0 \leq C \leq 1$. When $C$ equals to 1 that means two traces looks exactly the same, but may have a constant factor difference. These two concepts are useful for later discussions.


Figure 3.1 The migrated seismic section processed by British Coal.

## LINE 87-AFY-04 MIGRATED STACK PROCESSING SEQUENCE

PROCESSED DURING JULY-DECEMBER 1987
PROCESSING SAMPLE RATE 1 MS
PROCESSING LENGTH 1.5 SECS
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

1 DEMULTIPLEX AND POLARITY REVERSAL
2 SPHERICAL DIVERGENCE AND GAIN CORRECTION
3 TRACE EDIT
4 CDP GATHER
5 FIRST BREAK SUPPRESSION MUTE
6 SYSTEM RESPONSE FILTER
7 PREFILTER (25-OUT HZ HIGH PASS FILTER)
8 TIME INVARINT DECONVOLUTION (TYPE-WHITENING)
OPERATOR LENGTH 51 MSECS
DESIGN GATE :-
ZERO METERS OFFSET: 70 MS -- 1000 MS
580 METERS OFFSET : $400 \mathrm{MS}-1000 \mathrm{MS}$
9 FIELD STATIC CORRECTIONS CALCULATED USING UPHOLE STATIC METHOD (DATUM: CURVED SEE HEADSTRIP)
10 VELOCITY ANALYSIS
11 AUTOMATIC RESIDUAL STATIC CORRECTIONS
SURFACE CONSISTENT STATICS (MAXIMUM STATIC: +/- 4MS)
3 TRACE PILOT CORRELATION GATES: 25-450 MS
12 VELOCITY ANALYSIS WITH 30 CDP CONSTANT VELOCITY STACK
13 AUTOMATIC RESIDUAL STATIC CORRECTIONS
SURFACE CONSISTENT STATICS (MAXIMUM STATIC: +/- 4MS)
3 TRACE PILOT CORRELATION GATES: 45 - 500 MS
14 NORMAL MOVEOUT CORRECTIONS
15 NORMAL MOVEOUT STRETCH MUTING
16 TIME INVARIANT EQUALIZATION
17 CDP STACK
18 TIME VARIANT DIGITAL BANDPASS FILTER
FILTER LENGTH : 401 MS
SP RANGE : 109-867
0-200 MS 60-200 HZ
$300 \mathrm{MS} \quad 40-160 \mathrm{HZ}$
500-600MS $30-140 \mathrm{HZ}$
1000-1500 MS 25-100 HZ
LOCUT SLOPE 4DB/HZ HICUT SLOPE 2DB/HZ
19 TIME VARIANT EQUALIZATION ( 6 BALANCE GATES)
20 F-K FILTER
21 FD MIGRATION (65 DEGREE DIP)

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

Figure 3.2 The processing sequence table used by British Coal.

## 3 Methodology

### 3.1 Data Processing

### 3.1.1 Introduction

The seismic dataset I used is line ASFORDBY 87-AFY-04 from the Belvoir coalfield, acquired by the British Coal Corporation who kindly supplied me with the raw data and a fully processed section (Fig. 3.1). Its processing sequence is tabulated in Fig. 3.2.

The quality of British Coal's processing is high, but their objective was to maximize SNR and resolution for interpretation, and not to pre-condition the stacked data for inversion. For example, they used a time-variant digital bandpass filter after stack to improve SNR, which will definitely have changed the amplitude spectrum along the trace, but the wavelet should be constant for inversion based on the convolutional model. Consequently I decided to reprocess the dataset from the field records using ProMAX in the Department of Geological Sciences, University of Durham.

The dataset has a total of 190 shots and each shot has 116 traces with a group spacing of 5 m . The record length is 3 seconds and the sample interval is 1 ms . CDP gathers are numbered from 206 to 1804 with a spacing of 2.5 m .

There are two boreholes on the line named Thorny Plantation and Pillbox, located at CDPs 994 and 1230, so I concentrated on the section over this range in order to compare the inversion results with the well logs. That is to say, only about 500 CDPs (851-1350)


Figure 3.3 The original recorded data from shot No. 85.
comprise the study area for testing the inversion methodology. Since the main coal seams are all above 500 ms , the processing length I chose was 512 ms .

### 3.1.2 Trace Editing and Geometry Editing

First all the recorded data in SEG-Y format were input from a 8 mm data cartridge. The "Screen Display" was used to edit out noisy traces (traces 1 and 113) and reverse traces (trace 41) with the wrong polarity as shown in Fig. 3.3 for shot number 85. "Trace Kill" and "Trace Reverse" were used to edit these traces.
"Geometry Editing" involves several files to edit. The files should contain information about the elevations of sources and receivers, hole depths, uphole times and the statics at source and receiver locations. The generating file is geom_file which can also be edited without interpolation.

The next step is "Geometry Installation" to set up the database and initialize it with all of the necessary geometry information. There are four steps: (1) "Header Fixup" (correct channel number and end-of-ensemble problems in trace headers); (2) "Initialize" (initialize a dataset and the database); (3) "Load Geometry" (load the geometry specified in 'geom_file' to the database); (4) "Load Headers" (load geometry info from the database to the dataset trace headers). The "Header Fixup" step is optional, and should only be used when problems exist. The other steps are required, and should be run one at a time or run all together by choosing "Combination".

### 3.1.3 True Amplitude Recovery and Trace Muting

True amplitude recovery applies a single time-variant gain function to traces to compensate for loss of amplitude due to spherical divergence (wavefront spreading), transmission losses and anelastic attenuation.


Figure 3.4 The same dataset as Fig. 3.3 but with editing and muting.

Spherical divergence corrections may be based on the reciprocal of the distance that the wavefront has travelled, using the " $1 /$ dist" option. Alternatively, corrections may be based on a function of travel time and velocity (assuming a layered earth). The actual function used is $1 /(\text { time } \times \text { velocity })^{2}$. The velocity function is input using an editor, so that it may be varied to suit the area. To choose between these two options, see Newman (1973).
"Trace Muting" has three different types of mute available: top, surgical and bottom. While only one type of mute can be specified per call to this module, many mutes may appear in any one processing flow. All data samples that are muted are set to zero. A mute ramp is also provided to smooth the transition from live data to muted data samples. Ramping is done to prevent undesirable side effects from the mute process, especially following the application of filters. The trace mute file is created interactively on the "Screen Display" of the data and is then retrieved from the database when it is to be applied during the processing flow.

Figure 3.4 shows the results of this procedure with the 85 shot gather.

### 3.1.4 Prefilter ( 25 Hz high pass filter)

A prefilter is needed to remove the effects of ground roll at shot 85 (Fig. 3.4). Since ground roll is characterised by low frequency and strong amplitude, a high pass filter was applied.

The process applies a frequency filter to each trace that is input. Filters are fourfrequency Ormsby or Butterworth (low frequency-low slope-high frequency-high slope) and may be zero phase or minimum phase. In my processing, a single bandpass filter was chose and four "corner" frequencies (20-30-500-500) were specified for the standard bandpass filter. The four values represent sequentially the $0 \%$ and $100 \%$ points of the low-


Figure 3.5 The same dataset as Fig. 3.4 with pre-filter applied.


Figure 3.6 The same dataset as Fig. 3.5 with deconvolution applied.
cut ramp, and the $100 \%$ and $0 \%$ points of the high-cut ramp (in Hz ). These ramps are formed by Hanning (cosine) tapers in the frequency domain. Figure 3.5 shows the results after applying the prefilter to the same shot point gather as Fig. 3.4.

### 3.1.5 Deconvolution

Prestack deconvolution is aimed at improving temporal resolution either by compressing the effective source wavelet to a spike (spiking deconvolution) or, less ambitiously, by truncating it (gapped or predictive deconvolution) (Robinson and Treitel, 1980).

ProMAX has a "Decon Parameter Stack Test" which creates multiple CDP stacks with user-specified pre-stack deconvolution applied, plus one stack with no deconvolution applied as a control. This was used to choose the optimum parameters: operator lengths, prediction distances and white noise levels can be varied.

Then "Ensemble Deconvolution" was used to compute a single deconvolution operator for all of the traces in the input ensemble. This ensemble could be a shot record (in my case), or a CDP or receiver gather. Minimum phase spiking was used for the pre-stack deconvolution. The operator length was 51 samples and the design gate was from 70 ms to 700 ms for zero offset and from 400 ms to 700 ms for 580 m offset. Since spiking deconvolution broadens the spectrum of seismic data, traces contain much more highfrequency energy after deconvolution. Because both high-frequency noise and signal are boosted, the data need filtering with a wide band-pass filter after deconvolution. The bandwidth was $20-30-200-250 \mathrm{~Hz}$.

Figure 3.6 shows the result of deconvolution for the field record acquired at the same shot gather as above.

### 3.1.6 Field Static Corrections

In order to obtain a seismic section which shows seismic reflectors representing the actual geological structure, the reflection times must be reduced to a defined reference time. This is normally taken to correspond to a horizontal plane fixed at a certain known elevation above mean sea level. The static correction is essentially a time shift applied to each trace to reduce the observed reflection time to the datum plane.

The value of the total static correction depends on the following factors: (1) the perpendicular distance of the source from the datum plane; (2) the surface topography, i.e. the perpendicular distance of the detector from the datum; (3) the velocity variation of the surface layer along the seismic line; and (4) the thickness variation of the surface layer.

Field statics were provided by British Coal, so in ProMAX either "User-defined Statics", which gets the input from the geometry specification, or "Hand Statics", which gets the input from the flow input, can be used to apply them.

Though I have tried many times, "User-defined Statics" still will not work properly, which I suspect is due to bug in the ProMAX system. Eventually, I found I could apply the field statics using "Hand Statics", provided that "Elevation Statics" was applied first. Even though the values of the elevation statics were zero, they were required to create headers for "Hand Statics".

### 3.1.7 Interactive Velocity Analysis (IVA)

In addition to providing an improved SNR, multifold coverage yields velocity information about the subsurface. Velocity analysis is performed on selected CDP gathers or groups of gathers. The output from each velocity analysis is a table of numbers as a


Figure 3.7 Fully interactive velocity analysis displays.
function of velocity versus two way zero-offset time. These numbers represent some measure of signal coherency along hyperbolic trajectories governed by velocity, offset, and travel time.

The "Interactive Velocity Analysis" tool in ProMAX provides comprehensive interactive velocity analysis, velocity quality control, velocity field modification capabilities, mute analysis, and autostatics-compatible horizon picking. In my processing, the "Fully Interactive" option was used. In this mode, the screen is divided into three windows: the upper left hand corner is a stack display; the upper right hand corner is a semblance display; and across the bottom is an iso-velocity contour display. Therefore one can decide which stacking velocity is suitable for the CDP according to all three displays (Fig. 3.7). At the same time, choosing "Yes" for "Provide Horizon Data Table" allows us to select an autostatics-compatible horizon table for the next processing stage.

### 3.1.8 NMO Corrections and Autostatics

Normal moveout corrections are applied according to the following formula:

$$
\begin{equation*}
\mathrm{T}_{\mathrm{x}}=\sqrt{\mathrm{T}_{0}^{2}+(\mathrm{X} / \mathrm{V})^{2}} \tag{3.1}
\end{equation*}
$$

where $T_{x}$ is the actual reflection time of the seismic event; $T_{0}$ is the zero offset reflection time of the seismic event; X is the actual source-receiver offset distance and V is the NMO or stacking velocity for this reflection event (Sheriff and Geldart, 1983).

This process applies NMO corrections from a space-variant velocity field. Velocities are interpolated for each CDP. In addition, "Direction for NMO Application" specifies whether to apply the correction for normal moveout (FORWARD), or to remove a previously applied correction (INVERSE) which makes it possible to repeat the velocity analysis and autostatics processes. The stretch mute percentage was set to 30.0. The


Figure 3.8 CDP gathers 999 and 1000: (a) without NMO corrections.


Figure 3.8 CDP gathers 999 and 1000: (b) with NMO corrections applied.


Figure 3.9 Comparison of the stack: (a) without autostatics.


Figure 3.9 Comparison of the stack: (b) with autostatics applied.
comparision of NMO corrections applied between CDPs 999-1000 are shown in Fig. 3.8a (before) and Fig. 3.8b (after).

Reflection times are commonly affected by irregularities in the near-surface. To improve stacking quality, residual statics (autostatics) corrections are needed on the moveoutcorrected CDP gathers. This is done in a surface-consistent manner; i.e. time shifts are dependent only on shot and receiver locations, not on the raypaths from shots to receivers. The estimated residual corrections are applied to the original CDP gathers with no NMO corrections applied. Velocity analysis may then be repeated to improve the velocity picks.

There are currently five automatic statics options available in ProMAX. All of these, except "CDP Correlation Trim Statics", are surface-consistent solutions: "Maximum Power Autostatics", "Model-Based Correlation Autostatics", "Differential Autostatics", and "Summed Differential Autostatics". The Model-Based Correlation Autostatics was applied to the data in my case. This process measures time shifts relative to a model, and uses a modified Gauss-Seidel method to partition these time shifts into source and receiver statics. It also performs a horizon velocity analysis as part of the estimation of the residual NMO term, and writes these results to the database. The method is relatively insensitive to moderate velocity errors in good quality data (Wiggins et al., 1976).

The maximum static shift allowed was set to 4 ms . The "Compare Autostatics Stack" MACRO process was used to demonstrate the improvement due to autostatics by creating two CDP stacks, one without (Fig. 3.9a) and one with (Fig. 3.9b) autostatics applied.

### 3.1.9 Constant Velocity Stacking (CVS)

The method of "Constant Velocity Stacking" of certain CDP gathers is an alternative technique for velocity analysis. The most important reason for obtaining a reliable velocity function is to get the best quality stack of signal. Therefore, stacking velocities are often
estimated from data stacked with a range of constant velocities on the basis of stacked event amplitude and continuity.

This 'process' is actually a macro consisting of following process:

Apply AGC (optional)<br>Constant Velocity Stacks<br>Screen Display (for the user to pick the CVS panel)

The velocity input option was chosen as "Calculated" for creating stack panels. This "Calculated" option results in a set of velocities which are sampled more finely at low velocities in order to give approximately equal increments in NMO.

After CVS, the "Model-Based Correlation Autostatics" process was applied again using this new velocity table to improve the SNR.

### 3.1.10 Trim Statics

After all efforts have been made to obtain the optimum statics and velocity solutions, it is a good idea to perform a final pass of non-surface-consistent CDP trim statics. Trim statics are used to optimize trace alignment within a CDP gather. The traces within a CDP gather are cross-correlated against a smoothed version of the corresponding stacked trace. The cross-correlations are used to pick time shifts which will best align the CDP gather traces with the reference stacked trace.

ProMAX provides this tool which computes these trace-by-trace trim statics and loads their values into the database. The resulting statics can be loaded from the database into the trace headers and applied before CDP stacking. To do this, use the "Database/Header Transfer Tool", followed by the "Header Statics Tool".


Figure 3.10 CDP gathers 999-1000: (a) without trim statics.


Figure 3.10 CDP gathers 999-1000: (b) with trim statics applied.

The maximum static shift allowed was set to 4 ms and a horizon file was generated from IVA process. It was found that trim statics performed better if the process was applied twice, rather than only once, judging by the stacking results. Figures 3.10a (without trim statics) and 3.10b (with trim statics) show the comparision. IVA was carried out for a second time in order to get an up-to-date horizon table between the two applications of trim statics.

### 3.1.11 Stacking, Trace Equalization and Filtering

In order to get a better quality of stack, a trace equalization was applied to the traces in each CDP gather. This means that all the traces contribute equally in a CDP gather. The details of this process will be discussed later.

The "CDP/Ensemble Stack" process vertically stacks input ensembles of traces. Vertical stack algorithms include: (1) straight mean; (2) header value weighted; (3) sign bit stack; (4) minimum/maximum; (5) sample value exclusion stack; (6) diversity sum; (7) median and (8) alpha-trimmed mean.

The straight mean stack was applied, which sums the sample values and divides by the number of samples summed raised to a user-supplied power. The value of 0.5 was normally chosen to scale by the square root of the number of samples.

This time a Butterworth bandpass filter (Oppenheim and Schafer, 1975) was used in which low frequency, low slope, high frequency and high slope was specified. The Butterworth ramps defined in the frequency domain are formed by

$$
\begin{equation*}
\mathrm{R}=1 / \sqrt{1+(\mathrm{F} / \mathrm{FMID})^{2 \mathrm{P}}} \tag{3.2}
\end{equation*}
$$



Figure 3.11 Stacked section with all above procedures carried out.
where FMID is the centre frequency of the pass band and $\mathbf{P}$ is computed for the lower and upper slopes to get the correct db/octave rolloff. The parameters were chosen as: low cut $-30 \mathrm{~Hz}, 10 \mathrm{db} /$ octave; high cut $-200 \mathrm{~Hz}, 20 \mathrm{db} /$ octave. A Butterworth bandpass filter was chosen to match British Coal's processing in order to make a fair comparison. However, the lower and upper slopes are different (See Fig. 3.2).

For the purpose of the later inversion, "Trace Equalization" was performed here. This is a trace-to-trace amplitude balancing function. This program uses a single time window for each trace, which may be spatially varied by a primary and a secondary key. The amplitude in the window is computed, and a scalar calculated to convert this amplitude to a constant value. This scalar is then applied to the entire trace. In this way, variations in amplitude between traces are reduced.

The time gate parameter was set as $851: 70-500 / 1350: 60-500 /$ which means that at CDP 851 the time gate was between 70 ms and 500 ms , and at CDP 1350 the time gate was between 60 ms and 500 ms . The parameters were interpolated for other CDPs between these two. The result of this processing is shown in Fig. 3.11.

It should be pointed that in the British Coal's processing of the data, the time-variant digital bandpass filter and time-variant trace equalization applied at this stage in processing were different from the time-invariant one applied here.

### 3.1.12 F-K Analysis and F-K Filtering

Multichannel processes can be useful in discriminating against noise and enhancing signal on the basis of a criterion that can be distinguished from trace to trace, such as dip or moveout. The 2-D Fourier transform is a basis for both analysis and implementation of multi-channel processes.


Figure 3.13 The stacked section with F-K filter applied.

Events that dip in the ( $\mathrm{t}, \mathrm{x}$ ) plane can be separated in the ( $\mathrm{f}, \mathrm{k}$ ) plane by their dips. This allows us to eliminate certain types of unwanted energy from the data. In particular, coherent linear noise (in the form of ground roll), guided waves, and side-scattered energy commonly obscure the genuine reflections that may be present in recorded data. These types of noise usually are isolated from the reflection energy in (f,k) space (Yilmaz, 1987).

Before F-K filtering, the "F-K Analysis" was run. This transforms the data from time and space ( $\mathbf{t}, \mathrm{x}$ ) sample values to frequency and wavenumber ( $\mathrm{f}, \mathrm{k}$ ) values and displays the results. The displays supported interactive picking of F-K filter polygons (Fig. 3.12).

For F-K filtering, the fan or pie-slice filters are specified by frequency and velocity limits. The program allows data to be passed or rejected within the selected windows. The maximum attenuation and the portion of the zone to be passed at $100 \%$ are also under user control. The parameters I chose are: (1) Type of filter: fan filter; (2) Panel width in traces: 256; (3) Fan filter parameters: -2500,4000,30,200 (velocity1-velocity2-frequency1frequency2); (4) Mode of filter operation: accept; (5) Percent flat for accept zones: 90; (6) Minimum filter attenuation level: 0.001 .

The result of the F-K filter is shown in Fig. 3.13. Comparing with Fig. 3.11, it is easy to see that the noise appearing between 250 and 350 ms on the right hand of the section is completely removed from the section.

### 3.1.13 Migration

Migration is the process of converting the seismic response on stacked sections into its true structure; diffractions are migrated back to their diffraction points at faults, multibranch reflections are migrated into their true synclinal shapes, anticlines are slimmed down, and apparent dips are converted to true dips. For 2D data, migration can only work


Figure 3.14 The migrated section reprocessed with ProMAX.
correctly if the line is oriented in the dip direction. Otherwise out-of-plane events will be present on the section.

Since the formal solution of the acoustic wave equation in inhomogeneous media is generally an impossibility, resort has been made to numerical methods. In particular, these methods may be based on calculation of finite differences, and "Steep Dip FD Time Migration" was chose for the processing. This process performed a post-stack time migration on an input stack section using a finite difference algorithm capable of improved accuracy at steep dips. The migration algorithm is implemented in the frequency-space domain, i.e. ( $f, x, z$ ), requiring that the input stacked section be transformed from time to frequency (Claerbout, 1985).

The parameters were set as: (1) Minimum frequency to migrate (in Hz ): 30; (2) Maximum frequency vs. depth to migrate: 0-200,2000-160 (Depth1-Max. Frequency1, Depth2-Max. Frequency2); (3) Percent velocity scale factor: 50; (4) Time attenuation factor ( $\mathrm{dB} / \mathrm{sec}$ ): 0.2 ; (5) Largest angle to be properly migrated: 65 (migrated to 65 degrees).

Figure 3.14 showed the migrated section. Comparing Figs 3.1 and 3.14, the differences between the data processed by British Coal and the reprocessed data can be seen.

Firstly, there are some obvious differences in the shallow area. In my reprocessed section, there are no reflections above 50 ms , whereas British Coal's section contains some strong reflections there, and the continuity of the events above 100 ms is not as good as British Coal's. I found that these differences resulted from the different filters applied in the processing flows. Because a time variant bandpass filter was applied in British Coal's processing, the bandpass between 0 and 200 ms is $60-200 \mathrm{~Hz}$ whereas mine is $30-200$ Hz along the whole trace. I have found by testing that if the lowcut frequency is increased, the shallow data in my reprocessed section do look more similar to British Coal's section.

However, the continuity of the target coal seams between 300 ms and 440 ms was worse than Fig. 3.14. Therefore, the bandpass of $30-200 \mathrm{~Hz}$ was preferred.

Secondly, the SNR of whole section is improved due to the carefully repeated velocity analysis and autostatics. This will be discussed later in Chapter 5 where the improvement is demonstrated by comparing their correlation coefficients with the well log.

Finally, the continuity of the two main coal seams, at 400 ms and 420 ms at CDP 994, in my reprocessed data are better than British Coal's, especially between CDP 1175 and CDP 1196. This will be helpful for the inversion.

### 3.2 Use of Logging and Coring Information

### 3.2.1 Introduction

As is generally known, most formations are altered when a borehole is drilled through them. The more competent formations show an imperceptible change, while the softer formations often suffer significant, obvious alterations. Everyone who has worked quantitatively with well logs recognizes that it is not uncommon for portions of a well log to contain data that may be significantly different from the true, in situ formation properties. This may be due to either $\log$ calibration problems or environmental conditions.

Ausburn (1977) suggested that one should use three different levels of log editing, which he called mechanical, interpretative and modelling. These log editing methods should be carried out before time-depth reconciliation.


Figure 3.17 Lithology profile (part) of Thorny Plantation borehole.


Figure 3.18 Lithology profile (part) of Pillbox borehole.

Figure 3.19 Edited sonic log at Thorny Plantation borehole.

## Edited Sonic Log at TP Borehole



Figure 3.20 Acoustic impedance plotted against two-way travel time at Thomy
Plantation.

## Acous. Imp. in Two-way Time at TP



### 3.2.2 Mechanical Log Editing

Due to the compensated sidewall tool used for the density log, the calibration error was supposed to be negligible. Therefore mechanical editing included the detection of obvious instrument/electronic noise (cycle skipping and so on) in the sonic log from Thorny Plantation ( at 515 m and 540 m on Fig. 3.15) and obvious hole-related errors from Pillbox (at about 500 m on Fig. 3.16).

### 3.2.3 Interpretative Well Log Editing

This type of editing included making judgements in both recognizing bad data values and in substituting better ones. Because the lithologies from coring information (Fig. 3.17 for Thorny Plantation and Fig. 3.18 for Pillbox), and other logs are available (neutron and gamma, etc.), it is not too difficult to identify the lithology and estimate corresponding sonic or density values. Figure 3.19 shows the edited sonic log data from Thorny Plantation. Some smoothing was also applied in this process based on interpretative judgement using the other available information.

### 3.2.4 Modelling Well Log Editing

After the above two editing procedures, the forward model (seismic response) based on the edited acoustic impedance to compare with the observed data (seismic information) can be calculated. It can be shown whether the editing has improved the correlation or not 2 by using the correlation coefficient defined by equation (2.20). If the edited model produces a better result, it is accepted; otherwise some further editing is required. For example, there are some very high sonic values giving the appearance of a thick coal seam at about 490 m depth on the well log at Thorny Plantation borehole (Fig. 3.15), but on the lithology profile at the corresponding depth there is only a thin ( 0.24 m ) coal seam (Fig.

Figure 3.21 Acoustic impedance plotted against two-way travel time at Pillbox.
Acous. Imp. in Two-way Time at PB

3.17). I corrected these high values to the same lower values as the surrounding rocks. The corrections were accepted because the correlation coefficient is increased following corrections.

This so-called modelling method is totally different from Ausburn's (1977). He used either theoretical relationships or empirical observations of the saturated rocks to calculate the formation density and wave velocity. In my editing, the values of real density and velocity are more important than knowing precisely the lithological composition. This is because his objective was to interpret the well logs in terms of lithology, whereas I am attempting to invert seismic data.

### 3.2.5 Depth-Time Reconciliation

In order to get an acoustic impedance log in terms of two-way travel time for the purpose of inversion, a depth-time transformation has to be applied. There is a major difference between this reconciliation and time-depth transformation in seismic reflection interpretation. In the well log, the depth interval is very fine ( 1 cm ), so interpolation is not required. Here the fraction of the depth interval and average value of velocities for the integer sample period should be considered instead. The results are shown in Figs 3.20 (Thorny Plantation) and 3.21 (Pillbox).

### 3.3 Inversion Procedure

### 3.3.1 Introduction

In Cooke and Schneider's (1983) GLI method some constraints were required. Firstly, in the initial guess model the location of each boundary must lie within a distance X of the solution. The distance X is defined as one-half of the central lobe width of the source
wavelet (normally less than 4 samples in the time domain). That is difficult to realise for the reflected events in a recorded trace. Secondly, the polarity at each impedance contrast should have the same polarity as the corresponding arrival on the seismic trace to be inverted. This is also not easy to do, especially if there is no prior knowledge about the wavelet. This, in my opinion, directly led to their conclusion that residual wavelet effects are negligible, allowing them to assume a zero-phase wavelet in all cases.

A modified GLI method using a parameterized wavelet as well as a parameterized earth model is developed here to overcome these faults. The initial guess for the model parameters is best obtained using well data, but an alternative method based solely on the seismic trace, which inverts for the reflection coefficient sequence, has also been implemented.

### 3.3.2 Initial Guess for the Earth Model

After well log editing, I have got the acoustic impedance as a function of two-way travel time. Based on this acoustic impedance information and the post-stack section from field seismic data, an inversion window and the number of layers (blocks) can be selected. Of course, this task is not an easy one and will be discussed in a systematic study of the real dataset in Chapter 5.

Then the initial guess parameters for the earth model can be established. Starting at the top of the model, each layer needs three parameters to describe it: the location of the bottom boundary in two-way travel time $\tau$, the acoustic impedance $p$ at the bottom of the layer, and the gradient of acoustic impedance g. In the jth layer, the acoustic impedance at each sample is given by

$$
\begin{equation*}
e_{i}=p_{j}+g_{j}\left(\tau_{j}-i\right) \quad\left(\tau_{j-1} \leq i \leq \tau_{j}\right) \tag{3.3}
\end{equation*}
$$

According to equation (2.5), the reflection coefficient sequence $r$ in discrete form at each sample is expressed by

$$
\begin{equation*}
r_{i}=\frac{e_{i-1}-e_{i}}{e_{i-1}+e_{i}} \tag{3.4}
\end{equation*}
$$

The first trace to be inverted should be at the nearest CDP to the well on which the guess model is based.

### 3.3.3 Wavelet Extraction

To solve those problems mentioned in §3.3.1, the first step is to extract a fairly accurate wavelet by applied a Wiener shaping filter (Robinson and Treitel, 1980) using the observed trace and prior knowledge about the acoustic impedance, which in my case comes from the well logs.

The Wiener shaping filter w is the best ( $\mathrm{m}+1$ )-length filter, in the least-error energy sense, which may be convolved with the ( $\mathrm{n}+1$ )-length input reflection coefficient sequence $r$ (derived from edited well logs) to match an ( $m+n+1$ )-length desired output $d$, which is the observed trace at the well.

The normal equations are:

$$
\begin{equation*}
\sum_{i=0}^{m} w_{i} a_{j-i}=g_{j} \quad(j=0,1,2, \ldots, m) \tag{3.5}
\end{equation*}
$$

where the unknown $w_{i}$ are the weighting coefficients of the Wiener shaping filter, the known $a_{j-i}$ are the autocorrelation coefficients of the input $r$, and the known $g_{j}$ are the cross-correlation coefficients between the desired output $d$ and the input $r$. The Levinson recursion was used to solve the normal equations.

In order to get the best filter (wavelet estimate), the desired output had to be shifted to and fro in time. For each time shift, the error energy defined in (2.18) between the actual output and the desired output was calculated. The best filter was chosen according to the minimum error energy and the corresponding time shift was then applied to the observed trace. There are several sources of error contributing to this time shift, some resulting from the fact that the well logs and seismic section are referred to different datum levels. It is assumed that this time shift will be present in all the traces along the section.

### 3.3.4 Wavelet Parameterization

In my inversion, the wavelet is to be defined by a maximum of eight parameters in the frequency domain (see §2.4). The best-fitting values of these eight parameters need to be found for the wavelet extracted by the Wiener shaping filter. These values then define the initial guess of the wavelet parameters prior to GLI.

The amplitude spectrum $A(f)$ of the extracted wavelet $w(t)$ is studied for obtaining the frequency parameters. If $f_{\max }$ is the frequency corresponding to the maximum value $A_{\max }$ of amplitude spectrum, then four frequency parameters are defined as follows. First, $f_{2}$ is the largest frequency less than $f_{\text {max }}$ such that $A\left(f_{2}\right)=0.8 A_{\max }$. Secondly, $f_{3}$ is the smallest frequency greater than $f_{\operatorname{mox}}$ such that $A\left(f_{3}\right)=0.8 A_{\max }$. Similarly, $f_{1}$ is the largest frequency less than $f_{\max }$ such that $a\left(f_{1}\right)=0.2 \quad A_{\max } ;$ and $f_{4}$ is the smallest frequency greater than $f_{\max }$ such that $A\left(f_{4}\right)=0.2 \mathrm{~A}_{\text {max }}$.

In order to fit the quadratic polynomial for the phase spectrum given in equation (2.18), it is necessary to unwrap the phase spectrum of the extracted wavelet. This can be done in the frequency domain, as described by Shatilo (1992), using the polynomial fitting technique (User's Manual of NAG Fortran Subroutines).

The initial phase spectrum of the extracted wavelet $w(t)$ may be written as

$$
\begin{equation*}
\Phi_{\mathrm{in}}(\mathrm{f})=\arctan \{\operatorname{Im}[\mathrm{W}(\mathrm{f})] / \operatorname{Re}[\mathrm{W}(\mathrm{f})]\}, \tag{3.6}
\end{equation*}
$$

where $W(f)$ is the complex spectrum of $w(t)$, for $(-\pi / 2) \leq \Phi_{\text {in }}(f) \leq \pi / 2$. Transformation from $\Phi_{\text {in }}(f)$ to $\Phi_{\mathrm{P}}(\mathrm{f})$ for $-\pi \leq \Phi_{\mathrm{p}}(\mathrm{f}) \leq \pi$ can be done by analysis of the sign combination of $\operatorname{Re}[\mathrm{W}(\mathrm{f})]$ and $\operatorname{Im}[\mathrm{W}(\mathrm{f})] . \Phi_{\mathbf{p}}(\mathrm{f})$ is the main (or principal) value of the phase spectrum $\Phi(f)$, given by traditional spectral analysis of the phase spectrum alone. Since the true value of the phase spectrum $\Phi(f)$ lies between $-\infty$ and $+\infty, \Phi(f)$ and $\Phi_{\mathbf{r}}(f)$ are related by the expression

$$
\begin{equation*}
\Phi(f)=\Phi_{\mathrm{p}}(\mathrm{f})+2 \pi \mathrm{n}, \tag{3.7}
\end{equation*}
$$

where n is an integer. The transition from $\Phi_{\mathrm{p}}(\mathrm{f})$ to $\Phi(\mathrm{f})$ is called phase unwrapping (or phase restoration).

Phase unwrapping should remove discontinuities in the phase spectrum $\Phi_{\mathrm{p}}(\mathrm{f})$. Two types of discontinuity have been defined (Poggiagliolmi et al., 1982). The first is a discontinuity of $2 \pi$ caused by a complex vector transition from one sheet in the Riemann surface to another, and the second is a discontinuity of $\pi$ at the frequency where the wavelet amplitude spectrum $A(f)$ is equal to zero. The second one does not occur within the signal bandwidth of the extracted wavelet in my examples. Therefore I adopted the phase restoration presented by Shafer (1969), in which he proposed taking the phase increment $\Delta \Phi_{p r}(\Delta f)$ between two adjacent frequency points $\Delta f=f_{i}-f_{i-1}$

$$
\begin{equation*}
\Delta \Phi_{\mathbf{p}}(\Delta \mathrm{f})=\left|\Phi_{\mathbf{p}}\left(\mathrm{f}_{\mathrm{i}}\right)-\Phi_{\mathbf{r}}\left(\mathrm{f}_{\mathrm{i}-1}\right)\right| \tag{3.8}
\end{equation*}
$$

It is assumed that a discontinuity of $2 \pi$ exists if $\Delta \Phi_{\mathrm{p}}(\Delta \mathrm{f})$ exceeds $\pi$. The unwrapping process starts at zero frequency and it is repeated for each consecutive harmonic. And the sign of this $2 \pi$ is the same as the sign of $\Phi_{\mathrm{pr}}\left(\mathrm{f}_{\mathrm{i}}\right)-\Phi_{\mathrm{pr}}\left(\mathrm{f}_{\mathrm{i}-1}\right)$.

Then I approximate the phase spectrum as defined in (2.18). Because $\Phi$ is known, it is possible to find $\varphi_{0}, \varphi_{1}$ and $\varphi_{2}$ by polynomial fitting. In order to get a better match for the wavelet, I fit the phase spectrum only in the range between $f_{2}$ and $f_{3}$. However, the subroutine E02ACF from the NAG Fortran Library treats $f_{2}$ as a coordinate origin in order to get an intersection value with ordinate axis. Therefore a simple transformation of the frequency coordinate (abscissa) is needed. After fitting, the reverse coordinate transformation is carried out.

The wavelet is defined in the frequency domain as

$$
\begin{equation*}
\mathrm{W}(\mathrm{f})=\mathrm{A}(\mathrm{f}) \exp [-\mathrm{i} \Phi(\mathrm{f})], \tag{3.9}
\end{equation*}
$$

where $A(f)$ is the amplitude spectrum to be approximated by the tapered boxcars (Fig. 2.2) defined by four frequency values, $f_{1}, f_{2}, f_{3}, f_{4}$, and an amplitude scaling factor. The wavelet has three phase parameters, one amplitude and four frequencies; therefore it is called the 8 -parameter wavelet.

Because my program always calculates the forward-modelled trace in the frequency domain, it is easy to apply this 8 -parameter wavelet in this domain. However, sometimes if the inversion for the reflection coefficient sequence is used, it is necessary to transform this 8-parameter wavelet into a wavelet of chosen length in the time domain. In my case, it is a 32-length digital wavelet. The inverse Fourier transform and cosine tapers over 5 samples at each end in the time domain are used to get the 32-length wavelet.

The boundary locations must be solved for independently of the impedance because GLI is a procedure that minimizes the error between the observed seismic trace and the synthetic seismic response. If a given boundary has the correct impedance contrast but the wrong location, there are two ways to reduce the error: (1) move the location of the boundary; or (2) change the impedance contrast. The non-linear relationship between boundary locations and seismic response effectively means, as discussed in $\$ 2.5$, that boundary locations and acoustic impedance values are not independent model parameters. If one tries to invert for these parameters together, each will try to reduce the error energy independently of the other, so the change in model parameters will overshoot instead of finding the minimum. To avoid this, the impedance are solved for only after all the boundary locations are known.

Inversion for the boundary locations therefore has to be done independently of the other model parameters. For the trace closest to the borehole, the first application of GLI is to estimate the boundary locations using the extracted wavelet in the time domain. During this first step, the wavelet was fixed; also the acoustic impedance and their gradients are all fixed at their 'initial guess' values obtained from well log information.

In the inversion, the Jacobian matrix of partial derivatives must be computed. These derivatives can be determined by formal differentiation if the model is simple enough. But where the model parameters do not appear directly in the forward formula due to the discrete parameterization, the partial derivatives may be approximated by finite differences (Lines and Treitel, 1984). This can be computationally expensive since it is necessary to determine the complete model responses for a change in each parameter. Then the simplest finite difference formula is used to approximate the partial derivative by

$$
\begin{equation*}
\frac{\partial \mathrm{F}(\mathrm{~A})}{\partial \mathrm{A}}=\frac{[\mathrm{F}(\mathrm{~A}+\Delta \mathrm{A})-\mathrm{F}(\mathrm{~A})]}{\Delta \mathrm{A}} \tag{3.10}
\end{equation*}
$$

### 3.3.6 Wavelet Inversion

The initial guess for the 8 -parameter wavelet was obtained by fitting a polynomial to the phase spectrum and by making an empirical approximation to the amplitude spectrum. Therefore the next step following the initial inversion for the boundary locations is to invert for the wavelet parameters by GLI before any further inversion for the earth model is carried out. When the unwrapped phase spectrum is close to linear, a 7-parameter wavelet can be defined for inversion, with $\varphi_{2}$ set to be zero. The amplitude of the wavelet scales the forward-modelled trace with the observed trace. The program also has alternative choices for the shape of the amplitude spectrum other than the boxcar-with-cosine-tapers shape.

After this first inversion to optimise the wavelet parameters, one can choose to fix the wavelet for inverting the earth model parameters along the seismic section. This would be logical if one had grounds for believing the effective wavelet in the seismic data is constant (e.g. from consistent wavelet estimates at different boreholes). Otherwise, one can proceed by iteratively inverting for the boundary locations, acoustic impedance values (both the constant values at the top of each layer and the gradient in each layer, simultaneously), and the wavelet parameters.

### 3.3.7 Boundary Inversion

Previous work (Cooke and Schneider, 1983) has only mentioned that the boundaries should be inverted first because of the interference between the boundary locations and acoustic impedance values. I have found, moreover, that it is better to invert for the wavelet and acoustic impedance parameters separately, which does not cause any significant extra computational cost. One of the reasons is that these different kinds of
parameters have different orders of the optimum damping factors. Another reason is to avoid interference with each other. For instance, the amplitude spectrum of the wavelet obviously affects the amplitude of the forward-modelled trace, but the same effect can be achieved by changing all the acoustic impedance values such that all the reflection coefficients are scaled by the same factor.

The inversion proceeds exactly as in $\S 3.3 .5$, except that the wavelet is now the 7 parameter or 8 -parameter wavelet.

Alternatively, if the previous inversion has become lost (e.g. on meeting a fault), another procedure for obtaining the initial guess instead of using the inversion result from the previous trace is introduced. In this case, my strategy is to take the last reliable estimate of the effective wavelet as a 32 -length digital wavelet in the time domain. This wavelet can be an extracted wavelet or a parameterized frequency-domain wavelet which should be first transformed to time domain. The wavelet is fixed and least squares is used to find the reflection coefficient sequence in the time domain which gives the best fit to the observed trace.

This estimated reflection coefficient sequence will, in general, have non-zero values at every sample. In order to proceed using GLI with parameterization, it is necessary to limit the number of non-zero reflection coefficients to some arbitrary number of boundaries chosen for the parameterized acoustic impedance model. The program can automatically locate this arbitrary number of boundaries according to the relative amplitudes in the estimated reflection coefficient sequence. Of course, some constraints should be put on this choice, e.g. maximum difference from the previous boundary location; otherwise another relatively large value will be chosen within this constraint.

Then the acoustic impedance for this new model in every layer are kept the same as for the previous inversion result, although this does require some interpretative judgement on the correlation between layers.

### 3.3.8 Acoustic Impedance Inversion

Theoretically, it is not difficult to invert for the relative amplitudes of acoustic impedance when the locations of boundaries are correct and the thicknesses of the layers are greater than the dominant wavelength in the data. In order to invert for the true values of acoustic impedance, it is necessary to fix the known acoustic impedance value of at least one layer .

If the acoustic impedance above a boundary is $e_{i}+\Delta e_{i}$, and the acoustic impedance under the boundary is $e_{i}-\Delta e_{i}$, then according to the equation (3.4), the reflection coefficient is

$$
\begin{equation*}
r_{i}=\frac{\Delta e_{i}}{e_{i}} . \tag{3.11}
\end{equation*}
$$

As long as $\Delta e_{i} \ll e_{i}$ for all the interfaces, it can be assumed that the sample values of the synthetic trace are linearly related to the acoustic impedance values.

For the real data from the Belvoir Coalfield, in order to solve the problems, only two lithologies were taken into consideration - coal seams and country rocks (e.g. Dresen and Ruter, 1994). It can be seen from the well logs that the acoustic impedance of coal does not change much along the section, nor even between seams, which makes it reasonable to fix it. For country rocks one has the option to invert for their acoustic impedance or to fix them. In the inversion, maximum and minimum values for the acoustic impedance of the country rocks were set according to the well logs.

Inversion for the gradient of acoustic impedance can be considered as fine tuning of the constant acoustic impedance values found in each layer by the previous procedure. The maximum values for the gradients may be set according to well logs. Inversion of the gradients can be done simultaneously with constant values of acoustic impedance taken at the bottom of each layer.

### 3.3.9 Inversion of Adjacent Traces

The termination of iterations for optimising wavelet parameters and earth model parameters is determined by one of the following factors:
(1) the error energy between the observed and forward-modelled traces is less than some arbitrary small value;
(2) the current minimum error energy has remained unchanged after successive iterations; or
(3) the number of iterations reaches some arbitrary maximum value.

After completing the inversion process for the starting trace closest to the borehole, the next seismic trace can be inverted either by using the results from the previous trace as the initial guess model or by basing the initial guess on other interpretive information, as will be discussed in Chapter 5. Inversion then proceeds, trace by trace, along the section. The inversion results for each trace and some useful parameters such as the normalized energy value, are saved and therefore the program can be carried on after interruptions, which is very useful for work with a long computation time.

### 3.3.10 Summary

In general, the boundary locations are the most important parameters to invert in coal exploration because the acoustic impedance of the coal seam is normally stable. The main aim is to determine seam thickness, including the identification of washouts, and also to find any seam splits or small faults. However, boundary locations are the most difficult type of earth model parameter to invert. Furthermore, the wavelet phase parameters and acoustic impedance parameters are all affected by changes in the boundary locations. The difficulties and some methods for resolving them are illustrated on synthetic and real data, respectively, in Chapters 4 and 5.

## 4 A Synthetic Model

### 4.1 A 1-D Synthetic Example without Noise

### 4.1.1 Introduction

Before the field data from British Coal were processed, some tests were carried out on synthetic data in order to prove that the programs are working. The results of the tests also give some indication of potential problems which might arise when inverting real data. First I consider the situation in which the data are noise-free.

Because there is no scaling problem for the synthetic example, the error energy can be used to measure the quality of the match between the synthetic data trace and the forwarded-modelled trace. In the real data case, the correlation coefficient may be used to describe the similarity between the observed data trace and the forward-modelled trace, and the error energy is used as the criterion for the inversion quality.

In the synthetic example, the sampling interval is 1 ms and the length of the wavelet is 32 ms , as they are for the field data described in Chapter 5. The length of the whole trace is 512 ms . The inversion window is set to be between 300 ms and 470 ms . The wavelet parameters and earth model parameters are listed in Table 4.1. There are nine layers and eight boundaries, i.e., the top and bottom layers are treated as half-spaces. The boundary locations are the bottom of each layer in two-way travel time. The acoustic impedances in each layer are set at values appropriate for the thin coal seams


Figure 4.1 Synthetic inversion results for wavelet parameters and earth model with correct initial guess. Trace 1- synthetic wavelet; trace 2- synthetic trace; trace 3- synthetic earth model; trace 5initial guess for the earth model; trace 7-extracted wavelet; trace 9-estimated 8-parameter wavelet; trace 10- error between synthetic and forward-modelled traces; trace 11-inverted wavelet; trace 12-forward-modell:ed trace; trace 13- inverted earth model.
and thick country rocks, at 4.0 and $7.6\left(\mathrm{~g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$, respectively. The model is shown in Fig. 4.1 (trace 3).

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> 7.6 | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ <br> $\mathrm{f}_{1}=20 \mathrm{~Hz}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{2}=30 \mathrm{~Hz}$ | 301 | 4.0 | 0.0 |
| $\mathrm{f}_{3}=90 \mathrm{~Hz}$ | 304 | 7.6 | 0.0 |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ | 373 | 4.0 | -0.02 |
| $\mathrm{a}_{0}=1.0$ | 379 | 7.6 | 0.0 |
| $\varphi_{0}=90 \mathrm{degree}$ | 400 | 4.0 | 0.0 |
| $\varphi_{1}=0.1 \mathrm{deg} / \mathrm{Hz}$ | 409 | 7.6 | 0.15 |
| $\varphi_{2}=-0.002$ | 430 | 4.0 | 0.0 |
| $\operatorname{deg} / \mathrm{Hz}$ |  | 7.6 | 0.0 |

Table 4.1 Synthetic wavelet and earth model

### 4.1.2 Wavelet Parameters

For the first test, the initial guess for the earth model is exactly the same as the real one. After a wavelet was extracted by a Wiener shaping filter, its phase spectrum was unwrapped and an 8-parameter wavelet was defined. Figure 4.1 shows the parameters of the synthetic example, the initial guess and the inversion results, ordered in the following way. Trace 1 is the synthetic wavelet used to generate the synthetic data (trace 2 ) with the reflection coefficient sequence resulting from the earth model shown on trace 3 . Trace 5 shows the initial guess for the earth model. Traces 7 and 9 are the extracted wavelet and the estimate of the 8-parameter wavelet after phase unwrapping. After iterative inversion, trace 10 is the error between the synthetic and forward-
modelled trace. Traces 11 and 12 show the inverted wavelet and the forward-modelled trace. Trace 13 is the inversion result for the earth model.

For the extracted wavelet, the error energy between the synthetic trace and the forward-modelled trace is $0.11 \%$. After phase unwrapping, the estimated values of the 8 parameters for the parameterized wavelet are shown in Table 4.2. For this estimate of the wavelet parameters, the error energy between the synthetic trace and the forward-modelled trace is $2.50 \%$.

| $\mathbf{f}_{1}=14 \mathrm{~Hz}$ | $\mathrm{f}_{2}=25 \mathrm{~Hz}$ | $\mathrm{f}_{3}=121 \mathrm{~Hz}$ | $\mathrm{f}_{4}=172 \mathrm{~Hz}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{a}_{0}=1.03$ | $\varphi_{0}=89$ | $\varphi_{1}=0.12$ | $\varphi_{2}=-0.002$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 4.2 The estimate for wavelet parameters after phase unwrapping

The inversion result, following optimisation of the 8-parameter wavelet, shows that the inverted wavelet is even better than the extracted wavelet because the final error energy between the synthetic trace and forward-modelled trace after three iterations is equal to $0.01 \%$. The parameters of the inverted wavelet are shown in Table 4.3.

| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ | $\mathrm{f}_{2}=33 \mathrm{~Hz}$ | $\mathrm{f}_{3}=92 \mathrm{~Hz}$ | $\mathrm{f}_{4}=200 \mathrm{~Hz}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{a}_{0}=1.0$ | $\varphi_{0}=90$ | $\varphi_{1}=0.10$ | $\varphi_{2}=-0.002$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 4.3 Inverted wavelet after three iterations

This test is similar to the one we will carry out on the nearest trace to the well when inverting real data, where the initial guess for the earth model is almost correct based on the edited well $\log$ (see next chapter). In that case, before inverting for the wavelet
parameters, an initial inversion for the boundary locations is made using the extracted wavelet. However, for the synthetic test, this process is omitted.

If it is not possible to obtain an extracted wavelet, because no well log data are available, then it may be necessary to start with a guess wavelet, which could be in error. This case does not be apply for my real-data example. However, in order to show that problems exist in Cooke and Schneider's (1983) previous work, I give the following example. Consider the arbitrary initial guess for the wavelet parameters shown in Table 4.4. Its initial error energy is $42.63 \%$. After inversion to optimise all the wavelet parameters, the error energy between the synthetic trace and the forwardmodelled trace becomes $0.005 \%$. The inverted wavelet parameters are listed in Table 4.5.

| 8-parameter Guess Wavelet |  |  |  |
| :--- | :---: | :---: | :---: |
|  |  |  |  |
| $\mathrm{f}_{1}=20 \mathrm{~Hz}$ | $\mathrm{f}_{2}=30 \mathrm{~Hz}$ | $\mathrm{f}_{3}=90 \mathrm{~Hz}$ | $\mathrm{f}_{4}=200 \mathrm{~Hz}$ |
| $\mathrm{a}_{0}=1.0$ | $\varphi_{0}=45.0$ | $\varphi_{1}=0.0$ | $\varphi_{2}=0.0$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 4.4 Arbitrary initial guess for wavelet parameters

| 8-parameter Inverted Wavelet |  |  |  |
| :--- | :---: | :---: | :---: |
|  |  |  |  |
| $f_{1}=19 \mathrm{~Hz}$ | $f_{2}=31 \mathrm{~Hz}$ | $\mathrm{f}_{3}=90 \mathrm{~Hz}$ | $\mathrm{f}_{4}=200 \mathrm{~Hz}$ |
| $\mathbf{a}_{0}=1.0$ | $\varphi_{0}=90$ | $\varphi_{1}=0.1$ | $\varphi_{2}=-0.002$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 4.5 Inverted wavelet for arbitrary initial guess

From this result one can see that if the error in $\varphi_{0}$ between the guess wavelet (Table 4.4) and the synthetic wavelet (Table 4.1) is quite big, GLI still can find the correct answer for $\varphi_{0}$ as well as $\varphi_{1}$ and $\varphi_{2}$. One can also see that if the $\varphi_{0}$ values of the
actual wavelet and guess wavelet are different, the error energy without inversion is rather large and cannot be neglected. That is to say, this shows that Cooke and Schneider's (1983) conclusion (see §3.3.1) is not always correct. In the next section, this will also be shown together with inversion for the boundary locations.

### 4.1.3 Boundary Locations

Before any further inversion is discussed, it is necessary to see the inversion result for the boundary locations if there is no extracted wavelet available and just a guess wavelet has to be used. The result shows that if there are errors in the guess wavelet, the inversion will try to change the boundary locations to reduce the error energy even when the guess model of the boundary locations is correct. The guess wavelet is that given in Table 4.4. The initial error energy is still $42.63 \%$, but the error energy after inverting for the boundary locations is $14.20 \%$ if there is no wavelet inversion. Table 4.6 shows the results of the inversion.

However, if the wavelet inversion is carried out before inverting for the boundary locations, the boundary locations remain unchanged and the error energy is also unchanged at $0.005 \%$. Thus the wavelet plays just as important a role as the other earth model parameters in the inversion. This also shows the interference effects between the boundary locations and the wavelet parameters. Any errors in either guess model will affect the other, but provided one inverts for both wavelet and earth parameters, it may be possible to reach the global minimum.

For the following examples, the guess wavelet will be the same as the inverted wavelet in Table 4.3. Two iterations of the inversion procedure will be carried out in each case. Let us consider the case in which the guess model differs from the real model only in the boundary locations, as shown in Table 4.7.

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{1}=20 \mathrm{~Hz}$ | 300 | 4.6 | 0.0 |
| $\mathrm{f}_{2}=30 \mathrm{~Hz}$ | 303 | 7.0 | 0.0 |
| $\mathrm{f}_{3}=90 \mathrm{~Hz}$ | 372 | 4.0 | -0.02 |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ | 7.6 | 0.0 |  |
| $\mathrm{a}_{0}=1.0$ | 378 | 4.0 | 0.0 |
| $\varphi_{0}=45 \mathrm{degree}$ | 399 | 7.6 | 0.15 |
| $\varphi_{1}=0.0 \mathrm{deg} / \mathrm{Hz}$ | 407 | 4.0 | 0.0 |
| $\varphi_{2}=0 \mathrm{deg} / \mathrm{Hz}$ |  | 428 | 7.6 |

Table 4.6 Inverted boundary locations for the guess wavelet of Table 4.4

| Wavelet | Bound. Locations (ms) | Acous. Impedance $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ | Ac. Imp. Gradient $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ |  | 7.6 | 0.0 |
|  | 301 |  |  |
| $\mathrm{f}_{2}=33 \mathrm{~Hz}$ |  | 4.0 | 0.0 |
|  | 305 |  |  |
| $\mathrm{f}_{3}=92 \mathrm{~Hz}$ |  | 7.6 | -0.02 |
|  | 370 |  |  |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ |  | 4.0 | 0.0 |
|  | 380 |  |  |
| $\mathrm{a}_{0}=1.0$ |  | 7.6 | 0.0 |
|  | 401 |  |  |
| $\varphi_{0}=90$ degree |  | 4.0 | 0.15 |
|  | 409 |  |  |
| $\varphi_{1}=0.1 \mathrm{deg} / \mathrm{Hz}$ |  | 7.6 | 0.0 |
|  | 432 |  |  |
| $\begin{aligned} & \varphi_{2}=-0.002 \\ & \mathrm{deg} / \mathrm{Hz}^{2} \end{aligned}$ |  | 4.0 | 0.0 |
|  | 435 |  |  |
|  |  | 7.6 | 0.0 |

Table 4.7 Initial guess for the boundary locations

The initial error energy is $35.29 \%$. Table 4.8 shows the final results after iterative inversion for boundary locations and wavelet parameters, yielding an error energy of $0.002 \%$. The result is quite satisfactory and all the boundary locations are moved to the correct places.

| Wavelet | Bound. Locations (ms) | Acous. Impedance $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ | Ac. Imp. Gradient $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ |  | 7.6 | 0.0 |
|  | 301 |  |  |
| $\mathrm{f}_{2}=32 \mathrm{~Hz}$ |  | 4.0 | 0.0 |
|  | 304 |  |  |
| $\mathrm{f}_{3}=91 \mathrm{~Hz}$ |  | 7.6 | -0.02 |
|  | 373 |  |  |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ |  | 4.0 | 0.0 |
|  | 379 |  |  |
| $\mathrm{a}_{0}=0.99$ |  | 7.6 | 0.0 |
|  | 400 |  |  |
| $\varphi_{0}=90$ degree |  | 4.0 | 0.15 |
|  | 409 |  |  |
| $\varphi_{1}=0.1 \mathrm{deg} / \mathrm{Hz}$ |  | 7.6 | 0.0 |
|  | 430 |  |  |
| $\varphi_{2}=-0.002$ |  | 4.0 | 0.0 |
| $\mathrm{deg} / \mathrm{Hz}^{2}$ | 435 |  |  |
|  |  | 7.6 | 0.0 |

Table 4.8 Inverted boundary locations and wavelet parameters

It is important to estimate the reliability of this method when the differences between the guess and real earth model are increased, e.g. the guess model listed in Table 4.9. In this guess model, the errors in the boundary locations for the third coal seam (400409 ms ) are about 10 ms . I call this a "badly wrong" guess model for the boundary locations. In this case, the initial error energy was $82.26 \%$. After inversion for boundary locations and wavelet parameters (Table 4.10), the final error energy was $6.5 \%$.

| Wavelet | Bound. Locations (ms) | Acous. Impedance $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ | Ac. Imp. Gradient $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ |  | 7.6 | 0.0 |
|  | 301 |  |  |
| $\mathrm{f}_{2}=33 \mathrm{~Hz}$ |  | 4.0 | 0.0 |
|  | 305 |  |  |
| $\mathrm{f}_{3}=92 \mathrm{~Hz}$ |  | 7.6 | -0.02 |
|  | 370 |  |  |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ |  | 4.0 | 0.0 |
|  | 380 |  |  |
| $\mathrm{a}_{0}=1.0$ |  | 7.6 | 0.0 |
|  | 410 |  |  |
| $\varphi_{0}=90$ degree |  | 4.0 | 0.15 |
|  | 419 |  |  |
| $\varphi_{1}=0.1 \mathrm{deg} / \mathrm{Hz}$ |  | 7.6 | 0.0 |
|  | 432 |  |  |
| $\varphi_{2}=-0.002$ |  | 4.0 | 0.0 |
| $\mathrm{deg} / \mathrm{Hz}^{2}$ | 435 |  |  |
|  |  | 7.6 | 0.0 |

Table 4.9 Badly wrong initial guess for the boundary locations

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> 7.6 | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{1}=20 \mathrm{~Hz}$ | 301 | 4.0 | 0.0 |
| $\mathrm{f}_{2}=32 \mathrm{~Hz}$ | 304 | 7.6 | 0.0 |
| $\mathrm{f}_{3}=85 \mathrm{~Hz}$ | 373 | 4.0 | -0.02 |
| $\mathrm{f}_{4}=205 \mathrm{~Hz}$ | 7.6 | 0.0 |  |
| $\mathrm{a}_{0}=0.99$ | 379 | 4.0 | 0.0 |
| $\varphi_{0}=111 \mathrm{degree}$ | 400 | 7.6 | 0.15 |
| $\varphi_{1}=-0.39 \mathrm{deg} / \mathrm{Hz}$ | 414 | 4.0 | 0.0 |
| $\varphi_{2}=-0.002$ |  |  |  |
| $\operatorname{deg} / \mathrm{Hz}^{2}$ | 430 | 7.6 | 0.0 |

Table 4.10 Inverted boundary locations and wavelet parameters


Figure 4.2 Synthetic inversion results for a badly wrong initial guess for the boundary locations with inversion for the reflection coefficient sequence applied prior to GLI with parameterization.

The inversion failed to get the correct answer for the bottom boundary locations of the third coal seam even though it improved on the initial guess. This indicates that the guess for boundary locations lies outside the "region of convergence" discussed by Cooke and Schneider (1983). This feature of the boundary locations indicates that the boundary locations are the most difficult of all parameters to invert. I will show later that a badly wrong initial guess for the acoustic impedance values can be correctly solved when the boundary locations are correct.

When dealing with real data, large differences between the initial guess and the real acoustic impedance distribution may result from faults, pinchouts, reefs or sand lenses. Normally those features are the exploration targets. Therefore I propose an alternative method for obtaining the initial guess of the acoustic impedance distribution. The first step is to invert for the reflection coefficient sequence directly from the seismic data using the best available wavelet estimate (see § 2.3). Applying this process to the synthetic trace using the inverted wavelet from Table 4.3 gives the spiked reflectivity shown as trace 8 on Fig. 4.2. This is equivalent to deconvolution using an optimum-lag Wiener spiking filter.

After estimating the reflection coefficient sequence (i.e., the spiked reflectivity), the program automatically searches for the eight most significant boundary locations. They are: $302,305,374,380,401,410,431,436 \mathrm{~ms}$, respectively. Then GLI with parameterization was applied, yielding the results shown in Fig. 4.2 and Table 4.11 with an error energy of $0.002 \%$. Comparing with the previous result, it is obvious that this method is successful. The advantage of this two-stage inversion procedure is that the boundary locations estimated from the spiked reflectivity, following deconvolution, should lie within the region of convergence for the subsequent application of GLI.

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> $\mathrm{f}_{1}=16 \mathrm{~Hz}$ | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{2}=32 \mathrm{~Hz}$ | 301 | 4.0 | 0.0 |
| $\mathrm{f}_{3}=91 \mathrm{~Hz}$ | 304 | 7.6 | 0.0 |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ | 373 | 4.0 | -0.02 |
| $\mathrm{a}_{0}=1.0$ | 379 | 7.6 | 0.0 |
| $\varphi_{0}=90 \mathrm{degree}$ | 400 | 4.0 | 0.0 |
| $\varphi_{1}=0.1 \mathrm{deg} / \mathrm{Hz}$ | 409 | 7.6 | 0.15 |
| $\varphi_{2}=-0.002$ | 430 | 4.0 | 0.0 |
| $\operatorname{deg} / \mathrm{Hz}$ |  | 7.6 | 0.0 |

Table 4.11 Inverted boundary locations and wavelet parameters following initial inversion for the reflection coefficient sequence

### 4.1.4 Acoustic Impedance and Gradients

In this section I will show that, if the initial guess for the boundary locations is correct and keep fixed, there will be no limitations on the acoustic impedance guess model because of the approximately linear relationship between the coefficients of the synthetic trace and the acoustic impedance values as expressed in equation (3.11). And even when there are some errors in the guess model for the boundary locations, it is still possible to get a nearly correct solution to the problem.

The guess earth model for the first example is listed in Table 4.12. There are some errors in the initial guess for acoustic impedance. The error energy after inversion for the boundary locations and the acoustic impedance values reduced from $9.20 \%$ to $0.01 \%$. The final solution is shown in Table 4.13. This means if the guess for the
boundary locations is correct and the error energy for the initial guess is not big (up to, say, $\mathbf{3 0 \%}$ ), the correct boundary locations will remain unchanged in the inversion.

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ <br> 0 |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ | 301 | 4.6 | 0.0 |
| $\mathrm{f}_{2}=33 \mathrm{~Hz}$ | 304 | 8.6 | 0.0 |
| $\mathrm{f}_{3}=92 \mathrm{~Hz}$ | 373 | 4.0 | -0.02 |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ | 379 | 6.0 | 0.0 |
| $\mathrm{a}_{0}=1.0$ | 400 | 4.0 | 0.0 |
| $\varphi_{0}=90 \mathrm{degree}$ | 409 | 5.6 | 0.15 |
| $\varphi_{1}=0.1 \mathrm{deg} / \mathrm{Hz}$ | 430 | 4.0 | 0.0 |
| $\varphi_{2}=-0.002$ | 435 | 7.6 | 0.0 |
| $\mathrm{deg}^{2} / \mathrm{Hz}$ |  |  | 0.0 |

Table 4.12 Initial guess for acoustic impedance values

In the next test, the initial guess for the acoustic impedance of the third layer was 3.6 instead of $8.6\left(\mathrm{~g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$. For comparison this guess model can be considered as a "badly wrong" model for the acoustic impedance because the polarities are opposite to the true values for the doustic impedance contrasts. The initial error energy was $61.36 \%$. The results were almost the same as Table 4.13 with $0.05 \%$ error energy but without inversion for the boundary locations. This test shows that even though the acoustic impedance contrasts at the boundaries of the third layer have the wrong polarities, one can still get the correct answer as long as the initial guess for the boundary locations is correct and fixed. If the boundary locations are inverted as well as the acoustic impedance, they will affect each other. Table 4.14 shows the results and the error energy is $4.73 \%$.

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> 7.6 | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ <br> 0.0 |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ | 301 | 4.0 | 0.0 |
| $\mathrm{f}_{2}=31 \mathrm{~Hz}$ | 304 | 7.5 | -0.02 |
| $\mathrm{f}_{3}=91 \mathrm{~Hz}$ | 373 | 4.0 | 0.0 |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ | 379 | 7.5 | 0.0 |
| $\mathrm{a}_{0}=1.0$ | 400 | 4.0 | 0.15 |
| $\varphi_{0}=90 \mathrm{degree}$ | 409 | 7.5 | 0.0 |
| $\varphi_{1}=0.1 \mathrm{deg} / \mathrm{Hz}$ | 430 | 4.0 | 0.0 |
| $\varphi_{2}=-0.002$ |  |  |  |
| $\operatorname{deg} / \mathrm{Hz}$ |  |  |  |

Table 4.13 Inverted boundary and acoustic impedance for Table 4.12

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> 7.6 | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ <br> 0.0 |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{1}=18 \mathrm{~Hz}$ | 300 | 4.0 | 0.0 |
| $\mathrm{f}_{2}=34 \mathrm{~Hz}$ | 304 | 7.1 | -0.02 |
| $\mathrm{f}_{3}=83 \mathrm{~Hz}$ | 373 | 4.0 | 0.0 |
| $\mathbf{f}_{4}=200 \mathrm{~Hz}$ | 378 | 7.6 | 0.0 |
| $\mathrm{a}_{0}=1.0$ | 399 | 4.0 | 0.15 |
| $\varphi_{0}=84 \mathrm{degree}$ | 409 | 7.4 | 0.0 |
| $\varphi_{1}=0.08 \mathrm{deg} / \mathrm{Hz}$ | 430 | 4.0 | 0.0 |
| $\varphi_{2}=-0.003$ |  |  |  |
| $\operatorname{deg} / \mathrm{Hz}^{2}$ | 435 | 7.5 | 0.0 |

Table 4.14 Inverted boundary and acoustic impedance for the badly wrong guess

In the next example, errors in the initial guess for the boundary locations, as in Table 4.7, as well as errors in the guess for the acoustic impedance and their gradients are included. This means that there are errors in all parameter types in the initial guess (Table 4.15). After iterative inversion for the boundary locations, the acoustic impedance and their gradients together, and the wavelet parameters, the error energy is reduced from $45.65 \%$ to $0.01 \%$ with the results shown in Table 4.16.

Overall, the inversion is fairly successful with no gross errors. However, it should be pointed out that the inverted acoustic impedance values and their gradient values contain some errors compared to the synthetic model, even though the total error energy is quite small. The first possible reason is that the model parameters interfere with each other and make the problem non-unique (or close to non-unique). The second reason for the errors in the acoustic impedance and gradients is the absence of low frequencies in the seismic data.

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> 7.6 | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ <br> 0.0 |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ | 301 | 4.0 | 0.0 |
| $\mathrm{f}_{2}=33 \mathrm{~Hz}$ | 305 | 8.6 | 0.0 |
| $\mathrm{f}_{3}=92 \mathrm{~Hz}$ | 370 | 4.0 | 0.0 |
| $\mathrm{f}_{4}=200 \mathrm{~Hz}$ | 380 | 6.0 | 0.0 |
| $\mathrm{a}_{0}=1.0$ | 401 | 4.0 | 0.0 |
| $\varphi_{0}=90 \mathrm{degree}$ | 409 | 5.6 | 0.0 |
| $\varphi_{1}=0.1 \mathrm{deg} / \mathrm{Hz}$ | 432 | 4.0 | 0.0 |
| $\varphi_{2}=-0.002$ |  |  |  |
| $\operatorname{deg} / \mathrm{Hz}$ |  |  |  |

Table 4.15 Initial guess for all parameter types


Figure 4.3 Synthetic inversion results for errors in the initial guess for all types of earth model and wavelet parameters.

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> 7.6 | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ <br> $\mathrm{f}_{1}=16 \mathrm{~Hz}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{2}=32 \mathrm{~Hz}$ | 301 | 4.0 | 0.0 |
| $\mathrm{f}_{3}=90 \mathrm{~Hz}$ | 304 | 7.5 | -0.02 |
| $\mathrm{f}_{4}=199 \mathrm{~Hz}$ | 373 | 4.0 | -0.01 |
| $\mathrm{a}_{0}=1.0$ | 379 | 7.5 | 0.0 |
| $\varphi_{0}=92 \mathrm{degree}$ | 400 | 4.0 | 0.13 |
| $\varphi_{1}=0.08 \mathrm{deg} / \mathrm{Hz}$ | 409 | 7.4 | 0.01 |
| $\varphi_{2}=-0.002$ |  |  |  |
| $\operatorname{deg} / \mathrm{Hz}^{2}$ | 430 | 4.0 | 0.0 |
|  | 435 | 7.4 | 0.0 |

Table 4.16 Overall inversion results for initial guess in Table 4.14

Figure 4.3 shows the results of this inversion as a plot. The traces in this plot are ordered as in Fig. 4.1 (see § 4.1.2). A satisfactory feature is that the inverted boundary locations are correct even though there are some boundary location errors in the initial guess. Such errors are bound to exist in the initial guess models for inverting real data, so it is reassuring that the inversion methodology solves for them correctly in this noise-free synthetic data example. As for the errors in the acoustic impedance values and gradients, due to the missing low frequencies, they are not a big problem for inversion of Coal Measures data because the acoustic impedance can be fixed for coal seams. The changes in the thickness of the coal seams are the most interesting effect.

### 4.2 A 1-D Synthetic Model with White Noise

### 4.2.1 Introduction

There is always some noise present on observed seismic traces. Now let us consider the same model as in the previous section with $15 \%$ white noise (Gaussian distribution) added. In this section, the error energy will still be used to show the quality of the inversions and to measure the match between the synthetic data trace and the forwardmodelled trace.

### 4.2.2 Wavelet Inversion

Following the processes described in §4.1.2, the inverted 8-parameter wavelet found after three iterations is listed in the following Table 4.17:

| $\mathrm{f}_{1}=15 \mathrm{~Hz}$ | $\mathrm{f}_{2}=36 \mathrm{~Hz}$ | $\mathrm{f}_{3}=89 \mathrm{~Hz}$ | $\mathrm{f}_{4}=201 \mathrm{~Hz}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{a}_{0}=1.0$ | $\varphi_{0}=89$ | $\varphi_{1}=0.13$ | $\varphi_{2}=-0.002$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 4.17 Inverted wavelet after three iterations

For the extracted wavelet, the error energy was $2.05 \%$, but the initial guess for the 8 parameter wavelet gave an error energy of $4.71 \%$. After three iteration of inversion for the wavelet parameters, the error energy was only reduced to $2.17 \%$. Unlike the case without noise, the inverted 8 -parameter wavelet is not as good as the extracted one. Therefore, it is necessary to look at the extracted wavelet and its spectra to decide whether it is suitable to use an 8 -parameter wavelet in real data inversion. I will show in the next section that there are no big differences in the results between using the extracted


Figure 4.4 Synthetic inversion results with $15 \%$ white noise on the input trace and errors in the initial guess for the boundary locations
wavelet and the 8-parameter wavelet in my synthetic examples, even though there are some differences in the error energy.

### 4.2.3 Boundary Locations

As in §4.1.3, the initial guess for the constant acoustic impedance values and gradients is the same as for the real forward model. The differences are in the boundary locations as given in Table 4.7. The results after inversion for boundary locations and the 8-parameter wavelet are shown in Table 4.18, with the error energy reduced from $31.59 \%$ to $4.37 \%$. Figure 4.4 shows plots of the traces, in which the meaning of each trace is the same as described in §4.1.2.

| Wavelet | Bound. Locations <br> $(\mathrm{ms})$ | Acous. Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ | Ac. Imp. Gradient <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ | 300 | 4.6 | 0.0 |
| $\mathrm{f}_{2}=34 \mathrm{~Hz}$ | 304 | 7.0 | 0.0 |
| $\mathrm{f}_{3}=86 \mathrm{~Hz}$ | 373 | 4.0 | -0.02 |
| $\mathrm{f}_{4}=204 \mathrm{~Hz}$ | 379 | 7.6 | 0.0 |
| $\mathrm{a}_{0}=0.96$ | 400 | 4.0 | 0.0 |
| $\varphi_{0}=89 \mathrm{degree}$ | 409 | 7.6 | 0.15 |
| $\varphi_{1}=0.12 \mathrm{deg} / \mathrm{Hz}$ | 430 | 4.0 | 0.0 |
| $\varphi_{2}=-0.003$ |  |  |  |
| $\mathrm{deg} / \mathrm{Hz}$ |  |  |  |

Table 4.18 Inverted boundary locations and wavelet parameters

Then I fixed the extracted wavelet in the inversion and compared the results. Though the error energy of $2.05 \%$ is a little bit better, the boundary locations were almost the
same, i.e. $301,304,373,379,400,409,430,435 \mathrm{~ms}$. Therefore, for the sake of being able to invert for wavelet parameters on successive traces, an 8 -parameter wavelet defined in Table 4.17 is preferred and treated as the guess wavelet for the following inversions.

Comparing these results with $\$ 4.1 .3$, this inversion method shows its ability to invert the boundary locations when $15 \%$ white noise is present on the observed trace, provided that the acoustic impedance values are correct.

### 4.2.4 Acoustic Impedance and Gradients

Using the same initial guess for the earth model as in Table 4.15 and the initial guess wavelet parameters as in Table 4.17, the final solution obtained by GLI with parameterization is listed in Table 4.19.

| Wavelet | Bound. Locations (ms) | Acous. Impedance (g/cm $\left.{ }^{3}\right)(\mathrm{km} / \mathrm{s})$ | Ac. Imp. Gradient $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{f}_{1}=13 \mathrm{~Hz}$ |  | 7.6 | 0.0 |
|  | 301 |  |  |
| $\mathrm{f}_{2}=38 \mathrm{~Hz}$ |  | 4.0 | 0.0 |
|  | 305 |  |  |
| $\mathrm{f}_{3}=88 \mathrm{~Hz}$ |  | 7.0 | -0.01 |
|  | 373 |  |  |
| $\mathrm{f}_{4}=203 \mathrm{~Hz}$ |  | 4.0 | -0.1 |
|  | 379 |  |  |
| $\mathrm{a}_{0}=1.0$ |  | 7.0 | 0.03 |
|  | 400 |  |  |
| $\varphi_{0}=96$ degree |  | 4.0 | 0.09 |
|  | 409 |  |  |
| $\varphi_{1}=-0.08 \mathrm{deg} / \mathrm{Hz}$ |  | 6.9 | 0.02 |
|  | 430 |  |  |
| $\varphi_{2}=-0.002$ |  | 4.0 | 0.0 |
| $\mathrm{deg} / \mathrm{Hz}^{2}$ | 435 |  |  |
|  |  | 7.2 | 0.0 |

Table 4.19 Inverted earth model and the wavelet parameters


Figure 4.5 Synthetic inversion results with $15 \%$ white noise on the input trace and errors in the initial guess for all types of earth model and wavelet parameters.

For this inversion, the error energy is reduced from $41.78 \%$ to $3.52 \%$. The results are also shown in Fig. 4.5. Comparing Table 4.19 with Table 4.16, one can see the inversion almost succeeded in locating the boundaries, with only a small error in the boundary at 304 ms , even though $15 \%$ white noise had been added. That is to say, when white noise is present on the observed trace, if boundary locations and acoustic impedances are all in error in the guess model, GLI with parameterization can still find the correct answer for the boundary locations. However, the inverted values of the acoustic impedance and its gradient are worse than the result in the noise-free case. This indicates that acoustic impedance values are more sensitive to white noise on the observed trace than the boundary locations and wavelet parameters are, at least when the SNR is not too poor.

### 4.3 Summary

A number of synthetic examples either with noise-free or with some white noise have been presented. It can be seen that it is possible to use this GLI method to do some inversion on post-stack seismic data in the thin bed area as long as the boundary locations are carefully treated and the noise on the observed traces is not severe. Furthermore, for the badly wrong initial guess for the boundary locations, it is still possible to get the correct answer by applying an inversion for the reflection coefficient sequence and then GLI. For the badly wrong initial guess for the acoustic impedance values, it can obtain the correct solutions only if the initial guess for the boundary locations is correct and fixed.

In this chapter, I have reported results from several different tests on synthetic data. I give a summary table below (Table 4.20) which shows where incorrect parameters were assigned in the initial guess, the inversion procedure applied and the error energy in the result. Corresponding table numbers are given for each test, as available.

| Without Noise | Initial Guess Model |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Earth | Wavelet | Inversion Procedure | Error Energy |
| Table 4.3 | Correct | None | Wavelet extraction and wavelet parameters | 0.01 \% |
| Table 4.5 | Correct | Wrong | Wavelet parameters only | $0.005 \%$ |
| Table 4.6 | Correct | Wrong | Boundary locations only | 14.20 \% |
|  | Correct | Wrong | Boundary locations and wavelet parameters | 0.005 \% |
| Table 4.8 | Bdary. locns. wrong | Inverted | Boundary locations and wavelet parameters | 0.002 \% |
| Table 4.10 | Bdary. locns. badly wrong | Inverted | Boundary locations and wavelet parameters | 6.5 \% |
| Table 4.11 | Bdary. locns. badly wrong | Inverted | Reflection coefficient sequenc , then as above | 0.002 \% |
| Table 4.13 | Acoustic imp. wrong Acoustic imp. badly wrong | Inverted | Boundary locations and acoustic impedance inversion | 0.01 \% |
|  |  | Inverted | Acoustic impedance inversion | 0.05 \% |
| Table 4.14 | Acoustic imp. badly wrong | Inverted | Boundary locations and acoustic impedance inversion | 4.73 \% |
| Table 4.16 | Everything wrong | Inverted | Bdary. locns., acoustic imp. and wavelet parameters | 0.01 \% |
| With $15 \%$ White Noise |  |  |  |  |
| Table 4.17 | Correct | None | Wavelet extraction and wavelet parameters | 2.05 \% |
| Table 4.18 | Bdary. locns. wrong <br> Bdary. locns. wrong Everything wrong | Inverted | Boundary locations and wavelet parameters | 4.37 \% |
|  |  | Extracted | Boundary locations inversion only | 2.05 \% |
| Table 4.19 |  | Inverted | Bdary. locns., acoustic imp. and wavelet parameters | 3.52 \% |

Table 4.20 Brief summary of inversion tests and results for a synthetic data example

## 5 British Coal's Dataset

### 5.1 Introduction

In this chapter, I present the results of applying inversion to the reprocessed migrated dataset from British Coal. Due to the complexity of the stratigraphy, it was necessary to start the inversion at a borehole and to do some systematic work to determine the most important model parameters at that borehole. According to the well logs, two different inversion windows were chosen for Thorny Plantation and Pillbox boreholes in order to cover all the coal seams present.

For the real data, the scaling factor between the forward-modelled trace and the observed trace is unknown. Furthermore, for inverting the seismic section, it is necessary to normalise the total energy of the signal in the inversion window on each trace to the same value. Therefore, the acoustic impedance in the coal seams was fixed to provide a consistent scaling for all the acoustic impedance values. Then I calculated the total energy in the chosen window on the observed trace at the borehole and took this value to normalize the total energy in the chosen window for each trace in the section.

In addition, even though I carefully reprocessed the seismic reflection data, the amplitude values of the reflection events on the seismic trace are still not the true relative amplitude values, which are important for thin bed inversion. In the synthetic examples, there are no such problems. I will point out the effect of incorrect relative amplitude values on the inversion for the thicknesses of the coal seams in the following systematic study.

### 5.2 Systematic Study at Thorny Plantation

### 5.2.1 Comparison of the Two Different Processed Sections

In this section, I will first quantify the improvement achieved with the reprocessed data, compared to the section obtained by the British Coal's original processing, by making use of the well logs. The criterion for the comparison is the error energy between the observed data and the forward-modelled trace obtained by convolving the extracted wavelet with the reflection coefficient sequence generated from the well logs.

This procedure was applied for the trace at CDP 994 from British Coal's processing and from my processing. The window on the observed trace was taken to be 331 ms to 480 ms in each case to cover all the coal seams. For each processed trace at CDP 994, the normal equations for a Wiener shaping filter were solved to extract a wavelet as the best filter, in a least squares sense, for shaping the reflection coefficient sequence obtained from the well logs into the processed trace. The length of the wavelet was chosen to be 32 ms . Then the error energy was calculated between the forward-modelled trace and the observed (i.e. processed) trace. Finally, these two values of error energy were compared to see which was smaller. The results were $29.74 \%$ for British Coal's data and $24.64 \%$ for my reprocessed data.

The optimum time shifts for the two observed traces are slightly different: the observed trace was lagged relative to the reflection coefficient sequence by 9 ms for British Coal's data and 11 ms for my reprocessed data.

The results imply that the reprocessed data are an improvement on British Coal's. From now on, only the reprocessed dataset will be considered for analysis and discussion.

Figure 5.1 Relationship between the time shift and error energy for all 31 positions of the desired output when extracting the wavelet at Thorny Plantation borehole.



Figure 5.2 All the extracted 31 wavelets at Thorny Plantation borehole.

### 5.2.2 Time Shift for the Extracted Wavelet

In the previous section, it was noted that there is a time shift associated with the optimum extracted wavelet. After comparison of the observed trace with the well $\log$ at Thorny Plantation borehole, the length of the maximum time shift was set to be 15 ms during this procedure. Figure 5.1 shows the relationship between the time shift and error energy for all 31 positions of the desired output (the observed trace window) relative to the input (the reflection coefficient sequence). The minimum error energy corresponds to a time lag of the desired output by 11 ms .

The extracted wavelets do not only differ by a time shift but also have different shapes. Figure 5.2 shows all the 31 wavelets extracted in this process, trace 1 corresponding to a time shift of -15 ms , trace 2 to -14 ms , and so forth. Note that trace 27 is the optimum extracted wavelet in this example. In order to compare the inversion result with the processed section, the reflection coefficient sequence was moved back 11 ms to match the observed trace.

### 5.2.3 Identification of the Main Coal Seams

It may be seen from the well logs (Figure 3.20) that several coal seams could be responsible for events on the seismic section. In order to use the minimum number of earth model parameters, it was necessary to determine which are the dominant coal seams that generated the main reflections on the observed trace, and just invert to optimize their parameters. In this procedure, the time window between 331 ms and 480 ms was again chosen to cover all the coal seams.

The method I used was simply to carry out a sequence of trials. Firstly, the most dominant coal seam was determined by making a one-layer guess model for each coal

Figure 5.3 Contributions of the various coal seams to reduction of the error energy following inversion at CDP 940, the nearest CDP to Thorny Plantation borehole.

seam in turn. According to the well logs and lithology information at Thorny Plantation (Figs. 3.17 and 3.20), there are 10 coal seams in this borehole, and the acoustic impedances of coal seams and country rocks are approximately 4.0 and 7.6 $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$, respectively. For each coal seam, a boundary location inversion by GLI was applied. The correlation coefficient and error energy between the synthetic trace calculated from this inverted model and the observed trace is given in Table 5.1. The most dominant coal seam is obviously the one at $402-409 \mathrm{~ms}$ as it has the largest correlation coefficient and the least error energy.

| Guess Coal <br> Seams (ms) | Corr. Coefficient | Error Energy | Inverted Boundary |
| :---: | :--- | :--- | :--- |
| $359-362$ | 0.0765 | $99.42 \%$ |  |
| $367-369$ | 0.0 | $100.0 \%$ | $361-362(\mathrm{~ms})$ |
| $386-391$ | 0.4531 | $79.91 \%$ | $368-368(\mathrm{~ms})$ |
| $401-406$ | 0.7883 | $49.25 \%$ | $387-390(\mathrm{~ms})$ |
| $422-427$ | 0.4675 | $78.14 \%$ | $402-409(\mathrm{~ms})$ |
| $435-438$ | 0.0830 | $99.33 \%$ | $420-429(\mathrm{~ms})$ |
| $447-450$ | 0.0816 | $99.34 \%$ | $436-438(\mathrm{~ms})$ |
| $453-454$ | 0.0570 | $99.74 \%$ | $448-449(\mathrm{~ms})$ |
| $457-459$ | 0.0 | $453-454(\mathrm{~ms})$ |  |
| $463-466$ | 0.1273 | $98.79 \%$ | $455-455(\mathrm{~ms})$ |
|  |  |  |  |

Table 5.1 Searching for the most dominant coal seam at Thorny Plantation

The second trial was to take this dominant coal seam with each of the other nine coal seams in turn, and use GLI to optimize the boundary locations to find which pairing is the most dominant. Repeating this procedure for combinations of three seams, four seams, and so on, determines the contributions of all coal seams in order. Figure 5.3 shows the relative size of their contributions.

The ordering of the coal seams turned out to be the same as in the first trial for individual seams. However, only after all the trials had been done could the error energy and correlation coefficient for each optimum combination be found. From Fig. 5.3, it can be
seen that for more than three trials, the decrease in error becomes very small. I should point out that with five or more coal seams, the correlation coefficient and error energy ( 0.8841 and $24.42 \%$ ) are even better than those obtained from the well logs ( 0.8729 and $\mathbf{2 4 . 6 4 \%}$ ). This is because there were some errors in the well logging and some noise on the observed seismic trace. Consequently, as more and more earth model parameters are introduced for inversion, the fit will progressively improve, and at some point will become better than the fit from any fixed earth model.

The optimum combination of three main coal seams accounts for more than $80 \%$ of the energy on the observed trace at Thorny Plantation borehole. Therefore, these three coal seams were taken as the target seams to invert, together with the immediately underlying seam, which was included to ensure to optimum inversion for the middle two thickest coal seams.

### 5.2.4 Construction of Initial Guess for the Earth Model

Based on the previous discussion, the four chosen coal seams are at two-way times given by the well $\log$ information (Fig. 3.20) as follows: Black Rake at 389-391 ms, Deep Main at 402-407 ms, Parkgate/Tupton at 422-428 ms and Yard at 436-437 ms. In order to get a better estimate of the extracted wavelet, a shorter time window between 380 ms and 439 ms was chosen and the optimum wavelet was again found by solving the normal equations for a Wiener shaping filter. The corresponding time shift was a lag of the desired output by 10 ms . The wavelet used for constructing the guess earth model was the extracted wavelet.

The acoustic impedance values of the top and bottom coal seams were set to be 4.0 $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ and of the two middle main coal seams were set to be $3.0\left(\mathrm{~g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$, all with gradients of zero. These values were fixed for all inversions run along the seismic sections. The acoustic impedance values and gradients are more difficult to cope with for
the country rocks because they are average contributions from different lithologies. When the acoustic impedance values were treated as variable parameters, they were constrained between values of 12.0 and $5.0\left(\mathrm{~g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$, chosen according to the maximum range of values on the well logs.

Because the initial guess earth model was to be constructed at the borehole, it seemed reasonable to assume that the boundary locations of these coal seams and the wavelet are almost correct. Based on this, I fixed all the parameters apart from the acoustic impedance values of the country rocks, and inverted for them. However, the results gave acoustic impedance values which were not at all similar to their values known from well log information. As a cross-check, I fixed the acoustic impedance values from the well logs and inverted for the boundary locations. The results were also unsatisfactory because the Deep Main seam was apparently thicker than Parkgate/Tupton. This is not true according to the well $\log$ information. It is not possible for the seam thicknesses and the acoustic impedance values given by the well logs to be so badly wrong. The discrepancy must result from problems with the observed trace, which is only crudely approximated by the simple convolutional model.

In order to make progress with inverting the seismic section, a decision had to be taken on which parameters were the interesting ones to invert, the thicknesses of the coal seams or the acoustic impedance values. Either an increase/the thicknesses of the coal seam or an increase in the acoustic impedance contrast will cause the amplitude of the seismic trace to increase (Widess, 1973). Therefore, I chose to fix the boundary locations and acoustic impedance values of the coal seams from the well logs, and to invert for the acoustic impedance values of the country rocks to get the best fit to the observed trace at the borehole. The results comprise the initial guess for the earth model, shown in Table 5.2. The acoustic impedance values of the country rocks obtained are not true values, but simply the best-fitting values for the known parameters of the coal seams.

| Boundary Locations <br> $(\mathrm{ms})$ | Acoustic Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ | Acous. Imp. Gradients <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: |
| 389 | 6.9 | 0.0 |
| 391 | 4.0 | 0.0 |
| 402 | 9.9 | 0.0 |
| 407 | 3.0 | 0.0 |
| 422 | 6.0 | 0.0 |
| 428 | 3.0 | 0.0 |
| 436 | 5.5 | 0.0 |
| 437 | 4.0 | 0.0 |
|  | 7.6 | 0.0 |

Table 5.2 Initial guess earth model at Thorny Plantation borehole

If we assume that the forward-modelled trace generated by convolving the extracted wavelet with the reflection coefficient sequence from the well logs is a signal trace, the difference between the observed trace and this synthetic trace should be the noise trace. The signal-to-noise amplitude ratio is calculated as 1:0.1592 (or greater than 6:1), which is similar to our synthetic example with $15 \%$ random noise added.

The correlation coefficient and error energy are 0.9518 and $9.12 \%$ for this earth model with the extracted wavelet. It is interesting to note that the error energy is less than that obtained ( $10.29 \%$ ) using the complete reflection coefficient sequence from the well logs with the same extracted wavelet. This suggests that our initial guess earth model is quite good and also that there are some errors on the well logs.

Figure 5.4 Amplitude and phase spectra of the extracted wavelet at CDP 940, close to
Thorny Plantation borehole.


### 5.2.5 Estimation of Wavelet Parameters

The amplitude spectrum and phase spectrum of the optimum extracted wavelet are plotted in Fig. 5.4. From this diagram, it can be seen that the boxcar-with-cosine-tapers, defined by four frequencies, is a reasonable approximation to represent the amplitude spectrum of the extracted wavelet. After fitting the eight parameters to these spectra (Table 5.3) to parameterize the wavelet in the frequency domain, the error energy between the forward-modelled and observed traces was $13.78 \%$.

The next step was to perform GLI for the wavelet parameters for three iterations whilst keeping the earth model fixed, as shown in Table 5.2. The error energy between the forward-modelled and observed traces was reduced to $5.92 \%$, which is less than that found when using the extracted wavelet ( $9.12 \%$ ). These optimized values (Table 5.4) comprise the initial guess for the wavelet parameters, and can be seen in Fig. 5.4 to provide a reasonably accurate representation of the extracted wavelet.

| $\mathrm{f}_{1}=14 \mathrm{~Hz}$ | $\mathrm{f}_{2}=39 \mathrm{~Hz}$ | $\mathrm{f}_{3}=76 \mathrm{~Hz}$ | $\mathrm{f}_{4}=136 \mathrm{~Hz}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{a}_{0}=6.45$ | $\varphi_{0}=26$ | $\varphi_{1}=5.23$ | $\varphi_{2}=-0.02$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 5.3 Estimated wavelet parameters after fitting the spectra

| $\mathrm{f}_{1}=18 \mathrm{~Hz}$ | $\mathrm{f}_{2}=42 \mathrm{~Hz}$ | $\mathrm{f}_{3}=57 \mathrm{~Hz}$ | $\mathrm{f}_{4}=150 \mathrm{~Hz}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{a}_{0}=6.17$ | $\varphi_{0}=80$ | $\varphi_{1}=3.67$ | $\varphi_{2}=-0.01$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 5.4 Initial guess for the wavelet parameters after optimizing the fitted values

### 5.2.6 Inversion of the Trace at the Borehole

In the preceding five sub-sections, I have described how the initial guess model was established for the boundary locations, acoustic impedance values and gradients, and the wavelet parameters. The earth model parameters for the initial guess are given in Table 5.2 and the wavelet parameters in Table 5.4. The next steps were to apply GLI separately for the boundary locations, acoustic impedance parameters for the country rocks and wavelet parameters. This was done consecutively over two complete iterations of the three-stage inversion process.

Because of the relatively accurate information from the initial guess for the boundary locations, there were only small changes in the boundary locations and wavelet parameters, but some big changes in the acoustic impedance parameters. Final values are shown in Table 5.5 and yield an error energy of $2.15 \%$.

| Wavelet | Bound. Locations. <br> $(\mathrm{ms})$ | Acous. Impedance. <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> $\mathrm{f}_{1}=13 \mathrm{~Hz}$ | Ac. Imp. Gradients <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{2}=42 \mathrm{~Hz}$ | 390 | 4.0 | 0.0 |
| $\mathrm{f}_{3}=53 \mathrm{~Hz}$ | 391 | 12.0 | 0.0 |
| $\mathrm{f}_{4}=151 \mathrm{~Hz}$ | 402 | 3.0 | 0.0 |
| $\mathrm{a}_{0}=6.17$ | 407 | 7.1 | 0.0 |
| $\varphi_{0}=79$ degree | 421 | 3.0 | 0.0 |
| $\varphi_{1}=3.67 \mathrm{deg} . / \mathrm{Hz}$ | 427 | 5.0 | 0.0 |
| $\varphi_{2}=-0.01$ | 436 | 4.0 | 0.0 |
| $\left(\right.$ degree $\left./ \mathrm{Hz}^{2}\right)$ | 437 | 5.0 | 0.0 |

Table 5.5 Inversion results at Thorny Plantation borehole


Figure 5.5a Inversion results for all parameters at CDP 940.

The stability of the boundary locations with respect to their locations in the well logs is satisfactory. Also, the 8 -parameter wavelet seems to represent the extracted wavelet satisfactorily in Thorny Plantation. However, noise on the observed trace is presumably responsible for the discrepancy between the inverted acoustic impedance parameters and those found from the well logs.

Figure 5.5a shows the results of this procedure for the trace at CDP 994. Trace (1) is the extracted wavelet. Trace (2) is the estimated wavelet after phase unwrapping. Trace (3) is the inverted wavelet. Trace (5) is the initial guess for the earth model. Trace (6) is the well log at Thorny Plantation. Trace (7) is the inverted earth model. Trace (9) is the forwardmodelled trace calculated from the extracted wavelet and well log data. Trace (10) is the observed trace at CDP 994. Trace (11) is the forward-modelled trace from the inverted wavelet and inverted earth model at CDP 994.

### 5.3 Systematic Study At Pillbox

Similar to the work at Thorny Plantation borehole,I carried out a systematic study at Pillbox borehole using the nearest trace at CDP 1230.

The optimum time shift calculated during wavelet extraction was a time lag of the desired output by 38 ms compared to 11 ms at Thorny Plantation borehole. This means that there has been some change in the datum level, either on the seismic section or between the well logs. I think it is due to the well logs because I reprocessed the seismic data along the section, paying particular attention to the field statics and autostatics, and judge that it is impossible to cause such a big datum difference. In this respect, my processing was also consistent with British Coal's. It is easy to see that the optimum time shift calculated at Pillbox borehole is about right by locating the Deep Main horizon on the reprocessed
section at the right hand side ( 350 ms - see Fig. 3.14) and comparing it with the well logs ( 386 ms - see Fig. 3.21).

Then I attempted to identify the most dominant coal seams among the ten seams present in Pillbox borehole (Fig. 3.21). The search window was between 310 and 460 ms to include all the ten coal seams. The acoustic impedance values were set to be 4.0 $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ for coal seams and $7.6\left(\mathrm{~g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ for country rocks, as at Thorny Plantation borehole. Fortunately, the results were similar to those obtained at Thorny Plantation (Table 5.6). The three dominant coal seams are the Black Rake (370-375 ms), Deep Main (383-390 ms) and Parkgate/Tupton (399-406 ms). Again I chose these coal seams as the target seams to invert, together with the immediately underlying Yard seam (413-417 ms) to ensure optimum inversion for the middle two thickest coal seams.

| Guess Coal <br> Seams (ms) | Corr. Coefficient | Error Energy | Inverted Boundary |
| :---: | :--- | :--- | :--- |
| $347-348$ | 0.3308 |  |  |
| $355-357$ | 0.1624 | $89.11 \%$ | $347-352(\mathrm{~ms})$ |
| $368-374$ | 0.3997 | $104.2 \%$ | $355-356(\mathrm{~ms})$ |
| $384-390$ | 0.5182 | $84.08 \%$ | $370-375(\mathrm{~ms})$ |
| $401-406$ | 0.4501 | $75.14 \%$ | $383-390(\mathrm{~ms})$ |
| $414-416$ | 0.2764 | $80.21 \%$ | $399-406(\mathrm{~ms})$ |
| $426-428$ | 0.1472 | $92.50 \%$ | $413-417(\mathrm{~ms})$ |
| $430-431$ | 0.0739 | $97.90 \%$ | $426-428(\mathrm{~ms})$ |
| $436-437$ | 0.0 | $99.48 \%$ | $430-431(\mathrm{~ms})$ |
| $442-443$ | 0.0565 | $100.0 \%$ | $436-436(\mathrm{~ms})$ |
|  |  | $99.76 \%$ | $441-442(\mathrm{~ms})$ |

Table 5.6 Searching for the most dominant coal seams at Pillbox

In order to get a better estimate of the extracted wavelet, a new shorter inversion window was set from 331 to 395 ms , which takes into account the 38 ms time shift and keeps almost the same length as at Thorny Plantation for comparison. The error energy between the observed trace and the forward-modelled trace obtained from the well logs was $24.52 \%$. That is to say, the SNR $(1: 0.3716$, or less than $3: 1)$ of the observed trace at

Pillbox is worse than the SNR (1:0.1592) at Thorny Plantation. Also it can be seen on Fig. 5.5 b that the extracted wavelet is very complicated.

The next step was to obtain an initial guess earth model for subsequent optimization of wavelet and earth model parameters. As described in §5.2.4, a decision should be made before constructing the initial guess for the earth model. Therefore I decided to use the boundary locations obtained from Pillbox borehole. Then I inverted for the acoustic impedance values to obtain the initial guess for the earth model, as shown in Table 5.7. Due to the relatively small reflection from the Parkgate/Tupton seam at this trace, the acoustic impedance values of the country rock above and below this seam became very small, which does not match the well log information.

| Boundary Locations <br> $(\mathrm{ms})$ | Acoustic Impedance <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ | Acous. Imp. Gradients <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: |
| 372 | 5.5 | 0.0 |
| 374 | 4.0 | 0.0 |
| 384 | 7.7 | 0.0 |
| 389 | 3.0 | 0.0 |
| 401 | 5.0 | 0.0 |
| 407 | 3.0 | 0.0 |
| 414 | 5.3 | 0.0 |
| 415 | 4.0 | 0.0 |
|  | 6.7 | 0.0 |

Table 5.7 Initial guess earth model at Pillbox borehole

The eight parameters of the wavelet after phase unwrapping and fitting the spectra are shown in Table 5.8. The parameters were then optimized by three iterations of GLI whilst
keeping the earth model fixed (Table 5.7) to give the initial guess for the wavelet parameters in Table 5.9.

| $\mathrm{f}_{1}=42 \mathrm{~Hz}$ | $\mathrm{f}_{2}=55 \mathrm{~Hz}$ | $\mathrm{f}_{3}=78 \mathrm{~Hz}$ | $\mathrm{f}_{4}=138 \mathrm{~Hz}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{a}_{0}=3.62$ | $\varphi_{0}=-22$ | $\varphi_{1}=-1.16$ | $\varphi_{2}=0.01$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 5.8 Estimate of the wavelet parameters after fitting the spectra

| $\mathrm{f}_{1}=41 \mathrm{~Hz}$ | $\mathrm{f}_{2}=55 \mathrm{~Hz}$ | $\mathrm{f}_{3}=76 \mathrm{~Hz}$ | $\mathrm{f}_{4}=138 \mathrm{~Hz}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{a}_{0}=2.80$ | $\varphi_{0}=-24$ | $\varphi_{1}=-1.64$ | $\varphi_{2}=0.03$ |
|  | degree | degree $/ \mathrm{Hz}$ | degree $/ \mathrm{Hz}^{2}$ |

Table 5.9 Initial guess for the wavelet parameters after optimizing the fitted values

The error energy and the correlation coefficient are equal to $25.48 \%$ and 0.8876 for the initial guess wavelet in Table 5.9 and for the earth model in Table 5.7. It can be seen that the wavelet obtained at Pillbox borehole is different from that at Thorny Plantation borehole (Table 5.4). Comparing the two sets of well logs (Figs. 3.20 and 3.21) and lithology information (Figs. 3.17 and 3.18), there are no big differences in the four coal seams apart from the small changes in the separation between the coal seams. Therefore, I infer that the differences resulted from different noise contributions in the observed traces at each borehole. Hence I regard the inverted wavelet at Thorny Plantation borehole as being more reliable because the error energy is less. In the next section, I will show the different inversion results obtained using these two different wavelets.


Figure 5.5b Inversion results for all parameters at CDP 1230, the nearest CDP to
Pillbox borehole.

Using the initial guesses for the earth model (Table 5.7) and wavelet (Table 5.9), two iterations of the three stage GLI process were carried out, inverting successively for the boundary locations, acoustic impedance values, and wavelet parameters. The inversion results are listed in Table 5.10. The error energy and correlation coefficient for this inverted model are equal to $14.96 \%$ and 0.9365 , respectively.

| Wavelet | Bound. Locations. <br> $(\mathrm{ms})$ | Acous. Impedance. <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)(\mathrm{km} / \mathrm{s})$ <br> $\mathrm{f}_{1}=21 \mathrm{~Hz}$ | Ac. Imp. Gradients <br> $\left(\mathrm{g} / \mathrm{cm}^{3}\right)\left(\mathrm{m} / \mathrm{s}^{2}\right)$ <br> 0.0 |
| :--- | :---: | :---: | :---: |
| $\mathrm{f}_{2}=51 \mathrm{~Hz}$ | 372 | 4.0 | 0.0 |
| $\mathrm{f}_{3}=67 \mathrm{~Hz}$ | 375 | 7.9 | 0.0 |
| $\mathrm{f}_{4}=143 \mathrm{~Hz}$ | 385 | 3.0 | 0.0 |
| $\mathrm{a}_{0}=2.8$ | 390 | 5.0 | 0.0 |
| $\varphi_{0}=-9$ degree | 401 | 3.0 | 0.0 |
| $\varphi_{1}=-1.6 \mathrm{deg} . / \mathrm{Hz}$ | 407 | 5.7 | 0.0 |
| $\varphi_{2}=0.02$ | 413 | 4.0 | 0.0 |
| $\left(\right.$ degree $\left./ \mathrm{Hz}{ }^{2}\right)$ | 416 | 7.2 | 0.0 |

Table 5.10 Inversion results at Pillbox borehole

Figure 5.5 b is the results of this procedure for the trace at CDP 1230. Trace (1) is the extracted wavelet. Trace (2) is the estimated wavelet after phase unwrapping. Trace (3) is the inverted wavelet. Trace (5) is the initial guess for the earth model. Trace (6) is the well log at Pillbox. Trace (7) is the inverted earth model. Trace (9) is the forward-modelled trace calculated from the extracted wavelet and the well logs. Trace (10) is the observed trace at CDP 1230. Trace (11) is the forward-modelled trace from the inverted wavelet and inverted earth model at CDP 1230.

### 5.4 Inversion for the Whole Section

### 5.4.1 Introduction

Theoretically, there should be no difference between inverting the data from either borehole to the other, if the parameters used and the inversion window are kept the same. However, it has been seen in the previous section that there are some differences in the initial guess wavelets and some parameters had to be fixed using a priori information when obtaining the initial guess earth models. It looks as though the quality of the data at Thorny Plantation is better than at Pillbox according to the error energy values and correlation coefficients. In order to see the effects of these differences, inversion for the whole section from each direction was carried out.

As can be seen in Fig. 3.14, the main coal seams are at 400 ms and 420 ms at CDP 994, but are significantly shallower at 350 ms and 370 ms at CDP 1230. Therefore, in order to keep the target seams within the inversion window, it is necessary to vary the location of the window along the section.

In order to get a stable solution for the nonunique inversion problem, it is better to fix some parameters and invert for a limited number of parameters by starting from the initial guess models (e.g. Table 5.2 and 5.4) rather than the inverted results at the borehole (e.g. Table 5.5) because of errors in the latter, as will be seen in the following sections. The following inversions were run for two iterations for each type of parameter (boundary locations, 8-parameter wavelet parameters) and two iterations for the overall inversion process.

When inverting the real data, there will be thickness changes for the coal seams. According to the study by Okaya (1995), in our situation, where the thicknesses of the coal seams are less than 10 ms in two-way time, the fundamental amplitude band (FAB) is only preserved between $20-150 \mathrm{~Hz}$. Where the coal seam is very thin, i.e. 2 or 3 ms twoway time, the centre frequency of the FAB will be higher than 200 Hz (see Fig. 3 b , Okaya, 1995). The bandwidth of the processed data is $30-200 \mathrm{~Hz}$ (see §3.1.11) which means that there will be a very small amount of reflection energy with a very high frequency content present in the section when the thickness of a coal seam reduces to less than 3 ms .

In order to form the initial guess for the boundary locations at the next trace, after inverting the previous one, I adopt a combination method by taking the interpreted structural information (Martinez et al., 1992) into account together with the inversion results from the previous trace. The interpreted structural information was obtained by picking the two-way times of strong reflection events from the processed section. There are complementary selectable weighting coefficients between 0.0 to 1.0 for each of them which may be chosen as a result of trial-and error. For instance, if only the inversion results were used, the weighting coefficient will be 1.0 for the inversion results and 0.0 for the interpreted structural information.

### 5.4.2 From Thorny Plantation to Pillbox

I generally used the initial guess earth model and wavelet at Thorny Plantation borehole as the starting model (i.e. Tables 5.2 and 5.4) to invert the first trace at CDP 994. Inversion then proceeded as described above for the adjacent trace at CDP 995 onwards until reaching CDP 1230, which is the closest trace to Pillbox borehole. Tests indicated that the initial guess for the boundary locations was best obtained by applying equal weighting (coefficients 0.5 ) to the boundary locations obtained from inverting the previous trace and the boundary locations picking from the interpreted seismic section.


Figure 5.6a Inversion for boundary locations with the extracted wavelet obtained from Thorny Plantation borehole using $0.5 / 0.5$ weights for establishing the initial guess model. The two traces on the right are the final inversion result at Pillbox borehole and (far right) the acoustic impedance function from the well logs. The boundary locations and the thicknesses of the main coal seams are almost matched.

Figure 5.6a shows the whole inverted section, in which I only inverted for the boundary locations by GLI, using equal weighting coefficients of 0.5 for the initial guess, and fixed the extracted wavelet and the acoustic impedance values (Table 5.2) along the section.

In order to see the changes of the wavelet along the sections (not the case in this processing), the inverted wavelet is plotted at the top of the trace for each inverted earth model at each CDP location in this figure and in the following ones. The difference between the observed trace and forward-modelled trace (obtained from the inversion result) in the window is also plotted above the earth model with a 200 ms time shift forward. The error energy is plotted below the inverted earth model at each CDP location as a vertical bar, indicating the reliability of the solution. The scale for the error energy is that the timing line at 500 ms corresponds to an error energy of $25 \%$.

From Fig. 5.6a, it can be seen that the first coal seam (Black Rake) has become very thin between CDP 1185 and CDP 1220 due to the very low reflection amplitudes (Fig. 3.14). At two areas in the middle of the section around CDP 1100 and CDP 1160, the thickness is greater than in other areas, which correlates with the reflection amplitudes on the migrated section.

The thickness of the Deep Main seam was fairly consistent across the whole section. It fluctuates in the vicinity of CDP 1200 and is a little bit thinner on isolated traces at CDPs 1123 and 1190. It can be seen from Fig. 3.14 that in those places the amplitudes of the reflection have decreased.

The thickness of the Parkgate/Tupton seam changes a lot according to the inversion. At first it stays unchanged until CDP 1075. Then it abruptly decreases in thickness by about a half until CDP 1200, which corresponds to an increase in frequency content and a decrease in amplitude of the reflection. Due to the low amplitude and poor continuity of the reflection from this coal seam between CDPs 1190 and 1220, the thickness is further


Figure 5.6b Inversion for boundary locations with the extracted wavelet obtained from Thorny Plantation borehole using 1.0/0.0 weights, i.e. initial guess based only on the interpreted structural information.


Figure 5.6c Inversion for boundary locations with the extracted wavelet obtained from Thorny Plantation borehole using $0.0 / 1.0$ weights, i.e. initial guess based only on the previous trace inversion.
reduced to 1-2 ms. But when it reaches CDP 1230, i.e. the location of Pillbox borehole, it became thicker again.

The changes in thickness of the Yard seam also correspond to the reflection character on the processed section. Comparing the inversion results at the right hand side with the systematic studies at Pillbox, and noting the 38 ms time shift difference, the positions of the Black Rake, Deep Main, Parkgate/Tupton and Yard are all matched, but the thicknesses of the seams do not match the well log information at Pillbox (Fig. 3.22). This is because the reflection amplitudes of the observed traces are decreased a lot comparing with the started values at Thorny Plantation and the acoustic impedance values are fixed during this inversion procedure along the section.

Figure 5.6 b is a similar inversion to Fig. 5.6 a only differing in that the weighting coefficients were $1.0 / 0.0$, i.e., the interpreted structural information was used and the inversion for each trace was totally independent, which is the current method used by other researchers (e.g. Brac et al., 1992). Comparing these two figures, there are no big differences between them. However it can be seen that the error energy at the middle of the section in Fig. 5.6a is a little bit less, and the inversion results look smoother than Fig. 5.6 b in some areas.

Figure 5.6 c shows the inversion results with $0.0 / 1.0$ weighting coefficients, i.e., the inversion results for the boundary locations from the previous trace were used as the initial guess for the next trace. It can be seen that this method failed to trace the boundaries of these seams past CDP 1060 due to the phase changes on the observed trace. Because the errors in the inverted earth model parameters are reproduced in the initial guess for the next trace, the correct answer may not be obtained after inversion through a poor SNR area. The equal weighting coefficients, giving the results in Fig. 5.6a, are the best pair of those I have tested.


Figure 5.7a Inversion for boundary locations with 8 -parameter wavelet of Table 5.4 and the initial guess earth model of Table 5.2.


Figure 5.7b Inversion for boundary locations and four frequency parameters with 8parameter wavelet of Table 5.4 and the initial guess earth model of Table 5.2.


Figure 5.7c Inversion for boundary locations and all eight parameters with 8-parameter wavelet of Table 5.4 and the initial guess earth model of Table 5.2.


Figure 5.7d Inversion for boundary locations with the initial guess taken as the parameters shown in Table 5.5.

Figure 5.7 a shows the results of inversion for the boundary locations with the 8 parameter wavelet and $0.5 / 0.5$ weighting coefficients. The acoustic impedance values (Table 5.2) and the wavelet parameters (Table 5.4) were fixed. Because the extracted wavelet obtained from Thorny Plantation is quite accurate, due to the the good SNR there, the inversion with the 8 -parameter wavelet was no better than Fig. 5.6a. The error energy values of the inversion in Fig. 5.7a are mostly larger than in Fig. 5.6a. In particular, the thickness of the Parkgate/Tupton seam varies more wildly.

Figuer 5.7b is the inversion result using an 8-parameter wavelet and inverting for boundary locations and four frequency parameters. It can be seen that it did a better job with the thickness changes of the Parkgate/Tupton seam, which looks more like Fig. 5.6a. It is interesting to see that the thick part of Parkgate/Tupton seam extended here to CDP 1105. Possibly this is because there is a frequency change in the data (see Fig. 3.14), which is allowed for by the inversion of Fig. 5.7b.

Figure 5.7 c is the result of inverting for the boundary locations as well as all eight parameters of the wavelet. It is easy to see that the phase parameters do affect the boundary locations, especially in the poor SNR areas. It made the inversion solution unstable.

Fig 5.7 d was obtained by using Table 5.5 as the initial guess model and inverting for boundary locations only. Comparing the result with Fig. 5.7a, there was no significant improvement anywhere. The acoustic impedance values around the Yard seam are unrealistically low, so it is difficult to see this seam on the section.

In order to show the stability of inverting for only the two main coal seams, I have tried to invert for the Deep Main and Parkgate/Tupton seams within the same window as the previous one. Figure 5.8a is the inversion for boundary locations with the extracted wavelet and $0.5 / 0.5$ weighting coefficients. Even though the acoustic impedance values for


Figure 5.8a Inversion for boundary locations of the two main coal seams (the Deep Main and Parkgate/Tupton) with the extracted wavelet from Thorny Plantation borehole.


Figure 5.8b Same inversion as Fig. 5.8a except that twice as many iterations were applied.


Figure 5.9a Inversion for boundary locations with the 7-parameter wavelet shown in Table 5.11.


Figure 5.9b Inversion for boundary locations and four frequency parameters with the 7-parameter wavelet shown in Table 5.11.
the country rock were different from Table 5.2 and error energy values were a little bit bigger than Fig. 5.6a, the inversion results are almost the same in Fig. 5.6a. The error energy is bigger because only two coal seams were inverted within the same window. It can be seen that the trend of the error energy values is the same.

In addition to showing that sufficient iterations have been run to yield a stable result, I have tested an example with more than twice the number of iterations than used for Fig. 5.8a, i.e., a total of eight iterations were carried out. The results are shown in Fig. 5.8b. There is very little difference between them. This indicates the results obtained from Fig. 5.8a and Fig. 5.6a are stable.

Figure 5.9a is the inversion result starting with the same earth model (Table 5.2) and the 7-parameter wavelet, excluding $\varphi_{2}$, (Table 5.11) and inverting for the boundary locations. The result is quite different from that obtained using the 8-parameter wavelet (Fig. 5.7a), and it is difficult to say which one is better. However, it can be seen that the Deep Main seam has a more consistent thickness in Fig. 5.7a.

| $\mathrm{f}_{1}=16 \mathrm{~Hz}$ | $\mathrm{f}_{2}=41 \mathrm{~Hz}$ | $\mathrm{f}_{3}=52 \mathrm{~Hz}$ | $\mathrm{f}_{4}=167 \mathrm{~Hz}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{a}_{0}=5.83$ | $\varphi_{0}=129$ | $\varphi_{1}=2.14$ |  |
|  | degree | $-\quad$ degree $/ \mathrm{Hz}$ |  |

Table 5.11 Initial guess model for 7-parameter wavelet

I also tried to invert for the boundary locations and the frequency parameters using a 7 parameter wavelet with the result shown in Fig.5.9b. It is very like the results of Fig. 5.7b obtained by using an 8 -parameter wavelet, only differing in the extent of the thick part of the Parkgate/Tupton seam away from Thorny Plantation borehole, which looks better on Fig. 5.7b.


Figure 5.10a Inversion for boundary locations from Pillbox to Thorny Plantation with extracted wavelet obtained from Pillbox borehole and initial guess earth model of Table 5.7.


Figure 5.10b Inversion for boundary locations from Pillbox to Thorny Plantation with 8 -parameter wavelet of Table 5.9 and initial guess earth model of Table 5.7. The two traces on the left are the final inversion result at Thorny Plantation borehole and (far left) the acoustic impedance function from the well logs. The boundary locations and the thicknesses of the main coal seams are matched.


Figure 5.10c Inversion for boundary locations from Pillbox to Thorny Plantation with the wavelet extracted from Thorny Plantation borehole and the same acoustic impedance values as in Table 5.2.

### 5.4.3 From Pillbox to Thorny Plantation

Figure 5.10a is the result of inversion for the boundary locations with the extracted wavelet from Pillbox borehole starting at that borehole and moving progressively towards Thorny Plantation. The initial guess for earth model is shown in Table 5.7. As the extracted wavelet is quite different at Pillbox borehole, and the SNR is much lower for the initial guess, it is not surprising that the inversion result is much less smooth than Fig. 5.6a.

Figure 5.10 b is the result of inversion with the 8 -parameter wavelet (Table 5.9 ) instead of the extracted wavelet. From this inversion, the advantage of optimizing the wavelet parameter for the initial guess can be seen. The inversion result looks quite smooth and the error energy values are small, especially considering that the window was expanded by 10 time samples to take account of the large time shift ( 38 ms ).

For the Black Rake seam, the thickness is greater than the previous inversion from Thorny Plantation to Pillbox. The reason is that in the initial guess (Table 5.7) the acoustic impedance contrast was lower than in Table 5.2. The thicknesses of the Deep Main and Parkgate/Tupton seams change smoothly apart from the poor SNR area at the right hand of the section. The Yard seam looks different possibly due to the effect of ten more samples being taken into the window. It is obvious that the boundary locations and the thicknesses of these seams at the two boreholes are different in the two sections (Fig. 5.6a and Fig. 5.10b) due to the different wavelets and different initial guesses for the earth model.

In order to remove these differences and to see whether the results are similar when the inversion is carred out in either direction, Fig. 5.10c shows the result of inversion for the boundary locations starting at Pillbox borehole and moving towards Thorny Plantation,


Figure 5.11a Inversion for boundary locations and four frequency parameters of the 8parameter wavelet shown in Table 5.9.


Figure 5.11b Inversion for boundary locations and all eight parameters of the 8parameter wavelet shown in Table 5.9.
but using the wavelet extracted from Thorny Plantation and the acoustic impedance values from the initial guess earth model obtained from Thorny Plantation borehole (Table 5.2).

Comparing Fig. 5.10c and Fig. 5.6a, it can be seen that at the two boreholes the boundary locations and thicknesses of the two main seams (Deep Main and Parkgate/Tupton) are matched. The overall thickness variations of these two seams are similar except for the middle part and right hand end of the Deep Main due to the effect of the seam above and poor SNR area. Obviously the error energy values are quite different.

Figure 5.11a is the result of inverting for the boundary locations and the four frequency parameters of the 8-parameter wavelet (Table 5.9). At the right hand side, the behaviour of the Deep Main seam in Fig. 5.11a seems to be better than Fig. 5.10b. Figure 5.11b is the result of inverting for the boundary locations and all the 8 wavelet parameters. Again it can be concluded that the inversion for phase parameters and boundary locations together is no good, even though the error energy values tend to be very small.

### 5.5 Summary

The systematic studies at both boreholes are very important and very helpful for guiding the methodology for inversion along the section. They enabled a good initial guess to be found to start the inversion because the inversion result could be evaluated by comparison with the well logs. Sometimes it is necessary to make a compromise in parameter selection by choosing to fit either the boundary locations or the acoustic impedance values. The reason why this is necessary is because the amplitude values in a observed trace are not true relative amplitudes, i.e. the convolutional model is only an approximation for the traces on a processed section.

For the section used here, the inversion results are different when the inversion is carried out in opposite directions. The differences in the thicknesses of the coal seams are due to the extracted wavelets with different SNR from the observed data trace at each borehole.

When the extracted wavelet is inaccurate due to a poor observed trace near the borehole, the 8-parameter wavelet is quite a good approximation and useful for further inversion (Fig. 5.10b). Otherwise, the extracted wavelet is a better choice to use for the inversion. However, the disadvantage is that the extracted wavelet cannot sensibly be inverted along the section by GLI because it is described by too many parameters in the time domain and the inversion results would be unstable in the presence of noise.

It should be possible to obtain the thickness changes of coal seams by GLI with parameterization if good SNR data with true relative amplitude values are available. and if it is valid to assume that the acoustic impedance values are constant along the section. However, the difficulty in practice is to get a processed section with true relative amplitude values.

## 6 Conclusions and Suggestions for Future Work

### 6.1 Conclusions

From the work described here, it can be seen that my improved iterative method for applying GLI has potential for obtaining the thickness variations of the coal seams from migrated seismic data in the Coal Measures. Processing must produce true relative amplitude of events on the migrated section in order to obtain the correct answer for the thicknesses of the coal seams. Since this is the first time that GLI has been applied to seismic data from the Coal Measures, particular points concerning the inversion method should be noted as follows:

1. For simplification, it is possible to parameterize the country rocks between the coal seams (normally interbedded sandstones and siltstones) as uniform layers, which helps to make the problem stable and reduce the degree of non-uniqueness. Well log information is necessary for establishing the initial guess model; otherwise it is most unlikely that the global minimum will be found.
2. The extracted wavelet obtained as a Wiener shaping filter at the borehole can be fixed or inverted as an 8-parameter wavelet defined in the frequency domain. When the wavelet extraction is based on an observed trace with a poor SNR, the 8-parameter wavelet in the frequency domain will be advantageous as it can subsequently be optimized by iterative inversion with the earth model parameters at the borehole. The parameters of the 8-parameter wavelet should be fixed after inversionat the borehole in order to avoid the interference with the boundary locations.
3. Due to nonlinearity, the method used for determining the boundary locations must take into account the potential interference from other parameters, i.e the acoustic impedance values and the wavelet parameters. In the real-data example shown, for the initial guess of the boundary locations for each trace, it was better to combine the results from inversion of the previous trace inversion with structural interpretation of the migrated section.


#### Abstract

4. Systematic studies at boreholes are essential to work out which are the dominant coal seams, to decide what wavelet should be used for the inversion, and to establish the initial guess model. Seismic data processing must be done very carefully to produce the true relative amplitude reflections, and the systematic studies at the boreholes reveal the extent to which this has been achieved.


5. In the inversion for thin beds in the Coal Measures, it is useless to invert for all the earth model and wavelet parameters by GLI, because they interfere with each other and make the problem highly non-unique. Even though I succeeded in carrying it out with the synthetic examples, many other factors are involved in real data. It is desirable to try to put some constraints on the acoustic impedance values in the inversion, as described by Oldenburg (1986), to ensure that a unique solution is obtained for the thicknesses of the coal seams.
6. Unsurprisingly, it is more stable to invert the migrated section starting at a borehole where the nearest observed trace has a higher SNR. I have shown that, even with the same extracted wavelet and the same initial guess for the acoustic impedance values, there are still some differences between the inversion results obtained from different directions. This is because during the construction of the initial guess model for each trace, the inversion results from the previous trace were taken into account.
7. If the initial guess is based on structural interpretation, GLI can work through poor SNR areas and get a reasonable answer at the end of the section. This is difficult to achieve when only the inversion result from the previous trace is used as the initial guess model for the current trace. The combination of both sources of information for making the initial guess appears to give better results than using either source on its own.

### 6.2 Suggestions for Future Work

If the inversion result from previous trace is used for, or at least contributes to, the initial guess for the current trace, it has been shown that the inversion produces different results when carried out in opposite directions. That needs to be investigated by some 2-D synthetic models, e.g. to see whether splitting of coal seams will affect this. The observed effect is the well known problem in inversion that the result can easily end up at a local minimum if the starting model is too far from the global minimum.

If possible, it would be desirable to process another dataset which has better SNR and known geological features, i.e., having been mined since the seismic data were accquired.

A new data processing procedure should be developed in order to get true relative amplitude values for the Coal Measures. It would require a more complicated forward model to take proper account of multiple activity instead of the simple convolution model; however, it would dramatically increase the cost of the computation work.
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## Appendix Computer Software

This appendix gives a brief outline of a GLI inversion using the program available in University of Durham, and also lists the few programs and subroutines that I have written. External subroutines include NAG Fortran subroutines and UNIRAS plotting library. Some programs that have merely been altered by me for use with data plotting are not listed here.

All programs are written in Fortran 77 to run on a HP or a Sun4. The input parameters in the data file at the head of each program should be checked and altered to suit the needs of the user.

C. This is s iapot data file for the maxia progrom iadd to carry cot: GL method $\propto$
 un.dat,gnil.dat,res=lli,12.0,5.00.2,2,492,8,0.5,0.5 (ff1,ff2,ff3,es,em, gs,lp,wixi,wipi)

$0,0,0,0,0,0$, (fixed or inverted)

. $1,9,01$, (location iaverrion is frequeary:fm, in $1, \mathrm{mn} 1, \mathrm{mn} 2$, almd +11 )

$, 11,0,13,0,15,0,17,0,19,20,0,22,0,24,0,26,27$, (fixed or isverted)
a,2,19,27,01, (gradients of aconslic impedace:fin,iil, mil,mi2,alumde 33)
$9,20,0,22,0,24,0,26,27$, (fixed or iaverted)

,3,14,9,17,9,11,3,96
.001.512,32,9,2,9,40,00. (ditil,iwk, B6,iq,mmalk.it, akp)
$372,374,384,389,401,407,414,415,512$
S.4.0,7.7,3.0.5.0,3.0.5.3,4.,6.7.4.,7.6.4.7.6,4,4,7.6,4-1.6.4,7.64..7.6
$, 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0$
$100 . .-10,25,35,85,150.0 .0$.

--The program is a sofwne developedty TIAN Gang jeverting for the
c-scontic impedances sud he bonadery bections on pont-thet dits complotedine: 30 A, Sipplember 1995


- Oive initinl valse for initial cimilarity for the carrent trace-...e -lteris be ared for a key valoe to carty oot the GL in time to -.. --colkulate the reflection coefiricient sequance when the initial -

c---------ppedar is a data Gile for all inpat parameter---............e
open(4, iile='Ppd.dait,statas='old')

acec Followisg par

 cec dr:sompic rate (seconds); itteagit of traes invt: iengh of wavelet
 if hio t


cec calcotating rage of inversigg parameters see

ir(AIE.eq: $\left.y^{\prime}\right)$ fol $=y^{\prime}$


## man=amo

 stmade lesimde 1 t 1 Imds $2= \pm 1 m d x 22$ almde 3=almda 33 Imda $4=$ simda 44 write( ${ }^{( }$. " $^{(4)}$ his is inee program ${ }^{\prime}$
 itee $=0$ int $f=0$
itg $\mathrm{I}=0$


 mili $=m i 2-m i l$
$m \mathrm{mj}=\mathrm{mj} 2-\mathrm{mjl}+1$ помм inw $=$ lt
 $t \mathbf{t} 2=\mathbf{3}^{\circ} \mathrm{mln} \mathrm{H} \mathrm{H}_{\mathrm{p}}$


if( $1 \mathrm{~m} . \mathrm{eq} . \mathrm{amw}$ )g g to 122

c Note:eviry time nim shonh equal to the valeo last time

111
continge
slmads $0=a l e d x 00$
aleda 1 ailmde 11
almder $2=a \operatorname{lnd}$ de 22
Innda $3=\boldsymbol{y} 1 \mathrm{lmda} 33$
man $=$ me 2 - mal
$m \mathrm{mb}=\mathrm{mh} 2-\mathrm{mil}$
mij=mi2-mil
mij $=m \mathrm{j} 2-\mathrm{mjl}+$
$m \mathrm{~mm}=\mathrm{mm}$
$i w w=1 t$
$i q$
$i q$
$1+1=1+-i=k+1$
$112=3{ }^{-4} \mathrm{alm}+1 p$
ope
(ead (, ree $=n m)(e 1(0), j=1,11+1 \mathrm{k})$
ciores)
read (4) ${ }^{4}$ )
react, pelpe,a ma, ity, itio, older
$\operatorname{rend}(4,-)(10(\mathrm{k}), \mathrm{k}=1, \mathrm{~mm})$
resd $(4, *)(12(k) k=1, m m$
reed $(4, *)(\mathrm{gl}(\mathrm{k}) \mathrm{k}=1, \mathrm{~mm}$
 $\operatorname{res}(4, *)(C(k), k=1, i w k)$ close(4)
do 106 i=1, mn
$x 3(i)=12(i) / d t$
$3(i+m m)=3(i)$
$3\left(i+2^{\circ} \mathrm{mm}\right)=\mathrm{gl}(\mathrm{l})$
contiane
do $107 \mathrm{k}=1, \mathrm{lp}$
$83\left(k+3^{-m m p)}=p \mathrm{p} 2(\mathrm{k})\right.$
do $108 \mathrm{j}=1$, iww
$w 3(0)=w(0)$
do $109 j=1$, iwl
$\mathrm{B}(\mathrm{j})=6 \mathrm{j})$
$\mathrm{B}(\mathrm{j})=\mathrm{E}(\mathrm{j})$

Cosstrecting lic inferpretive iaformation for initiol guess for
bosoday loc stions.


( $2 \infty 1 . \operatorname{cq} .1$ ) Hen
gati=(40-sm)" $(30 / 80$.
ebe
if(aml.eq.1) then
$\mathrm{gmF}=(120 \cdot \mathrm{~nm})^{2}(15 . / 80)+$.
(te $\quad$. 199$) 10=\mathrm{gm}$
$\left.\mathrm{gmin}=(199-\mathrm{um})^{-(15 / 80}.\right)+110$
( $(\mathrm{mm} . e q .120) \mathrm{in} 0=8 \mathrm{mt}$
t(zm1.eq.1) terer
grat=(200-am)"(5.180) $)+110$

ead if
$m g^{2}=\dot{m g} 1+m g B$






ace Automatictly, pickiag op the presal No. of layen due to ecce cecec the relative la rge amplitudes if ithe apiked trace cecece

$172 \quad \mathrm{H1}(1)=0$.
$73 \quad \begin{aligned} & \mathrm{C} 2(\mathrm{i})=0 . \\ & \mathrm{r}(\mathrm{i})=0 .\end{aligned}$
$\mathrm{r} 2(\mathrm{i})=0$.
$\mathrm{r}(\mathrm{i})=0$
$\mathrm{a}=0$.
$\cos x=0$
$\max =1=0$.

r2(i) $=0$ :
$\mathrm{r} 2(\mathrm{i})=0$.
$\mathrm{r}(\mathrm{i})=\mathrm{rl}(\mathrm{i})$
$7 \begin{aligned} & \text { constince } \\ & \text { iq9 }=\text { iq9 } \\ & k=0\end{aligned}$



if(maxan) 0 ) max $=1$
elke
max $=0$,
endif
continua
154

aol(k)
endif
155
continue
(f).t.mmm) then
iqqI $=$ ifq1-
$\underset{\substack{\text { goto } \\ \text { god if }}}{ }$

do $91 \mathrm{j}=1$, mm- 1
do $92=1,1$
amprabs(ri4(aol(i)))
if(ampr.stamax)tica

itig $)=\mathrm{i}$
endif
92 contians
30 $=1$ ry
91 contias.
do $98 \mathrm{i}=$ пит $-1,1,-1$

(130).g.amax)rien
$\mathfrak{i m a x}=13(0)$
$\underset{\text { end is }}{\text { in }}$
$97 \begin{gathered}\text { cotainat } \\ \text { t } 3(1)=0\end{gathered}$

98 contiave
smed=4"d
do $933 i=1$, mas
3 mint $=11(i)-12(i)$
$\min _{i x=0}=11(i)-12(i)$
ifforeromial). 8
do $944 j=1, \%$
iff(ikx.eq.1) goto 934

$11(i)=\mathrm{aO} 10)^{*} \mathrm{dt}$
endif
934 coatianc
else if(thbs(aminl)-gtamed.and amiatgLo) then
do $299 \mathrm{j}_{\mathrm{j}}^{\mathrm{k}}, \mathbf{1}, 1$
itfile eq.1) goto 299
iff(abr(not(0)dt-129)).le.amed)the
$1(\overline{0})=\operatorname{tal}()^{*} \mathrm{dl}$
ilx $=1$
end if
299 contia
$933 \stackrel{\text { end if }}{\text { coatime }}$
$5 \begin{gathered}\text { do } 935 i=1, \mathrm{~mm} / 1 \\ 12(0)=11(0)\end{gathered}$
do $511=1$, mim
$\mathrm{rl}\left(\mathrm{i}+2^{\circ} \mathrm{mm}\right)=8 \mathrm{~g}(\mathrm{n})$
$r 1(i+m m)=e 3(\mathrm{i}) . \quad E(\mathrm{i})=63(\mathrm{na})$
$\mathrm{rl}(\mathrm{i}+\mathrm{mpm})=$
do
$5!2 \mathrm{i}=1 \mathrm{l} / \mathrm{lp}$ r1( $\left.3^{\circ} m \mathrm{man}+1\right)=p 12(i)$

wite(3,")ERR',er', SMf;ec,' TRA'sm,' RAN:.mg1.mg2
wrix( $3,{ }^{\circ}$ ) guess locution isversion location
do $517 i=3, \mathrm{~mm}$


$r 1(i+m m), t 1\left(+22^{2 m m}\right)$
cadif
517
18
do $518 i=1,1 p$

$i \mathrm{it}=2$
$\mathrm{i} z \mathrm{q}=1$

do $208 i=1,12$
$r(i)=11(i)$

endif
do $209 i=1,1$


 endy if
ce The thickaesses of ite conatry rocks mast not be over tel values cec
 $\rightarrow \operatorname{try}(10)=\operatorname{stry}(1)-1)+\operatorname{mosh}(1)$
end if
it (geg.eq.4.0r.g88.eq.-1).)then
41.ge.mbl +4.and.4.1e.mbl 1 ofthen

the gap between the nro frequencies stoold bigger than 10 Hz . e


if(fgge.eq.1.)\ten (
if(fgge.eq.1.)\ten (
do 26 j=m(fl,1,-1
do 26 j=m(fl,1,-1
ll=liz\&(j)
ll=liz\&(j)
do 27 k=1,mfit
do 27 k=1,mfit
if(ase(k).g.amax)hen
if(ase(k).g.amax)hen
i=max=4a(k)
i=max=4a(k)
u=k
u=k
contiame.
contiame.
**)(i(i)=0.
**)(i(i)=0.
ary(f)=:
ary(f)=:
ead if
ead if
do B8 i=1,1p
do B8 i=1,1p
PMYi=aty (mbl con)
PMYi=aty (mbl con)
contiale
contiale
call waf(wl,iww,pf,dt,\p,0,ity,e.\Deltak)
call waf(wl,iww,pf,dt,\p,0,ity,e.\Deltak)
tma=1
tma=1
CAL.MRW,NDATA,ATRY,MA.LSTA,MFTT,COVAR,DA,NCA.CHISQ,dt
CAL.MRW,NDATA,ATRY,MA.LSTA,MFTT,COVAR,DA,NCA.CHISQ,dt


IF(chicq,lt,bb)THRN
IF(chicq,lt,bb)THRN

ee the cerrent inverion got improved desresse be domp factor ce

an m=0.05*shand
DO $18 \mathrm{~J}=1$, MFIT
DO $17 \mathrm{~K}=1$,MFIT
ALPHA(I,K)=COVAR(J,K)
CONTINUE
$\operatorname{BETA}(\mathrm{J})=\mathrm{DA}(\mathrm{J})$
CONTINUB
ELSB

increste the dump fietor sad save pet previous etror
slam=20.00 alom

```
    ri(l)=clisq
chinq=b6
endif
```



- This sabroatine is ased for obtioiag ithe solutions of the eqqations c

PARAMETER (NMAX=2048)
ress ${ }^{4}$ a,b

DO $11 \mathrm{~J}=\mathrm{I}$, N
$\operatorname{IPIV}(\mathrm{D})=0$
1 CONTINUB
DO $221=1, \mathrm{~N}$
BIG=0.
DO $13 \mathrm{~J}=1, \mathrm{~N}$
IF(IPIV(J).NE.I)THEN
DO $12 \mathrm{~K}=1, \mathrm{~N}$
IF (IPMV(K).BQ.O) THE
If (ABS(A(J.K)).GB.BIG)THEN
$B I G=A B S(A)(J, K))$
IROW=1
$1 \mathrm{COL}=\mathrm{K}$
ELSE IF (IPIV(K).OT.I)THEN
e PAUSE'Singaler matrix (ipiv(k).gt.1):
$\underset{\text { ntian }}{ }$
ENDIF
CONTINUE
ENDIF
13 CONTINUE
IPIV(ICOL $)=I P I V(C C O L)+1$
F(IROW.NEICOL) THEN
DUM=AOROW
A(ROW,L)=A(COLLL)
A(COOLL)=DUM
14 CONTINUB
DO IS L=1,M
DUM $=$ B(ROW,L)
$B(1 R O W, L)=B(100$
15 CONTINUE
ENDIF
INDXR(0)=IROW
INDXC( $)=1 \mathrm{COL}$
If (A(COL,ICOL), EQ.0.) inen
$i i i=1$

end if PIVNV $=1 /$ A(ICOLICOL)
$A(100,1 C O L)=1$.
DO $16 \mathrm{~L}=\mathrm{I}$. N
A(ICOLLL)=A(ICOLL)PIVNV
16 CONTINUE
$B(C O L L, L)=B(1 C O L, L)^{*} P I V I N V$
17 CONTINUE
IF(LLNEICOL)THEN
DUM=A(LLICOL)
$\mathrm{A}(\mathrm{LLICOL})=0$.
DO $18 \mathrm{~L}=1, \mathrm{~N}$
A(LLL)=A(LLLL)-A(COLLL) ${ }^{-D U M}$
18
ULL)-BCOLLLTVMM
B(L, L)
CONTNUB
ENDIF
21 CONTINUE
DO $24 \mathrm{~L}=\mathrm{N}, 1,-1$
IF(NDXR(L)NEINDXC(L))YTHEN
DO23 $\mathrm{K}=1, \mathrm{~N}$
A(KINDXR(L))=A(KJNDXCL $)$
$A(K . \operatorname{INDXCL}(L)=D U M$
CONTINUE
ENDIF
24 CONTINUE
RETURN
END


SUBROUTINE MRW(Y,NDATA,A,MA,LSTA,MFT,ALPHA,BETA,NALP,

c This abbratinat is ased for constractiag the lisear equations for sotviag e
complex w1 (hww)
PARAMETER (amax=4096)
com mon /wovelellddd, de,dgg dpds,df,ded,ipga,ea,em

(
DO $12 \mathrm{I}=1, \mathrm{MF}$
DO $11 \mathrm{~K}=1, \mathrm{~J}$
ALPHA (O,K) $=0$.
11 CONTINUB

```
BETA(J=0.
CHISO=0
4if(g8geq.0.)flem
45 do 45i=1,n da ta -iwk+1
    (i)=a(i)
    $0 46j=1,jwk
    Mi=j+ndita-iwk+
            do 844 j=1,a da to
```



```
            ml(j)=emplx(f(O)
            else
            col(j)=(0,0,
            contimat
            callf(f(w),0dalt,0)
            endif
            if(geg.eq.0.) Hes
            ealifft(wl,iww,r,yl,odut,mi,me2,iq,iy)
            clse
            call tgw(o,ma,radst,lp)
                call fit(wl,iww,ryl,adta,ma1,me2,iqity)
            Mendif
            Igp=0.
            do 70 i=mal,mo2
            app=y(i)"1(0)+4pp
```



```
            contiase
            if(aqq.eq.0.)мqq=1.
            *p=2qt(app***/(ene**qq)
            do T9 =mal,m42
            con=(y(0)-y1(i)}\mp@subsup{)}{}{*}2
            l
            it(cliiqg, limb)lhen
            do 97 j=1, पdato
            ev(0)=y(i)-y1(j)
            end if
            if(lma.eq.1)umen
            wite(",")boll B. & errors,bimi:,ene,aqq,bb,chisq,ep
            wnde(if
```


## CONTINUE

```
CHISO=0.
```

```
            dy=0.
```

            dy=0.
            contiate
    ```

    DO \(151=\mathrm{man}, \mathrm{man} 2\)

    eho

fow is ased for calcoline the jacobina matrix by finite
difference method, thia need quite s long time to do it



    end if
    dy=y-y1(i)

    DO \(14 \mathrm{~J}=1, \mathrm{MFIT}\)
    WT=DYDA(LISTA(J)SSIG2
    DO \(13 \mathrm{~K}=1 \mathrm{~J}\)
    ALPHA(J,K)=ALPHA(J,K) +WTPDYDA(LSTA(A))
    3 CONTINUB
    \(3 \begin{aligned} & \text { CDNTINUB } \\ & \text { BETA }(J)=B E T A(D)+D Y * T T\end{aligned}\)
BETA \((J)=\) BETA ()\(+D Y^{-W T}\)
CONTINUB
CHISO \(=\) CHISO \(+D Y^{*}{ }^{-D Y * S I G 2}\)
CHISO=CHISO+DY*DY*SIG2
    CONTINUB
    DO \(17 \mathrm{~J}=2 \mathrm{MFFT}\)
\(\mathrm{DO} 16 \mathrm{~K}=11.1\)
    ALPHA(KJ) \(=A L P H A(J, K)\)
    16 CONTINUB
    RETUR
    END


This sobrontiae is yued for calcelatiang tie Jacotian coefficients by direct derivations a
- This sobrontiat is uied for calcolatiag the Jacobian coefficients by direct derivations

    do \(10 \mathrm{k}=1, \mathrm{a}\)
\(\mathrm{dyd}(\mathrm{k})=0\).
\(10 \begin{gathered}\text { dy da }(k)=0 \text {. } \\ \text { contiane }\end{gathered}\)
\(10 \begin{gathered}\text { contiage } \\ \text { do } 11 \text { jefiala(1) lista (mfit) }\end{gathered}\)
    \(i f(0 . g+i 2)\) tea
\(i 4=(i 2 . j)+i \mathrm{i}\)
    \(\mathrm{i} 4=(\mathrm{i} 2 . \mathrm{j})+\mathrm{ii}\)
iG(i.1.1)
goto
    it(i4., it.1.i2) goto 11

    dyder
    itfiile netasdii-j.j1.0) goto 11
    \(i=i \mathrm{i}\)

    itiii-ivk
    te(f-i1.1e. O) goro 11
    \(d y d e(0)=\{(i w k+1-j+11)\)
    it(G1-jat.0) goto 11

    sad if
    end if
        \begin{tabular}{c}
\(\mathrm{y}=\mathrm{y}(1)-\mathrm{y}(1)\) \\
\hline 10
\end{tabular}
    DO \(13 \mathrm{~K}=1 \mathrm{~J}\)
is CONTINUE
    RETUR
(
10 contisue
    te(4.1.1.1) goto 11
    Tri-il

11 costinue
relen
end
****************
subroatine fow(ili,r,dyda,n u,ndot,yii,m 61, lita, iwk,iww

c This mabroatine is ased for colcolatiag the Juecobian coefticitats by fisite difference c
complex w(2048),wi(iww)
purameter ( m max \(=2048\), idf=10, \(\mathrm{ma}=512\) )


do \(10 \mathrm{k}=\mathrm{lista}(1)\) hitat \((\mathrm{m}\) fit)
dyden(k) \(=0\).
con tiale
i2

\(14=(\mathrm{an}-\mathrm{Ip}) / 3^{\mathrm{i} 3=\mathrm{se}-1 \mathrm{P}}\)

do \(11 \mathrm{j}=\mathrm{ian} 1,(\mathrm{l}\)
do \(12 \mathrm{j}=1=1, n 1\)


ce forboundary tosation panmeten ce


dy \(\mathrm{O}(\mathrm{j})=(\mathrm{m} 2(\mathrm{ii})\)-yï) \() \mathrm{ddd}\)
golo 11
costiane
ce for aconstic impedance paramelers cc
\(n 1(j)=(j)+d t\)
calligu( \(11, \mathrm{a} 4\), rll, adata, Ip)
callfft(wi,iww,mi,n2,ndata,mal,ma2,iq,ity)
dydu( j\()=(1+2(\mathrm{i})\)-yii) de
\(20 \begin{gathered}8010 \\ \text { contiane }\end{gathered}\)
ce for the gradieats od the acoossicimpodences ec
\(n(0)=1(i)+d 8\)


dydo \((0)=(m 2(i)-\)-yii) \() / \mathrm{dg}\)
goto 11
continge
\(30 \quad\) continge
ce for the constant phase parameler is the redefined wavelat ce
iff(j.eq.an-(ip-1))then
\(r(0)=1(i)+d p\)
\(d \varepsilon=d p\)
ce for the tinest phase parameter in the redefined wavelet se
else iff.eq.as-(lp-2)) hee

ce for the quaratic phase parameter in the redefiaed waveitet ce
ebe if(j.eq.au) lues
\(1(0)=r(j)+d a d\)
\(11(0)=\mathrm{r}(\mathrm{j})+\mathrm{d}\)
\(\mathrm{dc}=\mathrm{dad}\)
c for the 4 frequency parameters e
cond if
do \(33 \mathrm{jl}=1.1 \mathrm{p}\)
\(3 \begin{aligned} & \mathrm{p}(f 1)=1(\mathrm{n} 4 \cdot-1 p+j 1) \\ & \text { contiare }\end{aligned}\)
call \(\operatorname{tgw}(\mathrm{rl}, \mathrm{se}, \mathrm{ni}, \mathrm{ad} \mathrm{ata}, 1 \mathrm{l})\)

\(i \underline{i}(d c \cdot e q .0) d k=1\).
\(d y d u(0)=(n 2(i i)-y i) / d\)
11 contione
relurs
ead
-

c This program is for peoducing wavelet for forwerd model in the frequetey domsin e
complex y(k)yl(1024)
complex
dimension \(P P(1 P P), x(x)\)

\(\operatorname{iry=1}\)
\(d=1 /\left(1 x^{*} d\right)\)
\(d f=1\left(2^{*} d \theta\right)\)
\(\Delta f=1 /\left(2^{*} d 9\right)\)
pi \(=3.1415926\)





i(f(ip2-ip1 \(1.1 / 2) \mathrm{ip} 2=\mathrm{ip1} 1+2\)

```

\#vite(9,*)
In order to get the maia information ia dominant frequeacies, sse
do 333 i=i[2,ik3
j=1-i2+1
mu(j)=dble(j dig
yy(0)=dble(z(i))
conturue
e02uef is a NAG FORTRAN LIBRARY sobmatine for corve filting cec
which calcelates a minimox polyoomial bi to a sef of date point. * * <
if(lpeg.7)tate
call co2vec(vx,yy,imx, , 2, ref)
PP1=子(1)-(2)*if**df
pp2=(2)
cter coll 02cet(x,yy,imex, , 3,ref)
ppl=a(1)-s(2\mp@subsup{)}{}{*}\textrm{if2}
pp2=u(2)-2*s(3)*il2"df
M(P(P)={(3)
Pt(1)=PP1
pe(2)=pp2
P(3)=if1-df
P(4)=i22df
M(S)=i3*df
cec
If skp=1. keep de Amplitrde Spectram iasted of 4 parameters cec
P(C)}={\operatorname{max
it(pG(4).l.pf(3))pf(4)=pf(3)+1.
ic(ip.eq,8) then
wrik(.101)(pf(0);=1,8
ebe
wrive(,102)(pf(j),j=1,7)
Tormat(1x,777.2)
end if
close(9)
metarg

```

```

ce This sabroutine is ased for caniag oat forward or inverse Fourier Traslorm ce
cce

```


\footnotetext{

}

```

ancing forward retord is frequatey domais.
$x$ for refiected coefficiasa, w for seismis wavelet, for on/pal. parsmetor(max=2048)
*******************************************************************************)
subroortige tgw(r1,11,r,1,1,1p)
parameter(ma=50,amax=2048)
C this subroutise is wo prodzee \& reflected coeflicienss series C
dimension e(ma), (ma),r(u),et(amax),r(f11),8(ma)
do Sk=1,ala la =(in) ip)/3
g(k)=r1(k+ala)
5t(k)=1l(k)
i(k)=1
do do 10 j=1, als
i(fisq.()|lea
ci=1
goto 15
il=iat(t(i)+0.1)+1
15 i=i+1
c
do 20 k=i1,i2
ef(k)=t(j)+\&(j)
20 continue
0. contivae
r(i)=(et(i+1)-tet(i)){ee(i+1)+ee(i))
coutiane r(i3)=0
do 50 i=i3+1,1
(1)=0
50
contioue
endif
eld

```
```

mesw10,749,40,1,40,40,9,a, , p2,daL, (11,al,um0,am1,um2,amw,alm,fif)

```
complex w(iwk)
complerx (max)

do \(6 i=1,1 x\)
1. \(1(i)=\mathrm{cmplz}(x)(i))\)
\(20 \mathrm{i}=1\), t _all ffl( \(\mathrm{x} 1, \mathrm{~lx}, 0)\)
\(\infty \quad 20 i=1,1 \mathrm{x}\)
\(\mathrm{x} 1(\mathrm{i})=\mathrm{x}(\mathrm{i})^{*} \mathrm{w}\)
call \(f(x 1,1 \times, 1)\) is(idd.eq.1) ( Mea
 e( \(1+i q)=\mathrm{rest}(\mathrm{xl}(\mathrm{i})\) coatinue
she
do \(40 i=m a 1\), mad \(*(i)=\operatorname{tal}(x)(0))\)
\(e n d i f\)
retoran
ond




```

```
    3abrontine wig(rl,111,rithlp)
```

```
```

```
    3abrontine wig(rl,111,rithlp)
```

```


```

```
C this subroutiee is to produce an acoustic impedence series C
```

```
```

```
C this subroutiee is to produce an acoustic impedence series C
```

```


```

```
    do \(5 k=1\) ale \(\quad\) is \(=(t h 1-1 p) / 3\)
```

```
    do \(5 k=1\) ale \(\quad\) is \(=(t h 1-1 p) / 3\)
    \(g(k)=1\left(k+l_{0}\right)=1\left(k+2^{*} \|(2)\right.\)
    \(g(k)=1\left(k+l_{0}\right)=1\left(k+2^{*} \|(2)\right.\)
    \(c(k)=t(k+\pi L a)\)
\(1(k)=t(k)\)
    \(c(k)=t(k+\pi L a)\)
\(1(k)=t(k)\)
    \(\mathfrak{c}(\mathrm{k})=\mathrm{r}\)
```

```
    \(\mathfrak{c}(\mathrm{k})=\mathrm{r}\)
```

```


```

```
    ifi.eq. (0) inea
```

```
    ifi.eq. (0) inea
    \(i=1\)
```

```
    \(i=1\)
```

```


```

```
    \(i=i=i a t(t(i)+0.1)+1\)
```

```
    \(i=i=i a t(t(i)+0.1)+1\)
    \(5 i=i+1\)
    \(5 i=i+1\)
    \(i 2=i n(t(1)+0,1)\)
do \(20 \mathrm{k}=\mathrm{il}, \mathrm{i} 2\)
    \(i 2=i n(t(1)+0,1)\)
do \(20 \mathrm{k}=\mathrm{il}, \mathrm{i} 2\)
    \(\mathrm{r}(\mathbf{k})=\mathrm{E}(\mathrm{j})+\mathrm{g}(\mathrm{f})^{\prime \prime}(\mathbf{k}-\mathrm{i})\)
    \(\mathrm{r}(\mathbf{k})=\mathrm{E}(\mathrm{j})+\mathrm{g}(\mathrm{f})^{\prime \prime}(\mathbf{k}-\mathrm{i})\)
    on coatiane
    on coatiane
    10 centiane
    10 centiane
        i3 =ing (faba) +0.5 )
        i3 =ing (faba) +0.5 )
        if(i3.1.11) thes
        if(i3.1.11) thes
        is \(\{(3,1,1,19)\) then
        is \(\{(3,1,1,19)\) then
        do \(50 \mathrm{i=i} 3+1\),
        do \(50 \mathrm{i=i} 3+1\),
    so contime
    so contime
    50 eontisue
    50 eontisue
    end
    end
    end
```

```
    end
```

```






 \(\mathrm{a}, 3,28,35,0.00001\). (GLI wavelet inverrios: \(\mathrm{Af}, \mathrm{ig} 0, \mathrm{mf} 1\), mR2, mlmd ) \(0,0,0,0,0,0,0\), (fixed or iaverted)
 2,1,9,.001, (location invenion in freqrency:fta,in 1,min 1,mn2,4mdil)
(Exed or inverted)
\(0,110,130\). acone impedance ivversion::Ah,ih1, mh1, mh2, aimda22
\(10,11,0,13,0,15,0,17,0,19,20,0,0,0,0,0,26,27\). (ixised or inverted)

\(19,20,0,0,0,0,0,26,27,0,0\), (fixed or inverted)

\(0,0,0,0,0,0\) (INed of iaverted)
\(0.001,512,329,2,9,000\)

.6,4,8.6,4,6.0.4,5.6,4. \(7.6,4,7.6,4,7,6412\)
\(0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0\)
y, \(89,0,13,15,38,89,201,1.0,-0,002\)

c- Hore ismic trace fik; al:trace length; nm0:Cint trace No. -

Im.No of how loyem: fily'


-- if whi= \(y^{\prime}\) thea 15 s white noise is added to the syatheric tuce ---

78

cecec Following parnmeten ased for inversing ite ritions cece



read ( \(4,-\) ) (ifix \((1), 1=\operatorname{man} 1, \operatorname{man} 2)\)
read \((4,79)\) Ah, ih1, mh1,min2,almd 22
read(4.")(fixix(i) \(,=\mathrm{mb} 1, \mathrm{mbl})\)
resd (4, 79 )fti,iii, mil, mi2 atmde 33
rend 4, ") (ifin (i) \(i=\) mil, miz)

format( \(1,1 \mathrm{~L}, 3 \mathrm{3} 4, \mathrm{f12}, 10\) )

ceces dizampte \(n\) te; lip processiag leagth; iwt:wavelef le agbs;
cee as:no. of hyern of getsi; igq:zameching range; amiNo. of hyers of cece

read(4,")dt,Itiwh,an,igq,mmo.lk,ilj,.tkP
cee calcolating nage of invoniag parnater ces


itmano=simda 00
\(t i m d x 2=\operatorname{lmand} 22\)
almde \(3=a 1\) mda 33
tmods \(4=\mathrm{s}\) Imdo 44
writse ", ") 'lais is inpp prognan for aysthetic exsompte


\section*{itg \(=0\)
\(\mathrm{at}=0\)}
eve \(=0\)
itef \(=0\)
itg \(1=0\)
\(i \operatorname{itg} 1=0\)
itg \(2=0\)
\(\mathrm{itg}^{23=0}\)
\(\mathrm{itg} 4=0\)
imyan
\(\mathrm{mg} 0=\mathrm{mg} 1\)
\(m \mathrm{ma}=\mathrm{ma} 2 \mathrm{ma}\)
\(m h=m h 2-m b\)
\(\mathrm{mj}=\mathrm{mj} 2-\mathrm{mj} 1+1\)
\(\mathrm{mm}=\mathrm{m}=\mathrm{m}\)
inwell
iqziwt/2
\(11 t=1 t-i \omega t+1\)
\(112-3^{*}\) ala \(+1 p\)

c Subriatine gOS is a magabrontine for generating a whit Ganssian distrbotion noise c

write (", ")ealter g
cill goscbter
all
call gosfde(-1.0,1.0,1t,e4)
о \(783 \mathrm{j}=1\),
\(2(\mathrm{e}=4(\mathrm{j})\)

do \(780 \mathrm{j}=\mathrm{mg} \mathrm{g} 1 . \mathrm{mg} 2\)
\(a \mathrm{mg}=(620 \mathrm{j})^{-0} 2+\mathrm{mg}\)
\(\mathrm{dm} \mathrm{g}=0\).
do
\(781 \mathrm{j}=\mathrm{mg} \mathrm{gl}, \mathrm{m} \mathrm{m}\)
\(20)=c \operatorname{cas} 8^{\circ}=2(0)\)
coatiane
write (".")SNR \(===^{\prime}, \operatorname{sqnt}(d \mathrm{dm} g / \mathrm{mm})\)
\((\mathrm{j})=\mathrm{el}(\mathrm{j})+\mathrm{e} 2(\mathrm{j})\)
endifin
wrik (2rec=2) \(\subset 1(0) \mathrm{j}=1\)
write \((2, \operatorname{rec}=3)(\cos (\mathrm{k}), k=1,11\)

esec read initial garss for the inverne model cese




\section*{}
write(2,ree \(=12\) )(eO(i), \(\mathrm{i}=1\) : \(: 1\)


write (2ree \(=10)(\operatorname{ec}(0) j=1,11)\)
call wrg(11,12,r,11, 1 p\()\)

writr(2, reee-14)
arro \(=0\).
\(\mathrm{ar} 0=0\).
\(\mathrm{arl}=0\).

\(s=12=0\)
\(d\)
533
do \(533 \mathrm{i}=\mathrm{mg} 1\),mg 2


\(a n 1=(e z(i)-40(i))^{-2}+2+2 n^{2}\)
\(t m=(t(t))^{2} 2+a r 3\)
coatiane


 write
end if am=am+am!
sop
c Program plow in ased for plotiag the inverion reanala by usiag UNIRAS tibary e
PROGRAM PLOTO
RRAL PLOT(T51,801),TRACE(751)
REAL POSX(3),POSY(3),CLASS(3)
CHARACIER FF*7
CHARACTER" 60 TITLE
C READ FILENAMB FROM SCREEN
WRTTE(6."YPLEASE INPUT FILENAME YOU WANT TO PLOTING'
READS,7TJFF
77 FORMAT(AT
C Fintsome defaits
These will only be picked up on the first call to the subronlin
C Later calla will remember apecified iaput
IF (IFTREQ.DIFTR = 1
F ILTR.EQ.OILTR \(=1\)
FOPOEO.OIFPO \(=1\)
FIVAEO OUVA = 1
IF OPOL.EQ.OIPOL =
F ( IWGEE 0 )IWIO \(=1\)
IF (DX.BO.O)DX \(=1\)
IF (D2EEQ.ODZ 1000
IF (DEFLEQQ) DEFL \(=1.0\)
IF (MMODEEO.OIMODE
\(F\) (NZ.EQ.O)NZ \(=1500\)
INOR=1
300 WRITE(6,301)
WRITE(6,302) FTRILTR, inte
WRITE(6303)IFPO,1LPO,NZ
WRITE (6,304)IVA
WRTE \((6,305\) YPOL
WRITE 6,306 WIG
WRTE 6,307 pDX
WRTTE 6,309 yDORT
WRITE(6,310)DEFL
WRITE( 6,311\()\) ITRSC
WRITE 6,312 YTRSC
WRITE(6,313)IAGC
WRITE \((6,314\) )/ MOD
WRITE(6315) FB
WRITEG6,317ITITLE
WRUTE \(6,318 y\) CONT
WRITE(G.320)
301 FORMATC I. OK!go

```

FNOPTEQ.S) READ(S:* MPOL
F(NOPT:ED.0) READ(5,* )WWO
F(NOPT:BQ.7) READ(S:" )DX
F(NOPT:BQ.8) READS,")DZ
F(NOPTEQ.1OREAD(S:")DEFL
F(NOPTEG.11)REAOS"*")ITRSC
IF(NOPT.EQ.12)READ(S,- )TRSC
F(NOPT.EQ.13)READ(S', )IAGC
FNOPT.EQ.14)READ(S* IMODE
F(NOPTEQ. 1STREADSS,* IFB
F(NOPT RO IOREADS.
F(NOPTRQ.16READ(S**)INO
RFADS(*)
IF(TITLREQ.I)THE
write(*,")Ealef the tite
READ(:238,TITLE
write(") 1s its shot record ?(1-yes)
PORMAT(AGO
FORMAT(A60)
ENDIF
IF(NOPT.BQ.18) THEN
READS," MCONT
F(IOONT.BQ.1) THEN
write(",") Eater mia contonr leveliniterval A aumber of levels'
reade,",CLASS(1),CLASS(2),NCLASS
NDIP
0070 300

```
3300 CONTINUB
    NTRPLT \(=\) ILTR \(\cdot\) IFTR +
    NSPLT \(=\) ILPO.IFPO +1
    write( \({ }^{(*)}\) ) NTRPLT \(=\) ', NTRPLT
write(", ") NSPLT = 'NSPLT

    IJK \(=0\)

    OPEN(2.FLE
DO \(737 \mathrm{II}=\mathrm{iftrint}\)
        theii-iftrl
            茁(inte.g.0 0 ) \(\mathbf{i 4}=\mathrm{ii}\)
            itfiste. It.0) i4=ilit-iitift
- READ ( \(2, R E C=1)(R D A T(J, k k), J=1,11 p o\)
737 CONTINUE
    write(6,\% Yout of read fle'
ce
ceceecececcecof trexd fe
        Eblift \(=0\)
thtift \(=993\)
        tshift ifirint
        itrriltrotskif
747 ceseесесесесесесесек
    IfIAGCGT OTHEN
        CALL AGOCipo,NSPLT,NX,PLOT,IAGO
    CALL GBEGIN(Setect mx11;exir';'dollop';'PLOT')
C Plot size, normalize if required
    \(\mathrm{XMAX}=0.0\)
    DO \(700 \mathrm{~J}=1, \mathrm{nx}\)
\(\mathrm{XMTR}=0\).
    DO \(7011=\) IPPO,1LPO
        TRACEA) \(=\) PLOTQ \()\)
    CALL.MASSSM(IUOTRACEXXJI)
    IF(XX.GTXMAX)XMAX = XX
    IF(INOR.EQ.I)THEN
        \(i f(x, e q .0\) ) \(x x=1.0\)
        \(\mathrm{PLOT}(1, \pi)=\mathrm{PLOT}(1, \mathrm{~S}) / \mathrm{x}\)
    1053 CONTINUB
700 CONTINUE
    (FINOR.BQ. 1 ) \(\mathrm{XMAX}=1.0\)
    IF(IDORTANE.1) DZ-DZA000.0
    RESERV \(=40.0\)
    CALLGRPSIZCXSIZEZSIZE)
    ONEMMY \(=1.0\)
    ONEMMK \(=1.0\)
    XOR = RESERV
    ZOR \(=\) ZSIZR \(\cdot\) RESERV
    SAMPMM=(ZSIZET
    MMPMM = (ZSIZE.2-RESERV)(NSPLT-1)
    IF(NTRPLTERQ.1)THEN
    TRACMM = (XSIZE-3 \({ }^{*}\) RESERY
    ELSE
    TRACMM = (XSIZE-2RESERV/(NTRPLT-1)
    ENDIF TRACMM=1.0
    IFICONT, BQ.1) THEN
RESERV \(=20.0\)
    ONEMMX \(=1 /\) (XSIZE- 3 -RESERV)
    ONEMMY \(=1 /\) (ZSIZE \(\cdot 2^{\circ}\) RESERV)
    \(\mathrm{XOR}=0.0\)
    \(\mathrm{ZOR}=1.0\)
    SAMPMM \(=1\) (NSPLT-1)
    TRACMM \(=\) U(PTRPLT-1)

    CALLOWBOXXXS17E-3*RESERV ZSIZE-2*RESERV,00
    CALL GUMMTYO.0,1.0,0.0,1.0.0.0.0.
    CALL GSCALE
C Sel op the colout

CALL RSHADE(1,0)
CALLRCASSCCASSNCIASSS)
ENDIF
IFOTRSCBQ.i)THEN
XSIZB \(=\) (NTRPLT-1)*DX \({ }^{-T R S C}\)
IF(NTRPLTEQ.1)XSIZE \(=\) DX \({ }^{*}\) TRSC

ENDIF
TRACD \(=\) XMAX / DEFL
CALL SSMPSI(TRAQMM.SAMPMM.TRACD)
PRINT", XMAX \(=\); XMAX
CALL SORIG(XOR, ZOR)
CALL SNUMBD(5.0'ONEMMY)
CALL SNUMBD (I)
ALL SNTRAC(NIRPLT)
CALL SDIR( \(+1,-1\) )
C Polurity etc
NEOPOS \(=1\)
F(VVA.EQ. I)THEN
ELSB
KTYPE 1
IF(IWG.EQ.)THEN
KSB KSUNB =0
KSUNE \(=1\)
CAL, STYPEW(KTYPE,NEOPOS,KSUNE)
PF(IPOL BQ.1)THEN
RPOL \(=1.0\)
ELSE
RNDOL \(=-1.0\)

ND
CALL SWIOOL(0.05.1)
CALL SNUMEH(4.5)
NMBTR \(=\) IFTR
\(D 000=1, a x\)
\(D 020001=\) IFPO,ILPO TRACE (-1FPO +1) \(=\) PLOT(N) RPOL CONTINUE
IF(COONT:EQ.1)CALL SCOLC(TRACENSPLT) IFICONT.NEI)CALL SWGO(TRACENSPLT)

IF(O+iEr-1. BQ.IFTR)CALL SRORIG(XX,YY,XEYE)
C XO YO AREORIGIN OF FIRST TRACE
IF( \(\mathrm{J}+\mathrm{iftr}-1\) EQ NMBTR)THEN
CALLSRORIG (XO,YOXXE YE)
CALL SNUMBH(1)
CALLSTRNMB( \({ }^{\text {+ }+ \text { ift }}\)-1)
\(\operatorname{POSX}(1)=\mathrm{XO}\)
\(\operatorname{POSY}(1)=Y O+1^{\circ}\) ONEMMY
\(\operatorname{POSX}(\mathcal{L})=\mathrm{XO}\)

000 CONTINUE

C firtizanoval
C delta
Conot
C no sams between sumot

\(\mathrm{XI}=0.00\)
\(\mathrm{X3}=200\)
IF(NSPLT.LEIO24)X3 - 100.0
IF(NSPLTLLES12) X3 \(=100.0\)
F(NSPLTLE250) X3 \(\mathbf{= 2 0 . 0}\)
F(NSPLTLLE.128) X3 \(=10.0\)
F(NSPLTLLESG) X3 \(=5.0\)
IF(CONTNEI) THEN
\(\mathrm{X}_{4}=\mathrm{KZ}^{*}{ }^{-D Z}\)
CALLSTIMEE(5.0.5.0)
CALL SNUMBD 2.0 )
CALL SNUMBH(3.5)
CALL.STIML(X1,K4,K3,1)
ENDIP
CALL SWICOL(0.2.1)
IF(FBEQ.I)THEN
C Mork A with dot and colorit tace epto fo
CALL SWICOL( 0.3 )
CALL OWCOL (0.8, )
CALLSORIOCXX,YY)
C Set the sume origio
\(1500 J=1, n \times\)
CALL IERO(2048,TRACE)
CALL Z ZRRO(2048 TRACE)
DO 25001 I IFPO NFRSTMJ
\(\operatorname{TRACE}(-J F P O+1)=\) PLOT(I) \() *\) RPOL
2500 CONTINUE
C CALLSWIGO(TRACENFIRST(JHFPO)
Cllan trace to one sample BEFORE ©
CALL SRORIG(XD,YD,XFB,YFB)
CALLGDOTXFB, YFB,1)
1500
ENDIF
RBCE \(=15.0\)
F(ICONT.EQ.1) THEN
CALL SNUMBS(1)
CALLSNUMBD(2ONEMMX)
CALLSTIMEE(SFONEMMX.S*ONEMMX)

CAL STMMLIX1,X3•DZXX3,1
CALL GSCAMM
CALL GCOSCS(S.0,RESERV
ENDIF
CALL RTXHE(4,
CALLRTXJUS( 1,2 )
CALL RTXPAT(0)
IF(SHOTNE.1) THEN

CA1L RTX -1 'Со P
CALL RTX (-1,CDPH,RESERV-20.ZSIZE-RESERV +6 )
ELSE
CALL RTX(-1,CHANNEL \#,RESERV-20,ZSIZE-RESERV+6)
ENDIF
CALL RTXSPM(1)
CALL RTXUUS(1,2)
CALL RTX(-1,'TME IN MSECS;RECE 0.5 -2SIZE)
IF (MTLEEQ.1)THEN
CALL RTXUUS(1,1)
CALL RTXSPM(O)
CALL RTXFONITAL;M
CALL RTXHEI(45)
CALL RTX(-1,T1TLEXSIZEI \(.8+10,28.0)\)
ENDIF
callgend
C CAllgolose
IF(IDORTNEI) DZ=DZ*1000.0
424 CLOSE(2)
STOP

SUBROUTINB MAXSN(LXXXXMID
IMPLICITREAL (AH.O.Z.
DIMENSION X(LX)
C
\(\|=1\)
DO \(101=1, L X\)


RETURN

END
C SUBROUTINE ZEROAXXX IMPLITTREAL (A-H,O-Z) IMPLUATREAL (A-
DIMENSION X( A )
CFLXLLAORETURN
DO 10I \(=1, L \times\)
\(10 \quad X(1)=0.000\)
RETURN
END

SUBROUTINE AGCN,NSAMR,NRECSX,LEN)
C colo MF
REAL X(N,NRECS) XPRIME(1024)
DO \(1003=1\). NRECS
DO SOICEN = I. NSAMR
DO SOICEN
LO \(=1\)
IF(ICEN LEE. LEN/2) \(L 0=2^{*}\) ICEN - 1
IFICEN.GT. NSAMR -LEN2) L \(0=\) (NSAMR-ICEN +1\()^{* 2-1}\) CALLRMSERR(LOXXCEN-LOR,J),RMS)
IFRMS EQ. O.O) GO TO 50
XPRIME(ICEN) \(=\mathrm{X}\) (ICEN \(\downarrow) /\) RMS
50 CONTINUB
DO \(751=1\), NSAMR
\(\mathrm{X}(\mathrm{J})=\mathrm{XPRIME(1)}\)
75 CONTINUE
OO CONTINUB
RETURN
END

SUBROUTINE RMSERR(NSAMRX.RMS)
REAL X(NSAMR)
RMS \(=0.0\)
DO 10I = 1. NSAMR
RMS = RMS \(+\times(1)^{*}{ }^{2}\)
10 CONTINUE
RMS = RMS / NSAMA
RMS = SORT(RMS)
RETURN
END```

