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Abstract 

Until recently, methodologies to extract sub-pixel information from remotely 

sensed data have focused on linear un-mixing models and so called fuzzy classifiers. 

Recent research has suggested that neural networks have the potential for providing sub-

pixel information. Neural networks offer an attractive alternative as they are non-

parametric, they are not restricted to any number of classes, they do not assume that the 

spectral signatures of pixel components mix linearly and they do not necessarily have to 

be trained with pure pixels. The thesis tests the validity of neural networks for extracting 

sub-pixel information using a combination of qualitative and quantitative analysis tools. 

Previously published experiments use data sets that are often limited in terms of 

numbers of pixels and numbers of classes. The data sets used in the thesis reflect the 

complexity of the landscape. Preparation for the experiments is carried out by analysing 

the data sets and establishing that the network is not sensitive to particular choices of 

parameters. 

Classification results using a conventional type of target with which to train the 

network show that the response of the network to mixed pixels is different from the 

response of the network to pure pixels. Different target types are then tested. Although 

targets which provide detailed compositional information produce higher accuracies of 

classification for subsidiary classes, there is a trade off between the added information and 

added complexity which can decrease classification accuracy. Overall, the results show 

that the network seems to be able to identify the classes that are present within pixels but 

not their proportions. Experiments with a very accurate data set show that the network 

behaves like a pattern matching algorithm and requires examples of mixed pixels in the 

training data set in order to estimate pixel compositions for unseen pixels. The network 

does not function like an unmixing model and cannot interpolate between pure classes. 
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Chapter I 

I N T R O D U C T I O N 

Remotely sensed satellite images now routinely complement mapping techniques 

but there has been increasing concern about using the pixel as the fundamental unit of 

classification without due concern for its shortcomings (Fisher, 1997; Cracknell, 1998). 

Digital images divide up the landscape into arbitrary units, pixels, to which conventional 

classifiers assign one landcover category. However, the nature of landcover is such that 

one class often does not adequately represent the area that a pixel covers. 

Neural networks have become well established over the last decade as classifiers of 

remotely sensed data, as the recent special issue of the International Journal of Remote 

Sensing devoted to neural networks (Vol . 18, N° 4) testifies to. Recently, empirical results 

have suggested a strong potential for a relationship between neural network output values 

and sub-pixel information (Moody etai., 1996; Atkinson etai., 1997; Foody et al. 1997; 

Warner and Shank, 1997). The research carried out in this thesis seeks to provide a better 

understanding of the relationship between neural network output values and sub-pixel 

information. 

1.1 The Problem with Mixed Pixels 

Producing a satellite image can be likened to placing a grid over the earth's surface 

and recording, through an electric signal, the average intensity of reflected and emitted 

radiance f r o m the area covered by each grid cell, or pixel, for the entire scene. Each 

channel records radiation in a range of wavelengths and the analog (continuous) signal is 

sampled at regular intervals; the values of the samples are averaged to produce a digital 

number (Lillesand and Kiefer, 1994). 

Classification is the process of grouping objects which share similar characteristics 

under the same label and differentiating them f r o m objects grouped under a different 

label. I t can only be completely successful i f at least one characteristic of objects f rom 

different groups is unique to each group. Theoretically, every different landcover type is 

represented by a unique spectral signature. The purpose of image classifiers is to produce 



a landcover map by separating pixels into different categories, or classes, based on the 

signature of the landcover of the area covered by the pixel, henceforth called the pixel's 

signature. 

The often unstated assumption and requirement of conventional classification 

methodology is that pixels can and must always be included or excluded as a whole within 

one category (Richards, 1986; Schott, 1997). However, at any resolution, some pixels wi l l 

contain more than one category, a direct consequence of the nature of the landscape and 

of the spatial resolution of the sensor. These pixels are called mixed pixels and may 

contain several distinct categories, several intimately mixed categories, or combinations 

of both types. Mixed pixels with distinct categories include those which lie on well 

defined borders between two or more classes and those with sub-pixel features. Mixed 

pixels with intimately mixed categories include those with composite landcover classes 

such as Vineyards or Orchards, which are homogeneous mixtures of simpler classes such 

as Vines or Fruit Trees, and Bare Soil, and those with vertically mixed categories, such as 

in a forest, trees and undergrowth. Mixed pixels that are combinations of different mixing 

types include those lying on the border between landcover types that merge one into the 

other. Examples of mixed pixels are illustrated in figure 1-1. 

Pixel containing Pixel containing 
Pixel on a border sub-pixel features intimate mixture 

is 

H888 

si 

Class A C ass B 

Figure 1-1. Illustration of different types of mixed pixels 

The problem with mixed pixels is that their spectral signatures are combinations of 

the spectral signatures of their components and therefore differ f rom the typical spectral 

signatures of any of their components. The process by which the sub-pixel signals 

combine is not well understood. Physical theory suggests that signals may combine 

linearly and the simplest mixing models make this assumption. But as landcover types 

increase in number and mixing becomes more intimate, the close association of classes 

becomes increasingly non-linear (Borel and Gerstl, 1994; Ray and Murray, 1996). The 

presence of pixels which do not resemble the training clusters, or worse, whose signal 

resembles that of a class not present in the pixel, is a source of confusion for the classifier 

- 2 -



and increases misclassification (Chhikara, 1984; Campbell, 1996; Foschi and Smith, 

1997). 

The exact extent of the effect of mixed pixels on classification is not well known 

since the methodology for many projects is to specifically remove mixed, or potentially 

mixed, pixels f rom the training and testing sets (Arai, 1992; Yoshima and Omatu, 1994). 

Ignoring the presence of mixed pixels is not a solution since mixed pixels wi l l exist in the 

image, particularly for low resolution sensors, and therefore although the testing accuracy 

may well be high, it w i l l not be representative of the accuracy of classification of the 

image. 

Simply increasing the resolution of the satellite imagery may not be practical nor 

does it guarantee less mixed pixels since new features may resolve. Additionally, since 

lower resolution classes can be more homogeneous, as spatial resolution increases so may 

spectral variability and consequently separability may decrease (Irons et al., 1985); 

increased resolution does not necessarily imply increased classification accuracy (Fisher 

and Pathirana, 1990). 

The presence of mixed pixels may decrease classification accuracy but more 

importantly, the information present in mixed pixels may be valuable and assigning only 

one landcover type may not be appropriate. For example, area estimates would be more 

accurate i f class proportions, that is the proportion that individual classes occupy in a 

pixel, could be estimated. In some cases, a secondary class may be of more interest than 

the dominant class. For example, a forest inventory may require knowledge that trees exist 

within the area covered by a pixel, even if they do not cover the majority of the pixel. 

1.2 Objectives of the Thesis 

In conventional classification methods, even when a category represents a mixture, 

the pixel as a whole belongs to that category: for example 'mixed oak/pine/weeds' 

(Wilkinson et al., 1995) or a category which is used for areas of between 25% and 75% 

pine cover (Brockhaus and Khorram, 1992). This premise defines what is referred to as 

'pure' classification, also sometimes called 'hard' or 'crisp' classification. Henceforth, 

the term 'pure' w i l l be italicised to emphasize the possibility that the pixel may not 

actually be pure but is treated as such. The existence of mixed pixels highlights the need 

for a methodology which can not only deal with them but also estimate their composition. 

Classification methods that seek to provide information about the composition of a pixel 

w i l l be referred to as soft classifiers in this thesis, in contrast to pure classifiers. 



Recently, i t has been suggested that output values f r o m a neural network, 

specifically a multi-layer perceptron network, may be correlated with class proportions, 

also called percentage cover, within pixels (Moody et al., 1996; Atkinson et al., 1997; 

Foody et al., 1997; Warner and Shank, 1997). Neural networks have a number of features 

which make them attractive for this task. In particular, the data need not conform to 

parametric statistical requirements, and signals f r o m sub-pixel components are not 

assumed to mix linearly. The overall aim of the thesis is to investigate the relationship 

between neural network output values and sub-pixel information. 

In so doing, a number of methodological issues w i l l be raised that the majority of 

experiments reported in the literature and discussed in chapter I I have not addressed. The 

consequences of choosing particular parameters for the network used in the thesis 

(henceforth simply referred to as 'the' neural network), for example architecture, number 

of iterations, learning rate, and so on, are examined. The reference data and the data sets 

created are described and analysed in detail so that any possible influence on results may 

be known. Data sets are created which appropriately reflect the nature of the landscape 

and the complexity of the classification problem. The effect of different types of target 

representations of ground data is examined. Finally, the method of representation of 

mixed pixels by the network is explored. In summary, part of the aim of this thesis is to 

address methodological issues concerning the identification of sub-pixel information 

by the neural network. 

The literature also shows a lack o f standard tools fo r the analysis o f soft 

classification results. The majority of techniques analyse the relationship between ground 

cover proportions and classifier output, class by class, or else provide a single overall 

accuracy value. Using these methods, the relationship between components in a pixel is 

lost and the distribution of results is not available. Qualitative, visual, and quantitative, 

numeric, analysis tools are developed and used to evaluate the performance of networks 

in ident i fying sub-pixel components. Wi th in the thesis, therefore, another aim is to 

develop tools for the analysis of soft classification results. 

1.3 Structure of the Thesis 

The thesis starts with an overview of relevant work published in the literature: 

Chapter II: Prior Research in Identifying Sub-Pixel Information. This chapter considers 

the research that has been carried out to-date in identifying sub-pixel components and 

their proportions. Methodological issues and results form the basis for the approach 

chosen in this thesis. 
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A t the European Commission's Joint Research Centre of Ispra (Italy) at which the 

author was based, a network had already been developed for the purpose of pure 

classification of remotely sensed images. Chapter I I I : The Multi-Layer Perceptron 

Network describes the characteristics of this network and the issues that must be 

considered when running it. An outline of the modifications carried out to the network so 

that it could perform soft classification is also provided. This chapter is complemented by 

Appendix A: Soft Classification Software Package. 

Chapter IV: Reference Data Sites and Data Sets provides a detailed description of 

the data sets and the methods for creating them. Details of the satellite imagery, 

photographs o f the landscape, descriptions of the ground campaigns, explanations 

concerning the creation of the data sets and analysis of the data sets are included. The 

chapter is complemented by Appendix B: Reference Data Information. 

Having introduced the methodological tool and the data sets, the experiments start 

with Chapter V: Sensitivity Analysis of the Network which reports on tests carried out to 

confirm that particular choices of network parameters would not affect classification 

output values. A l l the parameters of the network are tested in turn and conclusions as to 

their effect on overall accuracy are drawn. 

Chapter VI: Qualitative Analysis Tools and Sub-Pixel Information groups 

experiments which use established and newly developed visual tools to study the 

relationship between pixel components and neural network output values. Analysis is 

qualitative in that it is performed visually, not numerically. The chapter describes the 

analysis tools then uses them to evaluate the correspondence between neural network 

output values and pixel components. 

The issue of training strategy is addressed in Chapter VII: Quantitative Analysis 

Tools and Target Types which investigates the effect of different target types to represent 

reference data on soft classification accuracies. Two new types of matrices are developed 

to provide quantitative analysis tools for calculating and comparing classification 

accuracies. The matrices are used to determine how target types affect the neural network 

results. 

Chapter V I I I : Composition of Training Data Sets is devoted to establishing 

whether the neural network is capable of interpolating between values to provide the 

composition of a mixed pixel or whether it requires examples of mixed pixels in the 

training f i le in order to approximate compositions of pixels in the testing f i le . 

The last chapter of the thesis, Chapter IX: Summary and Conclusions, provides a 



synthesis of the experiments that have been carried out and highlights their results and the 

qualitative and quantitative analysis tools that have been developed. General conclusions 

regarding the appropriateness of a neural network for extracting sub-pixel information are 

drawn. Aspects of the subject which have not been fu l l y addressed are suggested for 

future work. 



Chapter II 

PR TOR R E S E A R C H TN I D E N T I F Y I N G 

S U B - P I X E L INFORMATION 

As was highlighted in chapter I , mixed pixels occur within any raster image based 

remote sensing system, whatever its resolution. Mixed pixels may decrease classification 

accuracy because their spectral signature is likely to be different f rom the mean spectral 

signature of pure classes. Therefore, mixed pixels cannot simply be ignored; removing 

mixed pixels f rom the training and testing data sets might produce high classification 

accuracies of the testing data but that w i l l not be representative of the accuracy o f 

classification of the image. Furthermore, the composition of pixels is often of interest. 

Classification methods which provide sub-pixel composition are therefore very useful. 

A number of methods have been developed to identify sub-pixel classes and their 

proportions. Simple vegetation indices such as the N D V I (Campbell, 1996), which has 

been shown to be strongly correlated with leaf area index, could be used as a crude 

measure of vegetation proportions but they are only appropriate for two component 

mixtures. Complex non-linear mixing algorithms have been developed which postulate a 

model for the relationship between class proportions and the spectral signature of a pixel 

by modelling spectral behaviour (Borel and Gerstl, 1994; Jasinski, 1996; L i and Strahler, 

1986). However, these mixture models assume that the user has detailed knowledge of the 

complex physical behaviour o f the interaction between sunlight and objects. This 

overview of research to-date w i l l concentrate on the most common algorithms in the 

remote sensing literature. These can be divided into three groups. 

• A lgo r i t hms wh ich postulate a linear relat ionship between category 

proportions in a pixel and the spectral signature of the pixel, usually called 

linear unmixing models. 

8 Algorithms which are based on some form of distance measurement of the 

pixel f rom the spectral mean of categories and which produce likelihood or 

membership values. These include modified maximum likelihood and so-

called fuzzy techniques. 



° Algorithms which extract the relationship between spectral signatures and 

ground cover proportions through examples using parallel like processing. 

These are termed neural networks. 

For each of these algorithms, the basic methodology is explained and results and 

limitations are discussed. 

2.1 First Considerations 

There is an important issue which needs to be clarified. Pixel signatures are not only 

a result of the categories that compose them. Conditions of identical landcover types may 

vary. For example, they may be found at different physical heights, under different 

illuminations, with a different water content, and so on, all of which w i l l affect the signal 

received by the sensor. Technological considerations and atmospheric scattering and 

absorption l imi t the wavelengths at which radiances can be measured and the sensor only 

records approximate spectral signatures dictated by its spatial resolution, the area covered 

by one pixel; its radiometric resolution, that is the number of brightness levels which can 

be distinguished; and is spectral resolution, the width of wavelength intervals (Richards, 

1986). Signals f rom neighbouring pixels may also contaminate a pixel's reflectance curve 

(Campbell, 1981; Cracknell, 1998). Therefore, pixels containing identical classes are 

likely to have similar but not identical signatures and different landcover classes may give 

rise to spectral signatures which are similar to one another. 

Landcover classes are represented by clusters of pixels, as illustrated in figure 2-1, 

and classification theory suggests that the further from the centre of a cluster a pixel is 

found, the more unlikely it is to belong to that cluster. However, the reasons for a pixel 

being on the edge of a cluster, such as pixels A, B and C may differ. The signal f rom pixel 

A might be the result of a mixture between landcover classes L j and L 2 since it lies 

between the two centroids. However pixel B, situated at a similar distance f rom the 
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Figure 2-1. Illustration of category clusters and mixed pixels 
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centroid of class L j as A , but not close to any other classes, would probably not be 

considered a mixed pixel. Instead, the signal f rom pixel B might be considered to be a 

result of conditions on the ground and, although it may be considered to have a low level 

of similarity to the mean spectral signature of landcover class L j , i t would be considered 

to belong in f u l l to L j . Pixel C could be in a similar situation to pixel B , actually covered 

by class L 3 , or it could be a non-linear mixing between classes and L 2 or it could 

contain all three landcover classes, L j , L 2 and L 3 . 

There appears to be no method for differentiating between these types of pixels. For 

this reason, it is essential that accurate reference data be collected. Only when the actual 

composition of a pixel is known can classification results be evaluated. This is also the 

reason why supervised classification is to be preferred over unsupervised classification 

methods. Even for pure classification, it is sometimes diff icul t to assign landcover classes 

to the clusters that unsupervised methods have identified. Wi th soft classification, the task 

becomes even harder. 

2.2 Linear Unmixing Models 

Linear mixture models have been successfully used in many applications at a range 

of resolutions. Examples include the decomposition of minerals f rom Mars using imagery 

from the Viking Lander 1 (Adams etai., 1986), routine mapping of intertidal vegetation 

in an estuary using Landsat T M data (Reid-Thomas et al, 1995) and crop (Quarmby et 

al, 1992) and tropical forest (Cross etai., 1991) monitoring with A V H R R imagery. 

2.2.1 Methodology 

The linear mixture model assumes that the observed spectra f rom a pixel is given 

by the product of the reflectivity of a category and the fraction of the pixel that category 

occupies. A series of assumptions are made that include a source of even illumination of 

known spectrum and intensity and no fluorescence and photons only interacting once with 

the surface (Horwitz et al., 1971; Detchmendy and Pace, 1972; Settle and Drake, 1993). 

This model is usually extended to include an error term which includes instrument, 

atmospheric and other contributions to the observed signal (Hallum, 1972). The model 

can be expressed by the following equation. 

N 

i = 1 

where E is the observation, that is the spectral signature f rom the pixel; is the pure 

signal f r o m component i, usually referred to as an end-member and taken to be the 
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response that would be received by a pixel containing only category i ; / } is the fraction of 

the pixel that component i covers and e,- is an error term. Since this equation represents a 

physical reality,/} is usually constrained to satisfying the fol lowing equations: 

0 < / . < l 
(2.2) 

2 > 1 

In other words, individual proportions must sum to one and cannot have values less than 

zero or greater than one. In most methods, the error term is assumed to have statistical 

properties that are independent of the mixture and that can be represented by a normal 

distribution of mean zero determined by the covariance matrix of the end-members which 

is constant and equal to C (Settle and Campbell, 1998). 

The linear mixture model can be solved if : 

• spectral signatures of pure components, are known and thus fractions of 

the pixel occupied by each component,/}, can be calculated, or 

• i f fractions of the pixel occupied by each component,/}, are known and thus 

pure spectral signatures, JC,- , can be estimated. 

End-member signals, Xj, are either known as part of a library of laboratory measurements 

or estimated f rom the image. Proportions of components within pixel, f j , are either known 

f rom ground data or can be estimated f rom imagery with a higher resolution than that 

which is being analysed. In either of these cases, the model is solved by multi-variate 

linear regression or some form of least squares analysis, where the sum of squares of the 

eiTor is minimised (Shimabukuro and Smith, 1991; Settle and Drake, 1993) 

2.2.2 End-members and limitations 

One of the particularities of the linear mixture models is that they often include a 

shade component as one of the end-members. Shadow effects depend primarily on sun 

angle, ground morphology and, i f present, the type and structure of vegetation within the 

image (Jupp and Walker, 1997). Shadows can be an important factor (Horler and Ahern, 

1986) which may cause landcover reflectances to be underestimated (Asner et al., 1997) 

but not all authors report an influence (Stenback and Congalton, 1990). 

In some cases, examples of the pure spectra of objects in an image may be available 

in a library of laboratory spectra which have been measured under rigorously controlled 

conditions and known illumination conditions. This is the method used for example by 

Adams et al. (1986) to determine the composition of objects in an image taken of the 

surface of Mars using a sensor on-board the Viking Lander 1. Alternatively, a library of 
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spectra can be created in situ for the image by approximating laboratory conditions and 

taking spectrometric measurements of the objects during a f ie ld campaign. Sohn and 

McCoy (1997) use f ie ld measured spectra to map arid rangeland. However, the observed 

image spectra are not the true reflectivity f rom the ground elements since the reflected 

signals pass through the atmosphere before reaching the sensor. Therefore, the spectra 

obtained f rom the image need to be corrected for atmospheric effects and geometric 

distortions f rom the sensor. Only once these corrections have been performed, can the 

spectra be compared to existing laboratory measurements, the image spectra calibrated to 

the library spectra and the model applied to the whole image. 

There are a number of limitations to using library spectra; in particular, it needs to 

be extensive. Not only must every species in the image be present but ideally, each should 

be present under different conditions. For example, there should be spectra for dark soils 

through to l ight soils, spectra for the same green vegetation growing on different 

backgrounds, wi th different stress conditions (little water, l i t t le nutrients) and so on 

(Bateson and Curtiss, 1996). Laboratory measurements fo r vegetation cover are 

especially diff icult because the spectral response depends on intrinsic parameters which 

could not be registered in a spectral library such as canopy architecture and leaves' 

reflectance, the influence of which is not always predictable, and moreover vegetation 

response changes with time (Kerdiles and Grondona, 1995). Furthermore, sophisticated 

atmospheric modelling procedures for converting reflectance to radiance values and 

removing atmospheric effects are required (Craig, 1994). Models differ and resulting 

image spectra are not always similar to library spectra (Bateson and Curtiss, 1996). In 

addition, sensor degradation adds to the difficulties of modelling atmospheric effects 

(Kerdiles and Grondona, 1995). These are probably the reasons for which this method 

works best for soil measurements (Huguenin, 1997) and the problems have led some 

authors to state that laboratory reflectances are of limited value (Settle and Drake, 1993) 

and to establish other methods to determine mixture components, namely, identifying 

end-members directly f rom the image. 

Image end-members can be identified in a variety of ways, the most common being 

simply f rom homogeneous areas which ground data identifies as pure or by plotting the 

spectra or principal components; the extremes of the plotted data are the end-members. 

For example, Bryant (1996) use the method developed by Smith et al. (1985) using 

principal components, to map salts on a playa surface f rom a Landsat T M image. When 

ground data is not available, end-members can be identified using a higher resolution 

image and then applied to the lower resolution image (Gong etal, 1994; Cross et al. 1991; 

- 1 1 -



Asner et al., 1997). This is often the method used for A V H R R imagery for which, due to 

the size o f the pixels, pure pixels are part icular ly d i f f i c u l t to f i n d . Holben and 

Shimabukuro (1993) estimate the spectral response of vegetation, soil and shade for 

A V H R R pixels by regressing them against T M image pixels. In a slightly different 

approach, Oleson et al., 1995 estimate cover type reflectances given the fractional areas 

of multiple cover types, calculated f rom high resolution Landsat T M data, in a coarse 

spatial resolution pixel. Mul t ip le linear regression is applied to determine the mean 

reflectance of cover types. 

The problem with image end-members is that they may not be pure as they may be 

linked to categories such as Vines or Orchards which themselves may be combinations of 

more fundamental reflectance spectra. It is also assumed that all materials within the 

image have sufficient spectral contrast to allow their separation and that the number and 

identity of each component can be defined in some way but this may not be and pure 

image end-members may not be identifiable (Sohn and McCoy, 1997; Gong et al., 1994). 

This is particularly true as resolution decreases, for example to A V H R R resolution. The 

number and characteristics of end-members in a spectral data set are determined not only 

by the spectrally unique materials on the surface but also by illumination geometry and 

process (Bateson and Curtiss, 1996). Calculated end-member spectra, particularly i f 

calculated automatically with no user input, may not be realistic; for example negative 

proportions may be derived, or data may not be f i t uniquely. The situation may also arise 

where trees, for example, appear in more than half of the pixels on the ground but never 

actually constitute more than 35% of any single pixel in the image, thus making their 

identification as an image end-member impossible (Tompkins et al. 1997). I f more 

spectral end-members than are present in the image data are ident i f ied , then the 

uncertainty in abundance estimates increases; i f not all end-members are taken into 

account, then uncertainty in abundance estimates also increases (Smith et al., 1994). 

Overall, linear unmixing models have two serious shortcomings. The first is that the 

assumption that the spectral response of a pixel is linearly dependent only on class 

proportions within the pixel can be erroneous (Jupp and Walker, 1997). Some authors 

have shown that the change in reflectance as a result of changes in proportions may be 

approximately linear in particular cases; for example Donoghue et al. (1995) identified 

three main mixing plains, water, vegetation and intertidal flats, when mapping an estuary. 

But although Jasinski and Eagleson (1990) demonstrated that for many semi-vegetated 

scenes, bare soil pixels orient themselves along a preferred soil line at the base of 

triangular red-infrared scattergrams and all the pixels falling on a line parallel to the soil 
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line may possess equal amounts of vegetation cover, the distance of that line f rom the soil 

line was not linearly proportional to the amount of vegetation but depended on the amount 

of vegetation and shadow and the magnitude of the reflectances. Mc Cloy and Hall (1991) 

found that the canopy reflectance of woody vegetation is closer to the plain of soils than 

is the response of green herbaceous material. 

Non-linear mixing occurs when multiple scattering effects are considered. For 

example, a one layer model of vegetation above ground was shown to exhibit dramatically 

increased reflectance in the near-infrared due to multiple reflections between leaves and 

soil (Borel and Gerstl, 1994). Small, sub-pixel features may have an effect on the spectral 

response of a pixel that is not proportional to their area extent. Examples include fires and 

snow. 

The second serious limitation of linear unmixing is that it is limited to n-1 classes, 

where n is the number of channels of the sensor. This is sometimes referred to as the 

condition of identifiability (Kent and Mardia, 1988) as i t is the requirement for a unique 

solution to exist. I f it is assumed that one end-member is shade, then for the Landsat T M 

sensor, only four other end-members remain. A small number of end-members has the 

advantage that analysis is simplified but some materials w i l l not f i t a mixture of the few 

selected end-members and some image spectra w i l l appear to be mixtures when in fact 

they are associated with different materials; errors w i l l occur either as mis-identified 

materials or as incorrect fractions of end-members (Smith et al., 1994). 

A number of authors have suggested improved methods for end-member selection 

(Bateson and Curtiss, 1996; Bosdogianni etal, 1997; Craig, 1994; Mathieu-Marni et al., 

1996; Tompkins et al. 1997). Improvements have also been suggested for the linear 

model, for example by suggesting that spatial relationships be taken into account (Mayaux 

and Lambin, 1995), by carrying out spectral unmixing locally rather than globally to 

overcome the n-1 restriction (klein Gebbinck and Schouten, in print; Huguenin, 1997) or 

by adding simple post-processing non-linearities (van K o o t w i j k et al., 1995). But 

although the linear unmixing model has been successful in a number of projects, results 

may show a lot of scatter (Thomas et al., 1996) and inaccuracies which are thought to be 

a result of the model's limitations. 

2.2.3 Summary 

Although klein Gebbinck and Schouten (in print) suggest that linearity is the 

sensible physical basis which other methods lack, the assumption of linear mixing is not 

often correct and simply solving the linear equation is not a guarantee of a correct 
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solution. A poor f i t may indicate an inappropriate selection of reference spectra, a non­

linear response of the imaging instrument or non-linear mixtures of surface materials. 

Furthermore, using Landsat T M imagery, not more than f ive classes can be identified. 

Although with the event of hyper-spectral sensors this restriction may be overcome, 

alternative approaches have been suggested which overcome the limitations of the linear 

unmixing model. 

2.3 Modified Maximum Likelihood and Other Fuzzy Algorithms 

'Fuzzy ' sets and logic ( K l i r and Yuan, 1995) are a branch of mathematics 

introduced by Zadeh in the 1960's (Zadeh, 1965). The theory of fuzzy sets is fair ly 

involved f rom the mathematical point of view (Di Zenzo et al., 1987) but its popularity 

has dramatically increased in the last five to ten years, even though it has at times been 

subject to controversy (Zadeh, 1978; Cheeseman, 1985; Puri and Ralescu, 1982). Several 

authors have commented on the confusion arising f rom the indiscriminate use of the term 

'fuzzy' (Fisher, 1996; Lagacherie etai., 1996). Unfortunately there has been a tendency 

in the remote sensing literature to use the term 'fuzzy' simply in contrast to 'hard' or 

'pure' even though fuzzy mathematics are not used. In this thesis, preference is given to 

the term 'soft' to dispel any confusion, although the terms used by authors w i l l be 

respected when describing their work. 

The algorithms grouped under this section all use some form of measurement of the 

distance between the pixel under consideration and class means, also called centroids. The 

fundamental assumption is that data that are similar are spectrally close to each other 

(Cannon et al., 1986b); the more of a cover class a pixel contains, the more spectral 

characteristics of that class it has (Wang, 1990a). The main algorithms either use modified 

versions of the maximum likelihood classifier or a supervised version of the fuzzy c-

means algorithm. 

2.3.1 Modified maximum likelihood algorithms 

The maximum likelihood classifier calculates means and variations of classes based 

on training data. It then applies these statistics to image or testing data pixels to calculate, 

for each pixel , its l ike l ihood o f belonging to any of the classes. In conventional 

classification, the pixel is assigned to the class with the highest likelihood value, also 

called a-posteriori probability. The likelihood of pixel x belonging to class i, L(i\x), is 

given by Bayes' Rule: 
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PrP(x\i) 
L(i\x) = (2.3) 

2 P j P ( x \ j ) 

where P,- is the a-priori probability that x belongs to i and P(x\i) is the probability density 

function for x belonging to i. I f it is assumed that the data is normally distributed, P(x\i) 

can be estimated using: 

W ) = J 2 | A / 1 - e 2 (2.4) 

where iV is the number of sensor channels, V is the variance-covariance for class i, and D 2 

is the Mahalanobis distance calculated by 

D2 = ( x - u / v ' U - l l , . ) (2.5) 

where x is the pixel vector, is the mean vector for category i and T signifies the 

transpose of the vector (Swain and Davis, 1978; Thomas et al., 1987). 

Likelihood values have been used to indicate the degree of certainty with which 

pixels are classified. For example, Van Deusen (1995) uses an algorithm which iteratively 

assigns pixels to classes based on their likelihood values. Pixels that are clearly associated 

with a given class, as indicated by a high likelihood value in one class and low values 

elsewhere, are used to influence the decision on allocating a class to their uncertain 

neighbours, as indicated by low likelihood values for every class. Novel approaches to 

analysing classification results are reported in Fisher (1994a and 1994b) where likelihood 

values are animated either visually or audibly to indicate the reliability of a classification. 

When used as a measure of uncertainty (Zhang and Hoshi, 1994) or similarity (Zhu, 

1997), likelihood values were found to improve the classification accuracy. Although it 

can be hypothesised that misclassified pixels are l ikely to be mixed pixels and that 

therefore likelihood values can be used to indicate mixed pixels, without reference data 

no conclusion regarding sub-pixel information can be drawn f r o m these particular 

experiments. 

Reference data is available in the experiment reported by Foody et al. (1992) for 

example, continuing experiments reported in Wood and Foody (1989). The a-posteriori 

probabilities of pixels, as provided by the maximum likelihood classifier, are used to map 

a transect between wet and dry heathland from Airborne Thematic Mapper ( A T M ) data. 

The authors calculate relatively high correlation values between ground cover, as 

measured by quadrants, and a-posteriori values for fifteen test data points. 

Wang (1990b) introduced the concept of weighting the mean and variance of the 
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maximum likelihood by fuzzy membership values. How much a pixel belongs to a class 

determines how much it contributes to the mean and covariance of that class. Thus for 

example, the mean of a category is calculated by the following equation, where is 
n 

H,* = —n (2-6) 

t = 1 

the fuzzy mean,//*^ is the fuzzy membership value of pixel xt for class i and n is the total 

number of pixels. The fuzzy mean and fuzzy variance-covariance matrices are then used 

within the maximum likelihood algorithm in equation 2.4 and equation 2.5. The fuzzy 

membership values could be obtained from any methodology but Wang (1990a and 

1990b) chooses to use the maximum likelihood values for each pixel. In effect, fuzzy 

membership values and a-posteriori probabilities are one and the same here. The fuzzy 

membership values of seven Landsat MSS pixels are found to be in agreement with 

visually estimated proportions from an aerial photograph. The fuzzy classification results 

are also 'hardened' for comparison with results from a traditional classification. 

'Hardening' consists in assigning a pixel to the class with the highest fuzzy membership 

value, or a-posteriori probability. The overall fuzzy classification accuracy is found to be 

higher than that of the conventional classifier. 

Maselli etal. (1995), basing themselves on the results by Wang (1990a and 1990b), 

estimate fuzzy membership values by a maximum likelihood procedure modified by the 

inclusion of non-parametric prior probabilities, calculated from simple frequency 

estimates. The aim of the experiment is to relate fuzzy membership values with the 

percentage of deciduous forest cover and with basal area values within afforested plots in 

the Apennines. Regression analysis is performed to test the relationship. Although the 

authors report good correlations, the ground data show that twelve out of twenty-two plots 

are 100% pure deciduous, seven of the plots contain less than 20% deciduous cover and 

only three have percentage covers in-between. The ground data therefore does not provide 

a good range of values and the results have to be seen in that context. 

In a later experiment, Maselli et al. (1996) evaluate the capability of the modified 

maximum likelihood algorithm to estimate cover proportions in a general landcover 

classification. The data used has been degraded from a Landsat TM satellite image. Thus, 

the composition of pixels in the coarse resolution image is provided by the distribution of 

landcover classes of the high resolution data within the pixels. Training of the classifier 
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is carried out with Landsat TM pixels whereas testing is performed on the coarsened data. 

The relationship between the fuzzy membership values and class proportions is evaluated 

using correlation values and graphs. Good correlation values are found but the graphs 

show considerable scatter. 

2.3.2 Fuzzy c-means 

The fuzzy c-means algorithm was originally developed for the unsupervised 

classification of pure data. It is a non-parametric method, based on measuring the distance 

between pixels and classes, and weighting it according to fuzzy membership values, 

similarly to the modified maximum likelihood algorithms discussed above. The algorithm 

works by seeking the least square minimum to 

row col c 

mv)) = SXX^f -s 2 (2.7) 
i j k 

w h e r e i s the matrix of fuzzy membership values and D is some form of distance 

measure such as Euclidean or Mahalanobis described in equation 2.5; c is the total number 

of clusters and m is a weighting exponent. The algorithm essentially works by initialising 

c, m a n d a n d class centroids, randomly assigning pixels to each class and then moving 

the pixels around so as to minimise the least squares error (Bezdek, 1984; Cannon et al., 

1986a). 

Cannon et al. (1986b) present improvements to the algorithm, which require 

extensive 'tweaking' of the parameters, and apply it to the classification of cereal fields. 

However, the authors are not concerned with sub-pixel components and simply ignore the 

added information provided by the fuzzy outputs, by only extracting the class with the 

highest fuzzy membership value. 

Fisher and Pathirana (1990) decide to investigate the relationship between ground 

cover proportions and the fuzzy membership values. Using supervised and unsupervised 

methods, the authors establish that seven landcover classes existed within their Landsat 

MSS urban scene. Proportions within pixels are estimated from aerial photographs and 

correlation values calculated. From the membership values, it would seem that most 

pixels are mixed although since the ground data is not described, it is difficult to tell the 

distribution of proportions across classes. The authors find that correlation values 

between estimate proportions and actual proportions are highest for well defined classes 

and lowest for poorly defined classes. 

Foody (1992) uses the fuzzy c-means algorithm in supervised mode by providing 
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class centroids into the program. The experiment uses the same data as that reported in 

Foody et al. (1992). Different values of m, the weighting exponent, are studied. Values 

close to one provide an almost conventional classification; values greater than one 

provide more fuzzy classification. Graphs of fuzzy membership values against actual 

percentage cover of dry heath reveal that the more fuzzy classification performs better. 

A further example of the use of the fuzzy c-means algorithm is provided by Foody 

(1994) who uses a supervised version to perform an ordinal classification of tropical forest 

cover into 'large', 'intermediate', 'small', 'very small'. 'Large' describes pixels with 

more than 80% forest cover; 'intermediate' describes pixels with between 20% and 80% 

forest cover; 'small' describes pixels with between 2% and 20% forest cover; and finally 

'very small' is applied to pixels with less than 2% forest cover. Landsat MSS data 

provides the composition for data degraded to approximate AVHRR resolution. The 

classifier is trained with twelve pixels of forest and twelve of non-forest to extract fuzzy 

membership values. Thirty-three pixels are then used to derive a regression relationship 

between the fuzzy membership values and sub-pixel cover. The performance is measured 

using thirty-two mixed pixels. Good correlation values are obtained. Estimated 

proportions are then used to produce a confusion matrix using the ordinal groups 

described above. Although not mentioned in the article, it is interesting to note that 

percentage cover is not evenly divided between the groups. This will certainly have an 

effect on the classification accuracy calculations, although what that effect may be is not 

clear without more information concerning the ground data. 

2.3.3 Comparison of algorithms 

One of the earliest attempts at correlating likelihood values with ground data 

proportions is reported in Marsh et al. (1980) who use what they call an approximate 

maximum likelihood technique. The method is only applicable to two-component 

mixtures; class proportions are proportional to the Mahalanobis distances between the 

reflectance of the pixel and each class mean, divided by the Mahalanobis distance 

between the class means. The authors compare the approximate maximum likelihood 

technique to a general weighted average equation and a linear regression technique. For 

the general weighted average, the proportion of a component is simply a function of the 

Euclidean distance between pixel and mean vector of the class divided by Euclidean 

distance between the two classes. Landsat MSS data is used to test the methods; aerial 

photographs provide the ground data from which proportions are calculated. Forty pure 

pixels for each class are identified and seventeen mixed. Eight mixed pixels are used for 
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testing the accuracy. The other nine are used for the regression analysis. Accuracies are 

compared using root mean square error (RMSE). The A M L algorithms performs best 

although there is a tendency for dark vegetation to be overestimated and light soils to be 

underestimated. Results are confirmed using other data sets. 

Foody and Cox (1994) compare a linear unmixing model and a regression model 

using fuzzy c-means estimated membership values. They conclude that both models can 

un-mix pixel composition although the linear unmixing model provides slightly higher 

correlation values. 

In Foody (1996a), a discriminant analysis and a fuzzy c-means algorithm are 

applied to the same data, namely an ATM scene which has been coarsened so that the 

original data provides the composition of the degraded pixels. Three landcover types are 

identified, trees, asphalt and grass, and the classifiers are trained on five pure examples of 

each. The accuracy is tested on thirty-five pixels. The relationship between a-posteriori 

probabilities and class proportions is found to be weak in the case of the discriminant 

analysis but strong in the case of the fuzzy c-means. 

Bastin (1997) compares a fuzzy c-means classifier, a linear mixture model and 

probability values from a maximum likelihood classifier. An unsupervised classification 

of a Landsat T M image into four classes, is regarded as the reference data and the image 

is coarsened to various scales. The results show that some classes present difficulties for 

each classifier, signifying that this maybe a feature of the classes rather than the 

algorithms. The classifiers perform to a similar accuracy although they appear to have 

different areas of strengths and weaknesses. 

2.3.4 Summary 

In summary, the experiments reported in the literature have shown that there are 

indications of a strong relationship between a-posteriori probabilities or fuzzy 

membership values and landcover proportions within a pixel. However, the maximum 

likelihood methods assume that data is normally distributed and the supervised version of 

the fuzzy c-means algorithms requires the input of class means from pure pixels. When 

mixed pixels are present, class data is unlikely to be normally distributed and in some 

cases, pure pixels may be difficult to identify. An alternative which makes no assumptions 

about the data and which may not necessarily require the input of pure pixels, is a neural 

network classifier. 
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2.4 Neural Networks 

The interest in artificial neural networks, and more particularly multi-layer 

perceptrons, was revived in the late 1980's after the publication of research by Rumelhart 

et al. (1986). The success of MLPs in remote sensing classification problems no longer 

needs to be established as they have often been shown to perform at least as well as 

conventional classifiers (Howald, 1989; Benediktsson, 1990; Paola and Schowengerdt, 

1994). Other types of networks have also been shown to be successful classifiers such as 

the Learning Vector Quantization (Hernanadez etal, 1992) and the Self Organising Maps 

(Kohonen, 1989) but the most commonly used type in classification in general is the MLP 

which will be concentrated on here. 

The MLP is simply a data driven classifier which is implemented to perform several 

calculations is parallel. A thorough description is provided in chapter IE and at this stage 

it is only necessary to know that the penultimate stage of classification is a vector of 

output values from which the class with the maximum is attributed to the pixel offered as 

input. The main advantages of neural networks is that they are non-parametric and can 

easily include attribute data at the training stage. No model for the data is assumed as the 

relationship between inputs and outputs is extracted automatically from the examples 

provided. The main disadvantage of neural networks is that training can be slow, although 

on the other hand, the testing or classification phase is usually very fast. 

Reservations concerning the use of neural networks in the remote sensing field 

mainly stem from their complexity. In fact, neural networks have more in common with 

statistical packages than is often assumed. They can be regarded as non-linear regression 

analysis tools (Cortez et al., 1997). The vector of output values has been proven 

mathematically to provide a-posteriori probabilities under a series of assumptions that 

include infinite data sets and an appropriate architecture (Shoemaker, 1991) and training 

data that adequately represents the underlying probability density functions (Richard and 

Lippman, 1991). Irrespective of the activation function (Ruck et al., 1990), neural 

networks can extract information about a-priori distribution and conditional probability 

from training data so as to approach unknown but true Bayes' rule asymtotically (Osman 

and Fahmy 1994; Wan, 1990). Consequently, when the approximation is accurate 

network outputs should sum to one (Lowe and Webb, 1991). 

A number of 'fuzzy-networks' exist (Kosko, 1992) such as the Fuzzy ArtMap 

described in Gopal et al. (1993) and Carpenter et al. (1992) or those used by Lee and 

Wang (1994) and Uebele et al. (1995) for classification problems with fuzzy inputs. 

However, the purpose of these classifiers is ultimately to perform pure classification. It is 
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the implementation of the network that uses fuzzy concepts, they are not however applied 

to the classes. These networks are not therefore appropriate here. 

As for the previously discussed modified maximum likelihood classifiers, some 

authors have used a-posteriori probabilities, this time derived from a neural network 

classifier, to indicate degrees of confidence in assignments (Bartl and Pinz, 1992). Foschi 

and Smith (1997) use a neural network for the identification of sub-pixel amounts of 

wooded vegetation. However, only one output is used with a continuous value to represent 

the presence or not of wooded vegetation. The value is taken as a probability that the pixel 

does contain wooded vegetation, it does not represent the proportion that wooded 

vegetation may occupy. Without the reference data to compare network output values 

with ground cover, only hypothetical conclusions about the relationship between the two 

can be drawn from these experiments. 

Few articles report experiments to determine the relationship between neural 

network output values and ground cover proportions as this technique is at the forefront 

of sub-pixel information research. Moody et al. (1996) investigate the relationship with 

simulated data. Two data sets are used: the first contains simulated pure and mixed pixels; 

the second contains real pure pixels but simulated mixed pixels. Mixed pixels are linear 

combinations of the pure pixels. For the real data, a Landsat TM image is degraded and 

coarsened pixels are assigned the most frequent class according to the high resolution 

imagery. The response of the network is plotted in two-dimensional graphs of feature 

space, that is one band against another, and different shades of grey indicate the network 

output strength. The network consistently produces a maximum output for the largest sub-

pixel class but the error increases with mixing. The correspondence between the second 

largest output signal and the second dominant class is weakest for almost pure and 

extremely heterogeneous cases. This is to be expected, since the secondary class in almost 

pure pixels may be too small to produce a strong signal in the pixel and in very 

heterogeneous pixels, the secondary class will not be very different in size from the other 

classes and therefore contribute to the pixel signal by a similar amount. According to the 

authors, it may be that in order to use non maximum outputs to indicate sub-dominant 

classes, the outputs first need to be adjusted based on interclass distances in multi-spectral 

space. 

Foody (1996b) investigates the relationship between network output values and 

percentage cover using two data sets. The first consists of degraded ATM imagery from 

which three main pure classes are identified; the second consists of an AVHRR image 

with the percentage of forest cover within pixels is provided by a Landsat MSS image. 
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The neural network is trained on pure classes and tested on mixed pixels. The author finds 

that the network response is fairly hard. In other words, proportions in between the 

extremes are not well approximated. The node value for a class is close to one i f that class 

covers more than 50% of a pixel and close to 0 i f it covers less than 50%. Hypothesising 

that the sigmoid activation function of the network, that is the function which transforms 

input to output for each node of the network, may be influencing results, the author 

rescales output values to a linear function and results improve. 

Foody (1997) use Landsat TM imagery to provide the composition of AVHRR 

pixels. Three classes are identified, River, Pasture and Forest. The particularity of this 

experiment is that since pure pixels are almost non-existent, the network is trained and 

tested with mainly mixed pixels. The target for the network uses scaled values of the 

proportions at every class. Network estimates are evaluated using correlation values and 

the total areal cover by a class. Statistically significant correlation coefficients are 

obtained although the graphs of estimated proportions against actual proportions, for each 

class, show some scatter. 

2.4.1 Comparison of algorithms 

Foody (1996a) uses coarsened ATM imagery to compare the abilities of a linear 

discriminant analysis, a fuzzy c-means and a neural network algorithm. Five pure pixels 

of each of the three pure classes are used to train the classifiers which are then tested on 

thirty-five mixed pixels. The effect of the sigmoid activation function is removed from the 

neural network output values. Performance of the algorithms is measured using measures 

based on the distance between predicted and actual proportions, and the difference 

between probability distributions. The graphs and the measures of accuracy indicate that 

the neural network and fuzzy c-means algorithms are more appropriate than the linear 

discriminant analysis. 

Schouten and klein Gebbinck (1997) compare neural network identification of sub-

pixel information with least squares and modified least squares algorithms for 

classification problems using three different sensors. Three or four end-members are 

identified within each problem and simulated mixed pixels are generated as linear 

combinations of the classes. The mixed pixels are used in the training and testing data sets 

which contain approximately 15,000 pixels each. The target type used for training the 

network is not reported. Performance of the algorithms is judged on the basis of plots of 

the frequency of difference between fractions. That is, for each pixel, the difference 

between the predicted proportion and the actual proportion is computed, apparently for 
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every class, and frequency graphs are plotted. The network performs best for each 

classification problem. 

Warner and Shank (1997) use two sets of simulated data. The first, a two class 

problem, is fully synthetic, both the pure and the mixed pixels are simulated. The second, 

a four class problem, is partially synthetic: pure pixels are from a SPOT HRV image but 

mixed pixels are generated using a linear model. The network for the first data set is 

trained using only the pure pixels. The use of a modified activation function is evaluated 

and the performance of the network on the fully synthetic data is compared to a linear 

unmixing model. The linear unmixing model produces much lower errors on the fully 

synthetic data and the modified activation function performs better than the conventional 

sigmoid function. Two networks are trained on the second data set: the first uses only pure 

pixels, the second used pure and mixed pixels in the training file. For the network using 

also mixed pixels, the target for the network consists of scaled values of the proportions 

of the classes, between zero and one. The network trained with mixed pixels is able to 

better represent fuzzy boundaries in feature space. 

Atkinson et al. (1997) use classified images of SPOT HRV sensor as reference data 

for AVHRR imagery. The identification of sub-pixel information from a linear unmixing 

model, a fuzzy c-means algorithm and a neural network are compared. The network is 

trained with a target of scaled values of class proportions. Training pixels number 215 for 

the network and testing pixels for all the algorithms number 108. Accuracy is evaluated 

using graphs of known percentage cover against predicted percentage cover. The linear 

unmixing model, trained on five pixels for each of the four or five end-members, performs 

particularly badly for this problem. The fuzzy c-means algorithm performed marginally 

better. The neural network was the most accurate estimator. These results may imply that 

the unmixing model and the fuzzy c-means algorithm are particularly sensitive to the end-

member data that they are presented with. Considering that, particularly for AVHRR 

imagery, end-members are difficult to identify, this suggests that neural networks are 

advantageous in this case. 

2.4.2 Summary 

Investigating the relationship between neural network output values and class 

proportions has only very recently been carried out. Results show that there is a strong 

potential for using networks to identify sub-pixel information. Neural networks are 

particularly attractive as they are non-parametric and do not assume any relationship 

between individual components signatures and resulting mixture signatures. Furthermore, 
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it may be unnecessary for pure pixels to be used in the training stage. Neural networks 

compare favourably with other algorithms for the identification of sub-pixel information. 

2.5 Data, Training Strategy and Accuracy 

The results from the experiments reported in the literature described above, often 

show that there is reason to believe that there is a strong relationship between a-posteriori 

probabilities or fuzzy membership values and ground cover proportions within pixels. 

However, a number of issues have not been addressed. 

2.5.1 A-posteriori probabilities and ground cover proportions 

It has become common in the literature to use the concepts of uncertainty and 

mixing interchangeably. Fisher and Pathirana (1990), for example, explain that fuzzy 

membership values close to one show that it is very likely that the pixel belongs to the 

class and consequently, values in between one and zero show pixel proportions. In fact, 

there appears to be no theoretical proof that a-posteriori probabilities or fuzzy 

membership values which indicate the certainty with which a pixel can be assigned to a 

class should reflect class proportions. The a-posteriori probability that a pixel belongs to 

a class is the probability, based on a-priori probabilities and after using an algorithm, that 

the whole pixel belongs to that class. A probability of 0.3 of a class belonging to class 4, 

means that the pixel has 30% probability of belonging to class 4. There is no mathematical 

reason why a probability of 0.3 that the pixel belongs to class 4 should imply that 30% of 

the pixel is covered by class 4, even though it may seem intuitive. Campbell and Hashim 

(1992) insist that there is no theoretical justification for using probability or distance 

measures as proportions. The fact remains that empirically, as seen above, a-posteriori 

probabilities and fuzzy membership values have been shown to be related to ground cover 

proportions. 

2.5.2 Data 

Most of the experiments described in the previous section use classified high 

resolution data as reference data from which to calculate proportions for coarse resolution 

images: either the high resolution image is degraded to produce a coarse resolution image, 

or imagery from two different sensors are used, for example AVHRR and Landsat TM 

(Cross et al., 1991; Maselli et al., 1996; Foody, 1996b). Pixels in the high resolution 

imagery are considered to be pure. Although in some cases collecting reference data is not 

possible, this method ignores the fact that the classification of the high resolution image 
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will usually not be 100% accurate; indeed the accuracy with which the original image is 

classified is rarely reported. Since the reference image is not 100% correct, the 

proportions that are calculated from it will not be 100% correct either. Furthermore, in the 

case where an image is degraded, the problem is not necessarily realistic since pixel 

signatures from a low resolution image, as obtained independently from another sensor, 

are not simply some form of average of pixel signatures from a high resolution image. 

Even though some methods use more sophisticated models (Oleson et al., 1995), they are 

still only a model. In the case where an independent high resolution image is used, 

georeferencing the two images may include some errors and consequently, the 

proportions that are calculated will not be accurate. 

Some experiments use simulated data: sometimes both pure and mixed pixels are 

simulated but more often, pure pixels are taken from an image and mixed pixels are 

generated (Settle and Drake, 1993; Warner and Shank, 1997; Schouten and klein 

Gebbinck, 1997). Most commonly, mixed pixels are generated as linear combinations of 

the signatures of the pure pixels. This method presents a simplified problem to the 

classifiers which does not realistically mirror the problems that may be found in reality. 

Although useful for determining general trends, the methods make a series of assumptions 

which make it difficult to transpose the results onto a more realistic problem. 

In addition, many of the experiments use small to very small numbers of pixels in 

the training and testing data sets (Bosdogianni et al., 1997; Foody, 1992; Foody, 1996a; 

Wang, 1990a). This makes it difficult to draw any definitive conclusions that are 

statistically valid. The use of small data sets for training also render the use of statistical 

techniques such as the maximum likelihood algorithm somewhat questionable. The 

maximum likelihood is not a particularly robust technique and is really only reliable when 

its assumptions are met (Swain and Davis, 1978). These include normally distributed data 

and statistically significant data sets. Canters (1997) suggests that the strength of the 

relationship between class proportions and maximum likelihood a-posteriori probabilities 

will depend on the characteristics of the training data; with poor quality reference data or 

a strong deviation from normality, correlations may no longer be strong. 

2.5.3 Training strategy 

The training strategy for algorithms has not been discussed in the literature in any 

detail. Methods such as the maximum likelihood classifier, the fuzzy c-means or the linear 

unmixing algorithm require pure pixels. But as Canters (1997) suggests, it remains 

questionable that reliable conclusions on fuzzy membership can be drawn from the output 
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of a supervised classification procedure which generates spectral signatures from training 

pixels that are pure. Neural networks have the possibility of being trained with mixed 

pixels, and Wang (1990a) suggests that the requirement for homogeneous training sets is 

therefore less important. However, the articles which suggest this alternative have not 

usually compared results with training with pure pixels (Atkinson et al., 1997; Foody, 

1996b). Moody et al. (1996) chose training pixels that are neither extremely pure nor too 

mixed but do not discuss the reasons for this. Warner and Shank (1997) compare the 

partitioning of feature space between networks trained with synthetic pure pixels and 

networks trained with synthetic mixed pixels. They decide that the representation using 

mixed pixels is more accurate, but the results are qualitative rather than quantitative. 

According to Foody (1996), Pham and Bayro-Corrochano (1994) suggest that the back-

propagation algorithm produces a network which can interpolate, but there has been no 

actual investigation as to whether this is true. 

Furthermore, for the neural network classification, the format of the target which the 

network must aim for has not been investigated. The few articles that report a non-pure 

target simply use scaled values of the percentage cover (Atkinson et al., 1997; Foody, 

1997; Warner and Shank, 1997) but comparisons are not carried out with experiments 

using different target types nor is the possible influence of the target type discussed. 

2.5.4 Accuracy 

There have been numerous studies of methods for measuring pure classification 

accuracies (Congalton, 1991; Janssen and van der Wei, 1994) but the analysis of soft 

classification results is particularly difficult because of the increased dimensionality of the 

classification results. One of the simplest methods for measuring performance of an 

algorithm is computer time (Shimabukuro and Smith, 1991) but that provides no 

information concerning classification results. Not all methods are applicable to every 

problem. For example, Gopal and Woodcock (1994) develop accuracy measures which 

use fuzzy logic. However, they are only applicable when the outcome of classification is 

assumed to be pure but the ground data is fuzzy. Nevertheless, some of the issues, such 

as mismatches between class allocations, can be relevant. 

Different graphical methods have been developed. The performance of the network 

for different proportions has been judged using, for example, plots of the frequencies of 

the difference between predicted and actual fraction (Schouten and klein Gebbinck, 

1997); average error against proportions for different Bhattacharyya (separation index) 

distances (Warner and Shank, 1997); bar charts of the frequency of proportions obtained 
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for each method compared to the actual frequency of proportions (Bastin, 1997). These 

methods, however, calculate total or average values and do not show the distribution of 

results per pixel. 

The most common type of plot is that of the predicted fractions against the actual 

fractions for each class (Foody and Cox, 1994; Thomas et al., 1986). This type of plot 

shows the distribution of pixels for each class. However, the relationship between classes 

within a pixel is lost. For example, although an algorithm might have correctly predicted 

the percentage cover for class A in the pixel, it may be wrong for the proportion of class 

B within the pixel. Since the results for each class are represented on different graphs, this 

cannot be inferred from the plots. 

For neural networks, but applicable to other methods, authors have used plots of 

pixels, band x against band>>, where the response of the pixel is graded in grey scale. High 

response is usually white, low response is usually black (Moody et al., 1996; Warner and 

Shank, 1997). These plots can show that response is usually highest where pure pixels are 

expected and lowest where mixed pixels are thought to lie. Again, however, the plots are 

class by class and the relationship between them within pixels is not obvious. 

Fraction images are a similar technique for evaluating results, most commonly used 

in linear unmixing methods (Adams et al., 1986; Fisher and Pathirana, 1990), which keeps 

the spatial relationship of pixels intact. For fraction images, one image per class is created. 

The intensity of each pixel in an image is the a-posteriori probability, fuzzy membership 

value or neural network output value for that class. These images are particularly useful 

for providing a spatial overview of the classification results. However, the analysis can 

only be qualitative and the relationship between classes within a pixel is not kept. 

For quantitative analysis, one common method to analyse soft classification output 

is 'hardening' the results (Kent and Mardia, 1988). 'Hardening' consists of assigning 

pixels to the class which registers the highest a-posteriori probability, fuzzy membership 

value or network output (Wang, 1990a; Maselli et al., 1996; Foody, 1992) and using a 

common confusion matrix to study the misclassifications. Essentially, this reverts to pure 

interpretations of the data and so is only useful for determining how a soft classification, 

rather than a pure classification, has affected overall accuracies; no soft information is 

provided. Actual and estimated total area estimates per class can be compared (Thomas et 

al., 1996; Foody et al., 1997; klein Gebbinck and Schouten, in print) but the problem with 

this method is that it is quite possible to have high overall accuracies but low individual 

accuracies as shown by Quarmby et al. (1992). 
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Most experiments use some measure which provides an overall accuracy value or 

an overall accuracy value per class. Measures that have been developed are usually based 

on the distance between the actual proportion of classes and estimated fractions. They 

include simple correlation values or Root Mean Square (rms) errors (Marsh et al., 1980; 

Atkinson et al., 1997); Euclidean-like differences between fraction, or between the 

probability densities of fraction estimates (Foody, 1996a; Foody and Arora, 1996); so-

called Relative Probability Entropy (Maselli etal., 1996) or cross-entropy (Foody, 1995). 

Matrices have been developed which use some of these measures for the analysis of 

the distribution of results. For example, correlation values between pure classes can be 

displayed in a matrix (Moody etal., 1996; Bastin, 1997). Fisher and Pathirana (1990) use 

matrices of the frequency of occurrence of fuzzy membership values which simply 

describe the data. They also use per class matrices of proportion and fuzzy membership 

value ranges. These matrices show the distribution of results within a class. A similar 

matrix is that used by Foody (1994), although ranges are assigned a name rather than a 

value. 

Finally, the relationship between dominant and secondary classes, and the 

accuracies which would be obtained if misclassification between the two is considered 

correct, is analysed in a few articles. Alimohammadi (1994) found that the second class 

identified by a maximum likelihood classifier, that is the class which had the next-to-

maximum likelihood value, makes the most significant contribution to classification 

errors. Moody et al. (1996) examine accuracies when the dominant class is assigned as a 

secondary class and vice versa. Canters (1997) produces tables of accuracy i f 

misclassification to the second, to the second or the third, to the second, third or fourth 

position are considered accurate. Zhang and Foody (1998) suggest that results can be 

analysed by sorting fuzzy vector and ground proportions vector into decreasing order and 

comparing the classes at each position. 

2.6 Summary of Chapter II 

A review of the main results reported in the literature reveals that the most common 

algorithms used to identify sub-pixel information can be divided into three groups: linear 

unmixing models, modified maximum likelihood and other fuzzy algorithms, and neural 

networks. 

Although linear unmixing models, discussed in section 2.2, can be successful, they 

have two serious limitations. The first is that they assume that the spectral signals from 
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pixel components mix linearly, whereas this may not always be the case, particularly for 

intimate mixtures. The second limitation is that they are restricted to n-1 classes where n 

is the number channels of the sensor. For these reasons, alternative algorithms have been 

investigated. 

So called fuzzy algorithms, discussed in section 2.3, mainly include modified 

maximum likelihood and fuzzy c-means classifiers. These algorithms use some form of 

measurement of the distance of a pixel from class centroids to estimate class proportions. 

Results show a strong potential for a relationship between a-posteriori probabilities or 

fuzzy membership values, and percentage cover. However, the maximum likelihood 

algorithm assumes that data is normally distributed, an assumption that is particularly 

unlikely for mixed pixels. The fuzzy c-means algorithm does not assume that data is 

normally distributed, but it requires, in supervised mode, input of class means. Pure pixels 

from which to estimate class means may not always be easily obtainable, especially for 

low resolution data. 

The most recent studies, discussed in section 2.4, have investigated the use of neural 

networks for identifying sub-pixel information. Neural networks, specifically multi-layer 

perceptrons, are an attractive alternative to the other two groups of algorithms because 

they make no assumptions about the statistical distribution of data or about the way 

spectral signatures from pixel components may mix. Furthermore, they do not necessarily 

require pure pixels in the training stage. 

Results reported in the literature suggest that neural network output values may be 

related to ground cover proportions. However, several issues arise f rom the 

methodologies used in the experiments described in the literature. In particular, data sets 

usually consist of very few classes and few pixels per class. Therefore, the data sets do not 

reflect the reality of the landscape and the complexity of landcover classification 

problems. Furthermore, the composition of mixed pixels is often calculated from 

classifications of higher resolution data or generated synthetically. The reference data 

against which classification results are compared may consequently be unreliable or 

simplistic. The training strategy for neural networks has not been investigated. Although 

some authors have used mixed pixels in the training data sets, the results have not been 

compared with using only pure pixels in the training data set. Furthermore, the target with 

which the network should be trained has not been examined. Using a target which reflects 

the proportions of classes in the ground data has not been compared to other target types. 

Finally, there seems to be no consensus concerning methods for measuring classification 
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accuracies and the techniques that are used have several shortcomings. In particular, most 

techniques examine results class by class which means that the relationship between 

classes within a pixel is lost. Quantitative methods that show where and how classes have 

been misclassified are also lacking. 

The purpose of this thesis is to further knowledge concerning neural network 

interpretation of mixed pixels and their ability to identify sub-pixel information by 

addressing these issues. 
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Chapter III 

THP. MIIT.TT-T.AYF.R P F R C F P T R O N N F . T W Q R K 

The network used in this thesis was implemented by the Environmental MAPping 

and modelling Unit (EMAP) of the European Commission's Joint Research Centre (JRC) 

of Ispra (Italy), at which the author was based. The algorithm was originally intended and 

used for pure classification of remotely sensed data (Kanellopoulos et al., 1991; 

Kanellopoulos etal, 1992; Kanellopoulos and Wilkinson, 1997). For the purposes of this 

thesis, it was modified and incorporated into a soft classification software package 

implemented by the author. 

The network is a fully connected feed-forward multi-layer perceptron trained with 

a back-propagation algorithm. This is the type of network most frequently used in remote 

sensing classification problems (Dayhoff, 1990; Lisboa, 1992) and it has been shown to 

perform as well as, or better than, other algorithms such as the maximum likelihood 

algorithm (Howald, 1989; Bischof et al., 1992), the minimum distance algorithm 

(Downey et al., 1992) or multi-source statistical algorithms (Benediktsson et al., 1990). 

Foody (1996a) and Atkinson etal. (1997) have shown the network to compare favourably 

with other techniques for soft classification problems. 

This chapter provides an overview of the multi-layer perceptron network in the 

context of remotely sensed image data classification. First, the training, testing and 

classification processes are outlined. Then, details of the structure and training algorithm 

of the neural network are provided. The chapter continues with a review of some of the 

issues that must be considered when using this classifier. Finally, changes to the original 

computer code are outlined. Appendix A contains a fu l l description of the software 

package and a listing of the source code. 

3.1 Training, Testing and Classification 

It is not necessary to know about the technicalities of the multi-layer perceptron 

network to understand its training, testing and classification phases. Within this section, 

the neural network will be regarded as a black box which takes input, processes it, and 

produces output. 
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3.1.1 Training 

The network is trained with a supervised training algorithm. In supervised training, 

each pattern in the training data set consists of an input vector and a desired output vector, 

also referred to as the target. The target output is based on reference data and is assumed 

to be correct. 

The learning algorithm is illustrated in figure 3-1. First, an input vector is presented 

to the network which processes it and produces an output vector. This output vector is then 

compared to the target output corresponding to the input vector. The difference between 

the two vectors, the desired or expected output and the estimated output, is calculated. The 

network configuration is changed so that the difference, or error, will decrease for this 

pattern. The next input vector is then presented to the network. After all the patterns have 

been presented once, one iteration has been performed and a mean error is calculated for 

the system. 

Training is finished when a fixed number of iterations of the training data set have 

been performed or a minimum mean threshold error has been reached. At this point, the 

configuration of the neural network system is fixed. Testing and classification can now 

take place. 

3.1.2 Testing 

Testing is carried out to measure the performance of the network. In this phase, 

patterns from a testing data set are presented to the network. The network computes an 

output vector from each input vector. In pure classification problems, the class to which 

the network assigns the pixel is determined from the output vector. The output class is 

compared to the target class, provided by the reference data, to which the pixel belongs. 

The simplest measure of performance is a sum of the correctly classified pixels divided 

by the total number of pixels in the testing data set. 

3.1.3 Classification 

Once the network has been trained and tested, an image can be classified. For each 

pixel in the image, the network computes an output class to which the pixel is assigned. 

The final product is a classified image. The accuracy of classification is assumed to be that 

calculated in the testing phase. 
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3.2 Network Structure and Training Algorithm 

3.2.1 Network structure 

At the simplest level, a neural network is a software program which implements a 

specific set of mathematical equations. The main characteristic of the program is that it 

performs parallel non-linear mapping from input to output (Works, 1992). The logical 

flow of the software program is represented by groups of processing units. Each 

processing unit, or node, takes an input value, I, applies a function to it, f(I), and produces 

an output value, O. The sequence 'Input, Node, Output', shown in figure 3-2, is often 

called a neuron. 

• -0 - m 
Figure 3-2. One neuron 

Neurons can be combined in two ways. With the first method, illustrated in figure 

3-3, the output values from a group of neurons are linearly combined and the overall result 

becomes the input to a new neuron. The connections between each neuron and the new 

neuron carry a value called a weight, or connection strength. The overall input to the new 

neuron is calculated by taking the sum of the product of each input value and its respective 

weight. The processing unit of the new neuron can then apply a function to the overall 

input pattern and produce a new output value. 

group of neurons 

outputs inputs 

overall ' c ;un ^ ^ ^ ^ 

weight 

processing 
nodes 

set of weights 
Figure 3-3. First method for combining neurons 

The second method, illustrated in figure 3-4, uses the fact that different sets of 

weights, separately applied to the same group of neurons, are equivalent to the one group 

of neurons with different sets of weights applied in parallel. When several neurons are 

combined in both ways, a network is obtained. To simplify diagrams and explanations, it 

is common to represent a whole neuron by showing only its node as depicted in figure 3-5. 
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i t 
Figure 3-4. Second method for combining neurons 

Nodes at the same level of connection belong to the same layer. It is common to 

represent an input vector from a pattern as a set of I neurons, where / is the number of 

components of the input vector. Each node receives as input its corresponding input 

vector value. The group of neurons is often termed the input layer and is the first layer of 

the network. No processing takes place in this layer, that is f(x) = x, and the outputs from 

the nodes are simply the raw input values. For this reason, some authors prefer not to 

represent the input values in this way (Kung, 1993). The last layer in the network, called 

the output layer, is generally the last layer of processing units. It is understood that this 

layer produces an output vector, whose elements are the individual output values, which 

is not represented. Nodes which lie in between the input layer and the output layer belong 

to hidden layers and are called hidden nodes. Thus, a network such as that depicted in 

figure 3-5, is termed a three layer network and consists of an input layer, a hidden layer 

and an output layer (which produces a vector of output values). 

-MS 
Figure 3-5. Illustration of a network 

The simplest network is fully connected and feed-forward. In a fully connected 

network, all nodes in a layer are connected to each node in the layers immediately above 

and below (shown as right and left in figure 3-5) but not to nodes from the same layer. 

When information is only propagated in one direction, from the input layer to the output 

layer through the hidden layers, the network is called feed-forward. It is the simplest type 
- 3 5 -



of multi-layer perceptron because at any instant, the output of the network only depends 

on the current input pattern and weights (Works, 1992; Bishop, 1995). Networks exist 

with more complicated structures such as missing connections, connections which skip 

layers or lateral connections (Hush and Home, 1993), but the fully connected network is 

the most commonly used (Dayhoff, 1990) 

3.2.2 Training algorithm 

The training algorithm used for the multi-layer perceptron is a back-propagation 

algorithm whose basic logic was outlined in section 3.1.1. In this section, it will be 

explained in more detail, based on the description given in Rumelhart et al. (1986b). The 

discussion will be based on figure 3-6, a three layer, fully connected, feed-forward multi­

layer perceptron containing / input nodes, m hidden nodes and n output nodes, but it is 

applicable to a multi-layer perceptron with more hidden layers. Nodes in the input layer 

/ , are identified by the subscript i; nodes in the hidden layer J, are identified by the 

subscript j; nodes in the output layer K are identified by the subscript k. Weights between 

nodes are identified by the subscripts of the nodes they connect, for example Wy for 

weights connecting nodes in layers /, the input layer, and J, the hidden layer. 

output vector 

t 
fix) f x 

f x f x 
f x 

n 
K = Output Layer 

weights 

m 
J = Hidden Layer 

I = Input Layer 

input vector 

Figure 3-6. Generic feed-forward, fully-connected, 
three layer multi-layer perceptron 
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As mentioned in section 3.2.1, a node, also sometimes called short term memory, 

takes an input, applies a function to it, and produces an output. The function is usually 

called the activation function and the output of the neuron is referred to as the activation 

value (Simpson, 1990), output strength (Fisher 1994a), firing (Amari, 1993) or simply 

output value (Bishop, 1995). It is not necessary to know the details of the function at this 

stage. 

Before applying the back-propagation algorithm, the weights of the network, 

sometimes also referred to as long term memory, are randomly initialised. Then, the 

information present in the input pattern is conveyed to each node in the hidden layer 

through a linear combination of the outputs from the input layer. In other words, the 

overall input, I o v r , to each node in the Jth layer, therefore called Iovrj-, is the sum of the 

product of each output from the I t h layer, 0,-, and the corresponding connecting weight, 

wy. Sometimes a bias term is included in the equations but this can be treated as a special 

case of weights from an extra input equal to one (Bishop, 1995). 

I 

i = y w..o. (3.D 
ovrj ij i 

i = 1 

Once the overall input to each node in layer 7 has been calculated, it is transformed 

by the activation function f ( I o v r j ) and the output of each node of the J t h layer, Op is 

computed. 

O. =f(I •) =/ j J ovrj J y w..o. 
Z—i ij i 

(3.2) 

V; = l 

The output values from the./*'1 layer are then multiplied by the relevant weights, wjk, 

and summed to produce the overall input to each of the nodes in the output layer K, using 

equation 3.1. Similarly, the output strengths for layer K, for each node, are calculated 

using equation 3.2. At this stage, an output vector of length n has been produced and the 

feed-forward stage of the back-propagation algorithm is complete for the input pattern. 

Now the output vector is compared to the target vector which corresponds to the 

input vector. The difference, or error, can be calculated in several ways and authors 

disagree as to whether there is little effect on the accuracy (Richard and Lippmann, 1991) 

or whether results differ (Ripley, 1993). The sum of squares error function is the simplest 

(Bishop, 1995) and most typically used (Simpson, 1990). Let / represent the target vector 

and o the output vector from the network, then the error between the two, for pattern p, is 
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expressed by equation 3.3, where k is the index of the output node. 
n 

2 W (3.3) 

k = 1 

Consider figure 3-7.a which illustrates an arbitrary function which is differentiable. 

The first derivative of a function f(x) is an expression of the rate of change of the function 

f(x) with respect to x. It is the slope of the tangent to each point of the curve. When the 

function is at a minimum or maximum value, the tangent is parallel to the x axis, the slope 

is zero and therefore the first derivative is zero as shown in figure 3-7.b. To differentiate 

between a maximum and a minimum value, the second derivative of the function is taken. 

The second derivative is negative when the original function has a maximum at that point; 

whereas the second derivative is positive when the original function has a minimum at 

that point, as shown in figure 3-7.c. 

Af(x ) tangent to the function 

at a maximum z a 

tangent to the 

function at a 

minimum 

4 f ' ( x ) 

b 

f ' (x) < 0 

f"(x) > 0 
f ( x ) A 

- J 
c 

Figure 3-7. (a) Arbitrary function; (b) first derivative of the 
function; (c) second derivative of the function 
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Consequently, to find a configuration of the weights such that the error is at a 

minimum, changes to the weight values must be proportional to the derivative of the error 

with respect to the weights. The change in the weight value for a connection between node 

j in the hidden layer and node k in the output layer, between iterations t and t+1, is 

therefore computed by 

dE 

V ' + 1 ) - V ' ) = A w * = ~ ^ ( 3 A ) 

where represents the weight value between node j in the hidden layer and node k in 

the output layer, r| is a constant of proportionality and is called the learning rate; A 

means change and ^ means partial derivative. 

Using the chain rule, the derivative can be written as the product of two elements. 

The first is the change in the error as a function of the change to the overall input to the 

node. The second is the change to the overall input to a node, as a function of the change 

to a particular weight connected to that node. 

dE dE <*I k 

a = T7 x 3 ( 3 - 5 ) 

From equation 3.1: 

jk ovrk jk 

di. ovrk 
= O- (3.6) 

Define 

d W j k j 

dE x 

9717 " b* <3-7> ovrk 

Substituting equation 3.6 and equation 3.7 into equation 3.5 and subsequently into 

equation 3.4: 

&wjk = TlS^O. (3.8) 

This is known as the generalised delta rule. From equation 3.7, and using the chain rule: 

s dE dE d 0 k „ Q . 
5 , = — r - = X - r - (3.9) 

k dl , dO, dl , 
ovrk k ovrk 

From equation 3.2: 

do 

" = fUnvrk> <3-W> dl ~ J yiovrk 
ovrk 
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If node j under consideration is an output node, then from equation 3.3: 

— = - ( t - o ) ( 3 J 1 ) 

dOk °k> 

and therefore: 

If, on the other hand, the node under consideration is not an output node then, in equation 

3.9, using the chain rule: 

^ _ - y ^ _ x ^ ' (3i3) 
k ovrj k 

j 

From equation 3.1: 

— * w X w i k ° k = I 5 7 — x w * < 3 1 4 > 

k

 o v r } k i k ovr> 

From equation 3.7: 

X W j k = " E hwkj (3-15) 
k ° V r j k 

and therefore, substituting into equation 3.9, for non-output units: 

6 j = f V o v r j > X ' L b k w k j (3-16> 

The error signal for hidden units is thus determined recursively in terms of the error 

signals from the output units to which they are connected and the weights between them. 

The backward phase of the back-propagation algorithm therefore consists of the 

following steps: 

1 - calculate the error signal for each output node; 

2- calculate the weight changes for the connections which feed into the output; 

3- calculate the error signals for the hidden nodes. 

Since the aim of the back-propagation algorithm is to minimise the overall error of the 

system, that is the error over all patterns p, a mean error Ep is given by 
n 

EP = ^ I l ^ r V 2
 (3.17) 

P k=\ 

The delta rule is said to be a close approximation of a gradient, or steepest, descent 

procedure, even though weights are updated after each pattern; i f the learning rate is small 

enough, the difference is negligible (Rumelhart etal, 1986b). 

- 4 0 -



In a general sense, learning is defined as any change in memory over time not equal 

to zero (Simpson, 1990). Since the weights and the processing units can be considered to 

contain the memory of the neural network system, modifying the weights is termed 

learning (Le Cunn, 1987). The system is inherently parallel because several units can be 

updated at the same time. The computations of changes to the weights and nodes are 

extremely complex and time consuming; nevertheless, an example of the calculations 

involved for a simple problem can be found in Aleksander and Morton (1992). 

3.3 Using the Network 

This section will describe some of the issues that must be considered when using 

the network. As is explained in this section, choices for the parameters that are set by the 

user are mainly a case of trial and error. Chapter V describes experiments that were carried 

out to test the sensitivity of the network for each parameter. 

3.3.1 The activation function 

From the derivation of the back-propagation algorithm, the activation function, 

sometimes also called threshold (Wilkinson, 1997) or squashing function (Simpson, 

1990), must be chosen to be a differentiable, and therefore continuous, monotonic (non-

decreasing), semi-linear function. Sigmoids are commonly used and a hyperbolic tangent 

function tanh was used in this implementation of the network: 

-kL 
- 1 

kl 
e + 1 

(3.18) 

where f ( I o v r ) is the activation function; lovris the overall input to a node; k and m are 

constants. The function is illustrated in figure 3-8. 

m tanh 

ovr 

Figure 3-8. tanh and mtanh functions 
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This activation function has a range of [-1,1 ] and aims to produce output that is close 

to +1 or -1 by enhancing or suppressing the overall input to the node. For an unsealed tank 

function (that is, without m), it would take an infinite amount of time to approach +1 and 

- 1 . I f tank is scaled by m, +1 and -1 can be reached in a less than infinite amount of time 

as illustrated in figure 3-8. It is also possible to choose the targets of the activation 

function in a smaller range than [-1,+1]. For example, for a sigmoid activation function 

with a range [0,1], the targets can be chosen to be 0.1 and 0.9 (Benediktsson et al, 1990; 

Paola and Schowengerdt, 1995b). Values of m and k of 1.7 and 4/3 respectively have been 

shown to have practical benefits (Fogelman-Soulie, 1991; Bottou, 1991), the details of 

which lie beyond the scope of this thesis. These were the values that were used in the 

implementation of the network. They imply that neural network output values wil l lie 

between -+/-1.7. The activation function is a feature of the implementation and cannot be 

modified by the user. 

3.3.2 The weights 

As shown in section 3.2.2, the change in weights is proportional to the derivative of 

the activation function. In the tank function, the derivative is steep in the most linear part 

of the curve, in the centre. This implies that weight values in that region wil l change 

rapidly. On the other hand, weights will change little when values approach the desired 

values since the derivative in that part of the function is asymptotic. 

The weight adjustment is proportional to the error value of the target node and the 

output value for the input node. Thus, if the error of a node is large, the change to its 

incoming weights is large. Similarly, i f the output value of an incoming node is small, the 

weight adjustment is small and vice-versa. In other words, there wi l l be a larger 

adjustment of the outgoing weights of a node with a high activation value (Dayhoff, 

1990). Since weights control whether a signal should be amplified or reduced, they can be 

referred to as excitory or inhibitory, respectively (Simpson, 1990). 

Since the error is proportional to the weight values, all hidden nodes connected to 

output nodes wil l get identical error signals if all the weights are initialised with equal 

values. Since weight change is dependent on the error signal, all the weights wil l change 

by the same amount and weights will always be the same. If weights are initialised to 

values which are too large, then they require large changes and training is unlikely to 

succeed. Thus, weights should ideally be small and initialized randomly. Results are 

improved if the weights are uniformly distributed (Yoo and Pimmel, 1994). Under these 

conditions, changes in weights produce a change in output approximately equal to the 
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range of weights (Kanellopoulos and Wilkinson, 1997) and training is more stable. 

To understand the effect of weight changes, it is easier to consider a system with a 

linear activation function and one weight as shown in figure 3-9. In this case, the error 

equates to a simple quadratic. Its derivative is given by the straight line (t-o). Let the 

minimum error occur at weight value w0. I f the weight is currently at wa, then it should be 

increased to reach w0. I f on the other hand it is at wb, then it should be decreased. 

Error 
E = 1/2 (t-o) 

dE/dw = w dE/dw = W i 

Weight value 
w0 

Figure 3-9. Possible weight situations for a system with a 
linear activation function and one weight 

Weight space for a system containing hidden nodes and non-linear activation 

functions is more complex. Weights can be interpreted as a set of hyperplanes partitioning 

the input space (Fierens et al., 1994) and can be viewed as a series of troughs and crests, 

the depth and height of which are the mean error at those points. From its similarity to the 

gradient descent procedure, the back-propagation algorithm can be expected to be caught 

in local minima (Rumelhart et al., 1986a). A local minimum is a point in the weight space 

where the error is at a minimum, but not at the overall minimum of the function. Authors 

disagree as to whether this problem is rare in practice (Rumelhart et al., 1986a) and can 

easily be solved by increasing the degrees of freedom, that is, the number of weights (Le 

Cunn, 1987), or occurs more frequently than imagined (Ripley, 1993). 

In theory, it is possible to update weights either after each pattern or after each 

complete iteration, that is the presentation of all the patterns in the training set. The former 

is termed on-line training while the latter is termed off-line training or also, data adaptive 

or block adaptive respectively (Kung, 1993). Opinions differ as to which is the more 

efficient. Some authors advocate blocked back-propagation as improving speed of 

convergence and accuracy (Heerman and Khazenie, 1992; Liu and Xiao, 1991) and 

guaranteeing a decrease in mean square error from one iteration to the next (Paola and 
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Schowengerdt, 1994). Others counteract that on-line training is a local cost gradient 

which makes it more likely to enable the network to escape from local minima by 

updating weights more frequently (Fogelman-Soulie, 1991; Kanellopoulos et al., 1993; 

Bottou, 1991) even though off-line methods may be more robust (Kung, 1993). The back-

propagation algorithm used in the thesis implements on-line training. 

3.3.3 The learning rate and the momentum term 

From equation 3.4, the learning rate is a constant of proportionality. It is set by the 

user and influences the size of the step taken from one weight position to another. The 

most common cause of oscillation in a network is an improperly selected learning rate 

(Heerman and Khazenie, 1992). If the learning rate is small, the network takes a long time 

to minimize the error although it consistently follows the correct direction and is therefore 

eventually likely to converge if the weights do not get trapped in local minima. I f the 

learning rate is large, large step sizes are taken which allow the network to step 'over' 

local minima and learning is fast but oscillations can be produced, resulting in an unstable 

network. Learning rates usually range between 0.1 and 1.0. 

In addition to the learning rate, it is possible to add a term to the equation such that: 

A w . . ( r + 1 ) = T\b.O +aAwM) (3.19) i j J J IJ 

where t is the iteration number and a is a constant. The second term of the equation is 

called the momentum term and is used to dampen the effects of the learning rate and thus 

reduce possible oscillations between two points by adding a fraction of the previously 

calculated weight change; this can speed up convergence. 

The learning rate and momentum term can be kept fixed throughout training or can 

be reduced at fixed intervals. Paola and Schowengerdt (1994) for example, change the 

learning and momentum rates. If the error of the current iteration is less than the previous 

error, values of the rates are decreased, otherwise they are increased. As the authors argue, 

this procedure diminishes the importance of the original choice by the user. With on-line 

training, the momentum term is unnecessary (Fogelman-Soulie, 1991) and it was not 

implemented in the software. Unless otherwise specified, the learning rate was set at 0.1 

for all the experiments described in this thesis. 

3.3.4 The architecture 

The number of input and output nodes of a network are determined from the 

available data and the classification problem; the number of hidden nodes is usually 

ascertained through trial and error although some authors have sought more formal rules 
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(Baum and Haussler, 1989). Pixels are represented by vectors of information which are 

used to separate the pixels into different clusters or classes. The vectors are the input 

patterns for the network. There are as many input nodes as there are vector components. 

Vector components can be channel values from one or several sensors (Kanellopoulos et 

ai, 1994b) and any value extracted from ancillary data for that pixel, such as an elevation 

value, a GIS value or a texture index, as illustrated in figure 3-10. The pixels are drawn 

from one data file whose format is as follows. Each row contains the input vector for one 

pixel and each column contains the information for one vector component, always in the 

same order. 

input values 

Elevation Value 
,TM Channel 4, 
T M Channel 7 2 
SAR C-Band 

Input vector 

10 47 66 64 
• • • • 
1 2 ^ 4 

number of nodes 

Figure 3-10. Illustration of the creation of an input vector 

In the work presented in this thesis, no ancillary information was used. The input 

vector always contained all the channels from the Landsat T M sensor except for its 

thermal band which has a lower spatial resolution. Techniques such as principal 

component analysis are not always optimal with regard to class separability 

(Benediktsson and Sveinsson, 1997) and using all the channels of the sensor has been 

shown to provide the best accuracy of classification for some problems (Foody and Arora, 

1997). 

The number of nodes in the output layer is determined by the target vector. In pure 

classification problems, it is usual to use a vector of length n where n is the number of 

pure classes that have been defined for the problem, as illustrated in figure 3-11. The class 

to which the pixel belongs is usually signalled by a +1, shown in red, and the incorrect 

classes by -1 or 0. The choice of maximum and minimum are determined by the activation 

function. 
number of output 
nodes 

target values 

1 

-1 •1 -1 +1 -1 -1 
Figure 3-11. Pure target vector for class four of seven classes 

For soft classification, the output vector is also a vector of length n where n is the 

number of pure classes that have been defined for the problem. However, the target values 
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are not necessarily +/-1 or 0 and 1. They may, for example, represent the ground cover by 

each class and lie in the range [0,1], the percentage cover having been scaled between 

these values (Atkinson et al., 1997; Foody, 1996a). This will be discussed in more detail 

in chapter V I I . In any case, for pure and soft classification, the output layer contains the 

same number of nodes as there are components of the target vector. 

Whereas the input and output layers are defined by the characteristics of the 

classification problem, the number of hidden nodes are determined through trial and error. 

If there are too few hidden nodes, the data will not be adequately represented internally 

(Hepner et al., 1990) and the network will not possess sufficient capacity to separate 

categories. On the other hand, i f there are too many hidden nodes, the network will learn 

the training patterns but will not have the ability to generalize; there will be overfitting 

and poor interpolation (Kung, 1993). 

Although it is impossible to train a network with one hidden layer to the same 

degree as a network with two hidden layers (Dreyer, 1993), one hidden layer is sufficient 

for most problems (Hepner et al., 1990). The number of nodes in the hidden layer is a 

matter of trial and error and although authors have made suggestions, there are no rules. 

Increasing the complexity of a network increases the time taken to train the network. For 

this reason, all the experiments described in the thesis were carried out with networks with 

one hidden layer. Throughout the thesis, the convention will be to refer to a network as 6-

13-7 for example, meaning 6 input nodes, 13 hidden nodes and 7 output nodes. 

3.3.5 The datafiles 

Running the neural network requires two data sets, one for training and one for 

testing. The data file is randomised and then the pixels are divided into a training and 

testing data set. Alternatively, pixels are divided into training and testing data sets and 

then the training file is randomised. Training patterns must be randomised before being 

presented to the network. The network adapts its weights over time. If the last patterns in 

an iteration are not randomised and thus are all from the same class, the network will adapt 

to represent this cluster, effectively 'forgetting' the previous patterns. In the testing phase, 

the network weights are fixed and it simply produces an output for each input pattern that 

it is presented with. It is therefore unnecessary to randomise the testing set. 

The number of patterns in the training set is not fixed. For a general classification 

problem, Swain and Davis (1978) suggest 30 x number of classes x number of channels; 

Foody et al. (1995b) recommend at least 30 x the number of input features; Fogelman 

Soulie (1991) indicate that a network with W weights requires W/e training patterns to 
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yield an error less that e. Again, there are no rules. The number of patterns should be 

sufficiently large to adequately represent the variance of each cluster. 

The number of patterns per class in the training and testing data sets depends on the 

classification problem. The number of patterns per class can provide an a-priori 

weighting of the importance of each category (Foody et al., 1995a) and the neural network 

may be biased in favour of classes which are the most frequent in the training data set 

(Lowe and Webb, 1991). If no classification is carried out, the number of pixels per class 

in the training set can be equal for all classes. In this way, the testing accuracy provides 

an unbiased estimate of the generalisation capabilities of the network for each class. On 

the other hand, i f classification is to take place, it is recommended that the number of 

patterns in the training set reflect the distribution of the classes in the image to be 

classified. The number of patterns in the testing file need not be the same as for the 

training file, but they should be in similar proportions for each class so that the accuracy 

calculations are not influenced by the number of patterns. The number of patterns per 

class should provide an adequate overview of the variability of the class. 

The raw input data should be processed to make it centred and of equal variance, as 

for most statistical techniques (Fogelman-Soulie, 1991). Since the data is centred, the 

activation function must be symmetric, hence the use of the tanh function, or any other 

sigmoid. Data is scaled with small centred initial random weights so that it starts near zero 

(Kanellopoulos et al., 1991) thus avoiding saturation effects (Kanellopoulos et al., 1993). 

The testing data is modified using the statistics calculated for the training file. Therefore, 

for two experiments which use the same testing file but different training data, the test file 

must be modified twice: once with the statistics of each training file. 

When the pre-processing of the training and testing files is complete, they are 

divided into two files containing the training and testing data and two files containing the 

corresponding targets. 

3.3.6 Accuracy of classification 

It is important to distinguish between the classification accuracy for the training set 

and that for the testing set. The accuracy of classification of the training set provides a 

measure of how well the network can recognize patterns that it has already seen. On the 

other hand, the testing set accuracy is an indication of the generalisation capabilities of the 

network; in other words, how well the network recognises patterns it has never seen, 

which may not be exact copies of patterns in the training data. A good training accuracy 

does not necessarily indicate that there will be a good accuracy on unseen patterns. For 

- 4 7 -



this reason, it is essential that the testing set be composed of pixels that are not in the 

training set. The testing set accuracy is also the measure which should be used to evaluate 

the performance of the network because it is the classification of unseen patterns that is 

of interest. Overall accuracy can be calculated by dividing the number of correctly 

classified pixels by the total number of pixels. It must be noted however, that even though 

overall accuracy may be quite high, some individual classes may not be well classified. 

Sometimes, the testing set is used to tune the network (Yager, 1994). In other words, 

if the testing accuracy is unsatisfactory, parameters of the training procedure, for example 

learning rate, architecture and so on, are modified until the performance is satisfactory. In 

such a case, the testing file becomes part of the training set and an additional test set must 

be created (Le Cunn, 1987). 

The main variable affecting classification is the training method, and not the 

classifier (Hepner et al, 1990). This is the case for all classifiers, not only a neural 

network; the classifier learns to recognise classes on the information with which it is 

provided. I f the information is erroneous, the results will be erroneous. For this reason, 

the poor quality of ground truth is a contributory factor to the poor performance of a 

network, and may be the cause of the lack of improvement in the performance of 

classifiers over the years (Wilkinson, 1997). 

Network accuracy depends on network complexity but also on the composition of 

the two data sets, training and testing, as mentioned in the previous section. The amount 

of training data, the degree to which training data reflect true likelihood distributions and 

a-priori class probabilities affect the accuracy (Richard and Lippman, 1991). In addition, 

if the testing set does not approximately reproduce the class proportions of the training 

data, the accuracy will be biased in favour of some classes. I f the training data is not an 

adequate representation of the actual data as provided by the image, the accuracy with 

regards to the testing set may not be impaired, if the test data contains similar proportions 

of classes, but the accuracy of classification with regards to the actual situation on the 

ground will be diminished or biased. 

Training the network requires a balance between over-training and under-training. 

Over-training occurs when the network has learned the training set too well. The neural 

network has been forced to draw boundaries around outliers and overfitting occurs, 

resulting in a decrease in the testing accuracy (Rosin and Fierens, 1995). Undertraining 

occurs when the network has not been given enough time to learn a mapping between 

inputs and outputs. 

The end of training occurs when a user defined number of iterations has been 
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completed or threshold error on the training data set has been reached. Neither of these 

parameters are usually set other than through trial and error. The best result obtained in a 

realistic amount of time has to be accepted, even though it may not be the optimum result, 

because of the slow rate of convergence (Wilkinson et ai, 1995a). I f the number of 

iterations is the chosen criteria, the classification accuracy at the end of the training might 

still be unacceptably low. It is therefore recommended to train for a large number of 

iterations and to keep a record of the error. The number of iterations at which the error 

starts stabilizing can be used for subsequent experiments since it is unlikely that the error 

will diminish any further. The error is based on the training set and therefore only provides 

an indication of the level of accuracy of classification of the test set. However, if the 

training data is a representative sample of the testing data, the indication wil l be quite 

accurate. 

The final level of accuracy which can be attained is usually totally unpredictable at 

the start of a training phase. The initial conditions for the training, that is, network 

architecture, weight initialisation and parameters, have an effect on the accuracy, 

although it is not clear whether it is significant (Wilkinson, 1997; Kanellopoulos and 

Wilkinson, 1997) or not (Paola and Schowengerdt, 1997). In any case, since standard 

multi-layer perceptrons have been shown to be capable of approximating any measurable 

function to any degree of accuracy, that is, they are universal approximators, any lack of 

success in applications must arise from inadequate learning, insufficient numbers of 

hidden nodes or the lack of a deterministic relationship between input and target (Hornik 

etai, 1989). 

3.4 Modifications to the Original Software 

When the thesis was started, the neural network classification software that was 

available had only been implemented for pure classification problems. In order to also 

carry out soft classification, it required modification. In addition, several software 

routines were written to ease the process of preparing data for input into the neural 

network, the most time consuming part of neural network classification. Tools for the 

analysis of neural network outputs were also developed. The original software was 

therefore incorporated into a menu driven package for classification. The chart in figure 

3-12 illustrates the menu structure provided to help the user run the software. Although 

the software is an important part of this thesis, it is only summarised in the text but details 

are provided in appendix A which contains the source code and a description of each 

routine for those implemented by the author. The source code for the original software is 
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not provided; however, an outline of the modifications brought to the existing routines 

was provided in header comments which are included in appendix A. 

The software is composed of three modules: 

1- Preparation of files for input to the neural network 

2- Neural network classification 

3- Analysis of the outputs from the neural network. 

The first option presents the user with a menu of operations to manipulate files and 

prepare data for input into the neural network. The second option provides a menu of 

neural network operations. The third option prints a menu of analysis tools for neural 

network outputs. 

Within the 'Preparation' module, pixels with specific codes or ground data can be 

selected or removed, data files can be divided into training and testing sets, the files can 

be randomised, targets can be created, ground data can be checked, ground data statistics 

can be produced, and so on. Ground data are assumed to be in one of two formats. Either 

they consist of one column of integers indicating to which class a pixel belongs to (100% 

coverage is assumed), or they consist of integer vectors of ground data. The vectors of 

ground data can be of size 2 to 2m, where m is the actual maximum number of mixture 

components found in the data set. The theoretical maximum number of components in a 

pixel in a data set is equal to the number of pure classes defined in the study. The actual 

maximum number of components of a pixel is usually lower. Pairs of vector elements are 

separated by spaces. In each pair of elements, the first integer indicates the percentage 

cover, the second number indicates the class. Thus, a mixture of [20% class 3 + 40% class 

1 + 10% class 4 + 30% class 5] must be provided in this way: '20 3 40 1 10 4 30 5' 

(no quotes). Vectors of ground data can be sorted, for example in increasing order of cover 

or in increasing order of class number, but it is not a requirement. Coverage must add up 

to 100%. 

The second module, 'Neural Network Classification' contains the modified 

network implementation. Within this module, classification takes place. The network can 

be trained, tested or an image can be classified. The original software assumed that 

training and testing data sets were provided to the network as one file for each data set: 

one for the training data and one for the testing data. Each row was expected to contain 

input data for one pixel: n columns of information such as modified channel DN values 

and in the last column, an integer indicating which class the pixel belonged to; 100% 

coverage was assumed. The integer class number was transformed into a target format 
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within the program and therefore without user intervention or even awareness. Targets 

were pure; the class to which the pixel belongs was assigned +1, the other classes were 

assigned - 1 . In the new software, mixed pixels can also be handled. Each data set, training 

and testing, is composed of two files. One file contains information such as modified 

channel DN values and the other file contains target representations of the ground data. 

Rows in the files correspond. That is, the pixel in row one of the information file is 

described by the target in row one of the target file and so forth. Targets have been created 

from the ground data and are not necessarily pure targets. 

Other modifications concern the output of the neural network in the testing and 

classification stages. After testing, an output file can be created which provides the neural 

network output value for each node for each pixel of the testing file. This file is used to 

evaluate the potential of the neural network to identify sub-pixel components, using the 

analysis tools implemented in the third module of the program. At the classification stage, 

fraction images similar to those produced in linear unmixing models can be created. The 

image provided as input is divided into one image per class and the intensity of each pixel 

is the neural network output value for that class. These images are described in more detail 

in chapter V I . Details of the analysis tools which are provided in the third module are 

described in chapters V I and VI I . 

3.5 Summary of Chapter III 

This chapter has provided an overview of the multi-layer perceptron used for the 

experiments described in this thesis. Training, testing and classification processes were 

outlined in section 3.1. They were then described in detail and the mathematical basis for 

the back-propagation algorithm was set out in section 3.2. The structure and parameters 

of the network were explained and their effect on neural network classification accuracy 

was discussed in section 3.3. Modifications to the original implementation of the network 

were summarised in section 3.4 which is complemented by appendix A. The next chapter 

describes the sites and test data collected with which experiments were carried out. 
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C h a p t e r I V 

R E F E R E N C E DATA SITES AND D A T A S E T S 

Whichever supervised classification method is used, the composition and quality of 

the training and testing data sets have an influence on classification accuracy. I f a 

classifier is to perform satisfactorily, it must be given data which faithfully reflect the 

situation on the ground. There are two stages to creating training and testing data sets. The 

first is the collection of reference data; the second is the creation of data sets from the 

reference data. Both phases must be carried out taking particular care to ensure that the 

data sets produced wi l l have characteristics that are well defined and understood. 

Classification accuracies can only be considered a true measure of the performance of the 

classifier i f the properties of the training, testing and image data are known and can be 

used to assess the results. 

In 1991, the EMAP Unit carried out an extensive ground campaign at a site in 

Portugal for its project concerned with providing a methodology for automatically 

updating CORINE (COoRdination of InformatioN on the Environment) landcover maps 

(Wilkinson et ai, 1991). Besides producing new maps of the chosen test units based on 

the CORINE nomenclature, the campaign allowed the EMAP unit to collect detailed 

ground information for homogeneous areas within the test units. Part of the information 

recorded included the composition of the parcels and the percentage of area covered by 

each class. This information was considered suitable for mixture analysis and is used in 

this thesis. 

However, as work progressed, it became apparent that the data sets created from the 

reference data from Portugal were complex and that it may be helpful, for a better 

understanding of the network, to use a data set with few categories whose properties could 

be better controlled. Thus, a second site was chosen in Scotland. The site in Portugal, 

centred around the city of Lisbon, contains many different landcover classes (agricultural 

crops, trees, urban areas, water and so on) and many different types of mixtures. On the 

other hand, the site in Scotland consists only of plantations of coniferous trees where 

mixing occurs between trees and background grass. Obtaining percentage cover of pixels 
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by individual classes is particularly difficult within intimate mixtures. However, in the 

case of coniferous forests, structural attributes such as height and basal area of trees for 

example, have been found to be strongly correlated with reflectance values from forest 

stands (Cohen and Spies, 1992; Danson and Curran, 1993). In fact, the relationship is 

actually a function of the degree of canopy closure. Thus, it is hypothesised in this thesis, 

that measurements of height and basal area of forest stands can substitute for canopy cover 

and, therefore, for percentage cover of trees and background. In this way, the mixing 

between coniferous trees and background, and more particularly between Sitka Spruce 

trees and grass can be identified with a high degree of precision. 

A detailed description of the method to acquire reference data and process them, and 

of the composition of data files is essential to the interpretation of results. This chapter 

provides a critical discussion of the data sets created from the reference data collected at 

the Portugal and Scotland sites. It is divided into several sections. The first section 

provides details of the satellite imagery for both sites. The second section outlines the 

methodology of the ground campaign carried out at the site in Portugal. This is followed 

by an analysis of the properties of each of the data sets created from the reference data 

collected. Then, the ground campaign at the Scotland site is described and, finally, the 

characteristics of the data sets created from the reference data are examined. 

4.1 Location of Sites and Satellite Imagery 

The geographical locations of the two sites in Portugal and Scotland are shown in 

figure 4-1. Photographs in figure 4-2 and figure 4-3 show the general characteristics of the 

landscape at each site. As can be seen, the two sites are quite different. 

Site 2: 
0 Scotland 

Site 1 
Portugal 

6 
Figure 4-1. Geographical location of sites from which reference 
data was collected 

The satellite imagery was acquired by the Thematic Mapper (TM) sensor of the 

Landsat 5 satellite. The images used in the thesis are six band quarter scenes. The thermal 
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Figure 4-2. Photograph showing the typical landscape for the site in 
Portugal 

Figure 4-3. Photograph showing the typical landscape for the site in 
Scotland 
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channel of the TM sensor (band 6) was not used because of its lower spatial resolution of 

approximately 120m2 compared to the other channels' resolution of approximately 30m2. 

The images have very little haze or cloud cover and are of good visual and radiometric 

quality. Atmospheric correction was not deemed necessary as no temporal analysis was 

carried out and atmospheric effects over a scene (and moreover over a quarter scene) 

appear almost constant (Chikkara, 1984). 

The main characteristics of the images are listed in table 4-1. One image was used 

for Portugal which was acquired in geocoded format, details of which were not available. 

In the absence of the author having access to the geocoding information, the locational 

accuracy of polygons was assessed visually. Two images were used for Scotland from 

which a small area was extracted. The images were geometrically corrected (by a member 

of the same research group as the author at Durham University) using 25 ground control 

points, and georectified to the UK National Grid. The root mean square error of 

rectification was just over half a pixel. Figure 4-4 illustrates the image from Portugal and 

the 1995 image from Scotland and a subscene for the latter, showing the study area. 

Site Date Path / Row Upper Left Lower Right Geocoding 

bo June 24 t h Path = 20 x = 471,450 x = 543,450 to Universal 

Po
rt

u 1991 Row = 33 y = 4,327,800 y = 4,255,800 Transverse 
Mercator (UTM) 

i tl
an

d June 21 s t Path = 205 x = 175,297 x = 303,427 

i tl
an

d 

1995 Row = 22 y = 620,898 y = 506,268 to UK National u u 
July 11 t h Path = 205 x = 186,183 x = 295,713 Grid 

1989 Row = 22 y = 617,673 y = 512,013 

Table 4-1. Details of the satellite images 

4.2 Collection of Reference Data for Portugal 

The ground campaign was carried out by staff from the EMAP unit and from the 

Universidad de Lisb5a (Portugal) in June 1991, contemporaneously to the acquisition of 

the satellite image. A total of 12 sites of 3x3km2 were visited, some twice, covering an 

area of approximately 60x60km in and around Lisbon. 736 polygons were mapped. 

Figure 4-2 shows the typical landscape of the study area. The guidelines issued for the 

field survey (Wilkinson et al., 1994) recommended a minimum mapping area of 4ha 

(200m*200m). The field staff were asked to delineate homogeneous parcels on maps 

(1:25,000) and on aerial photographs (1:33,000) which were later digitised. Photographs 

were unfortunately only available for part of the test units at the time of the survey 

(Wilkinson and Folving, 1991). Homogeneous landcover types are defined as consisting 
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Image of Portugal site (1991) 

RGB = Bands 3,4, 5 
black = polygons from which 
ground reference data extracted 

Image of Scotland site (1995) 
RGB = Bands 3,4,5 
white box = location from which 
subscene extracted 

Subscene from 1995 
Scotland image 

RGB = Bands 3, 4, 5 
white = polygons from 
which ground reference 
data extracted 

Figure 4-4. Sample satellite images and location of reference 
data collection sites 



of one pure class, or consisting of an intimate mixture of pure classes where the physical 

distance between two classes is much less than one pixel and regular, for example an 

orchard. In this way, it can be assumed that any pixel extracted from the polygon will have 

the same composition as the polygon. A form was provided to record the composition of 

each parcel, a copy of which can be found in appendix B, section B . l . The information 

recorded for each polygon could include up to three vegetation species with their 

respective heights and percentage cover of the parcel; water content of surface (wet/dry); 

colour of surface not covered by vegetation; and composition of the surface not covered 

by vegetation. Percentage cover was estimated visually. Over seventy different landcover 

classes were recorded. The information was entered into an Oracle database and Arc/Info 

GIS. 

From this reference data, three data sets were created containing sixteen, fifteen and 

seven pure classes. Throughout the thesis, these data sets will be referred to as 'Portugal 

sixteen class', 'Portugal fifteen class' and 'Portugal seven class' respectively. 

4.3 'Portugal Sixteen Class' Data Set 

4.3.1 Methodology for creating the data set 

A data set was made available to the author which had been created from the 

reference data in the following manner. 

1- From the seventy or more reference classes reported in the survey, sixteen pure 

categories (listed in table 4-2) were defined to represent the landcover of the 

image. 

2- (a) Where possible, for each class, polygons covered 100% by the class were 

selected. 

(b) For some classes, in particular those which rarely occupy 100% of a polygon, 

the data were supplemented by selecting polygons which had the next highest 

coverage by the class. Examples of such classes include Bare Soil, Fresh 

Water, Maize, Aquatic Plants, Weeds and Grass. 

(c) For classes which never occupy 100% of a polygon, pixel data were extracted 

from polygons with a high coverage by the class but not complete (100%) 

occupancy. Examples of such classes include: Tiled/Concrete, Barley, Vines, 

Garrigue, Deciduous Forest and Coniferous Forest. Regardless of the actual 

composition of the polygon on the ground, it was considered to be occupied 

100% by the dominant class and assigned that class number. This is a common 
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method of producing training data for conventional classification when pure 

polygons are not available. 

3- A total of 12,505 pixel vectors were extracted from the image consisting of, for 

each pixel, the DN value for each of the six image bands and the class number of 

the polygon from which the pixel was extracted. 

Id. Class Name Pixels Id. Class Name Pixels 

1 Tiled / Concrete 314 9 Maize 282 

2 Sand 172 10 Aquatic Plants 501 

3 Bare Soil 868 11 Vineyards 1,046 

4 Sea Water 368 12 Weeds 1,141 

5 Fresh Water 277 13 Garrigue 1,465 

6 Estuary / Lagoon 721 14 Grasslands 3,331 

7 Wheat 423 15 Deciduous Forest 828 

8 Barley 311 16 Coniferous Forest 457 

Total number of pixels 12,505 

Table 4-2. Composition of the 'Portugal sixteen 
class' data set 

4.3.2 Analysis of the data 

The 'Portugal sixteen class' data set contains no mixture information which is 

typical of data sets created for conventional pure classification problems. As shown in 

table 4-2, the number of pixels in each class differs. As discussed in chapter i n , section 

3.3.5, the number of pixels within each class may provide the network with an a-priori 

weighting of the importance of that class and the testing file should therefore be 

representative of the distribution in the image; only then are the classification accuracies 

representative. The number of pixels per class for this data set were chosen partly on this 

basis (Wilkinson, personal communication). 

Spectral analysis 

An overview of the spectral separability of classes can be estimated by comparing 

their spectral signatures. Generally, the spectral graph of a class shows the mean value and 

standard deviation of each band. However, box plots show a number of other 

characteristics of the data beyond the simple mean and are used in this thesis. In a single 

box plot such as that represented in figure 4-5, the median of the data values is shown by 

a white line in the box. The spread of values is shown by the height of the box. The top of 

the box lies at the 75 t h percentile, the position in the data distribution below which 75% of 
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outlier 

median 

1 spread of 
values 

in 

00 

variable being analysed 

Figure 4-5. Illustration of a box plot 

the data lie, while the bottom of the box lies at the 25 t h percentile. Thus 50% of all values 

lie within the box whose vertical height is referred to as the Inter Quartile Distance (IQD). 

Asymmetry in the data is shown by the position of the white line, the median, with respect 

to the vertical dimensions of the box. When plotting spectra, horizontal dimensions are 

meaningless. However, i f the same variable is being compared, for example band 1 for 

several classes, then the width can be made to represent the number of samples which are 

present in the distribution. The vertical lines which extend beyond the boundaries of the 

box extend to the extreme values of the data or a distance of 1.5 *IQD from the centre, 

whichever is less. Data points which fall outside the vertical lines are outliers. Box plots 

of spectral signatures can be used to identify: 

• classes which have similar spectral signatures and may be expected to be 

difficult to distinguish, 

• the spread of values of each class, which provides an indication of the 

variability of spectral signatures within the class, 

• the number of outliers of each class, which shows how well the class is 

represented by statistics such as the mean and the variance. 

Figure 4-6 shows the spectra of the sixteen classes listed above, some of which are 

discussed in more detail below (n = number of pixels). 

The classes with the least spread and outliers are Sea Water and Estuary, shown 

in figure 4-7. Water is usually a well defined class with little variability so this is not 

surprising. On the other hand, Sea Water and Estuary classes share very similar spectral 

signatures and may be expected not to be well differentiated. Fresh Water and 

Coniferous Forest, shown in figure 4-8, appear to have the most outliers suggesting less 
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Figure 4-6. Spectra of the 'Portugal sixteen class' data set 



4-Sea Water 

n = 72 n = 368 

Spectral Band 

Figure 4-7. Spectra of the Sea Water class and the Estuary class 
of the 'Portugal sixteen class' data set 

well defined classes and consequently more confusion with other classes at the 

classification stage. The reason for outliers in the Fresh Water class may be the presence 

of vegetation within these pixels. This is suggested by the spectral signature of some of 

the pixels which is typical of vegetation such as Grass. The cause of outliers in the 

Coniferous Forest class is not clear. Both of these classes have a very small spread for 

50% of their values which means that there is more likelihood of there being outliers. For 

example, i f a class is defined by spectral values which have quite a large spread, as for 

example Wheat, then the likelihood of there being outliers for that class is smaller than 

for classes defined by very precise, and therefore small spread, values. This is because 

1.5*(IQD), defined above as being the distance beyond which points are considered to be 

outliers, is larger for poorly defined classes than for precisely defined classes. 

5-Fresh Water 15-Deciduous Forest 

n = 277 

— 

== =̂ ; 

m = 

n = 457 

Spectral Band 

Figure 4-8. Spectra of the Fresh Water class and the 
Coniferous Forest class of the 'Portugal sixteen class' data set 

The spectral signature for the non-water classes share a similar pattern: decrease in 

the signature between bands 1 and 2, increase between bands 2 and 5, decrease between 

bands 5 and 6. The position of the medians vary, as do the spread and the number of 

outliers. For example, the mean value in all the bands for Sand are higher than for any of 

the other classes. This makes it likely that the Sand class will be separable from the others. 

On the other hand, figure 4-9 shows that there is little difference between the Tiled/ 

Concrete signals and the Bare Soil signal for example. 
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1-Tiled/Concrete 3-Bare Soil 

n = 868 

s 

Band 

Figure 4-9. Spectra of the Tiled/Concrete class and the Bare 
Soil class of the 'Portugal sixteen class' data set 

In summary, the box plots are useful prior to classification to determine expected 

results and after classification to examine the reasons why classes may be confused. 

Indices which provide a mathematical representation of the difference between classes 

based on some form of distance measurement could also be used to quantify the 

separability of classes. However, these techniques usually produce a single number, 

which is to be taken as an indication of the separability of classes, which does not reveal 

any information on possible mixing between classes. 

Quantile-quantile plots 

As mentioned in chapter I I , section 2.3, the maximum likelihood classifier assumes 

that classes are normally distributed whereas the neural network makes no such 

assumption. Quantile-quantile plots are used to compare the distributions of two sets of 

data and can be used here to test the actual distribution of the data against the assumption 

of normally distributed data. In the plots, the percentiles of the data are compared against 

the same percentiles for, in this case, a standard normal; that is a normal with a mean of 

zero and a standard deviation of one. Even though one data set consists of discrete values 

(integer DNs) and the other consists of continuous values (the standard normal), provided 

there are enough points covering the range of values, this comparison is valid. On these 

quantile-quantile plots, if the data lies on the line, the actual data can be considered to be 

normally distributed. In conjunction with the spectral plots, the quantile plots can show 

whether there is a correlation between class definition and normal distribution of the data. 

Quantile plots were drawn for each band of each class. A sample of the plots are shown 

in figure 4-10 to figure 4-12. Al l quantile plots can be found in appendix B, section B.2. 

Figure 4- lO.a is the quantile plot for Sea Water, band 2. It shows that even though 

a class may be well defined spectrally as shown in figure 4-6.4, this does not imply a 
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Quanliles at Standard Normal Quart ias ot Standard Normal 

Figure 4-10. Quantile-quantile plots for band 2 of the Sea 
Water class (a) and band 4 of the Grass class (b) of the 
'Portugal sixteen class' data set 

normal distribution. On the other hand, a class with more variance in its spectra, such as 

Grass, may show approximately normal distribution in one of its bands, in this case band 

4 (figure 4-10.b). It seems therefore that there is no relation between class definition, and 

more particularly, the spread or not of values for each spectral band, and normal 

distribution. The step-like aspect of the Sea Water figure compared to the Grass figure 

is because of the scale of its y-axis. The shape of the plot is not a function of band number 

or class. Different classes may have similar distributions as illustrated by graphs for 

Coniferous Forest and Fresh Water (figure 4-11). 

16-Coniferous Forest 

(a) 

f~ 

f 

Quant las of Standard Normal Quaniies d Standard Norma! 

Figure 4-11. Quantile-quantile plots for band 5 of the Sea 
Water class (a) and band 3 of the Fresh Water class (b) of the 
'Portugal sixteen class' data set 

The same class may show normality in one of its bands but not another. Figure 4-

12 shows that band 4 of the Vines class seems to be approximately normally distributed 

whereas the data for band 5 is not. The quantile-quantile plots show in which direction 

data is skewed. For example, in the quantile plot for band 5 of the Vines class, the actual 

data has a larger tail in its lower values than the standard normal and is therefore 

negatively skewed. The quantile-quantile plots confirm that data is not always normally 
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Figure 4-12. Quantile-quantile plots for band 4 of the Vines 
class (a) and band 5 of the Vines class (b) of the 'Portugal 
sixteen class' data set 

distributed and that a technique such as maximum likelihood, which specifically assumes 

normality of the data may not be appropriate. 

The 'Portugal sixteen class' data set did not take advantage of the mixture 

information available for each polygon. Indeed, the aim of the process of extracting 

training data was to collect pixels which were as pure as possible. Location information 

for the pixels was not available. Therefore, a new data set was created from the reference 

data for the purpose of analysing mixtures. 

4.4 'Portugal Fifteen Class' Data Set 

The data set to be created required detailed mixture information. A mixture is 

defined both by its class composition and the percentage cover by each component; thus 

a mixture of [60% class 1 + 40% class 4] is considered to be a different mixture from [50% 

class 1 + 50% class 4]. 

The creation of this data set from the reference data required five steps: 

1- Correction of mistakes 

2- Removal of ambiguous polygons 

3- Reduction of the number of landcover types 

4- Buffering 

5- Simplification 

In the work presented in this thesis, the aim of the experiments was not the classification 

of images but rather an evaluation of the potential of the classifier. For this reason, the 

training and testing data sets were created to be representative of each other but not 

necessarily of the image. In fact, making training data sets that are representative of the 
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image to be classified is particularly difficult for soft classification problems as it implies 

a high degree of a-priori knowledge about the landcovers in the scene. 

4.4.1 Methodology for creating the data set 

1 - Correction of mistakes 

Since reference data is considered to be true and correct, mistakes must be 

minimised. Checking the reference data revealed a number of typographical mistakes and 

inconsistencies of class names which were corrected. In addition, the percentage coverage 

per class of some polygons did not sum to 100%. It is difficult to decide how to correct 

this; an arbitrary decision was taken to always add to the smallest percentage or to subtract 

from the largest. At this stage it was decided that no other modification could be made and 

this was considered the final and true ground information from which a data set could be 

created. There were 797 polygons. 

2 - Removal of ambiguous polygons 

Polygons with the following characteristics were removed from the data base: 

• whose landcover was either unique or ambiguous (for example: bregner 

(danish grass), salt, sun flower, wild oats, mixed, corn? (sic), pine-oak (no 

relative percentage coverage provided), trees (no species indication)), 

• which included the comment 'non-homogeneous', 

• for which the original survey form was missing and could not therefore be 

checked, 

• for which there was no composition information, 

• whose percentage composition was arbitrarily corrected in the previous step 

3 - Reduction of the number of landcover types 

Over seventy landcover classes had been recorded. Besides being unmanageable, 

many of these can be expected to have similar spectral responses. The landcover classes 

were therefore divided into 15 groups based on theme or expected spectral signatures. 

• The class name Fruit Trees grouped together vegetation types which 

included: apples, apricots, cherries, figs, fruit trees, olives, oranges, peaches, 

pears, plums and prunes. 

• The class name Horticulture grouped together vegetation types which 
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included: asparagus, beans, carrots, melon, mixed horticulture, potatoes, 

strawberries and tomatoes. 

• The class name Cereals grouped together vegetation types which included: 

barley, corn, maize, oats, wheat. 

a The class name Broadleaf grouped together vegetation types listed as: cedar, 

eucalyptus, oak. Broadleaf is used in preference to deciduous because some 

of the tree types such as the eucalyptus trees do not actually shed their leaves. 

9 The class name Grass grouped together vegetation types listed as: grass or 

weeds. 

• The class name Coniferous replaced the vegetation type listed as: pine. 

• The class name Marsh grouped together vegetation types which included 

reeds or rice. 

• The class name Urban grouped together non-vegetation types which 

included: asphalt, concrete, construction material, metal, tile, urban, gardens, 

plastic. 

• The class name Stones grouped together non-vegetation types which 

included: dirt road, quarry, stones, rock, rubble, gravel, non-asphalt roads. 

• Shrubs, Stubble, Vines, Bare Soil, Sand and Water were kept as class 

names. 

At this point there were 15 landcover classes and 303 different mixtures. Each of the 

fifteen class is considered to be a pure class even though it may be composed from several 

original landcover classes. 

4 - Buffering 

Polygons were then buffered within the GIS by 30m (1 pixel) to eliminate the 

problems which arise from pixels lying on boundaries. As figure 4-13 shows, border 

pixels may be assigned to no class or to the wrong class because of location errors between 

lines and points in a GIS and because of the accuracy of the geocoding and georeferencing 

processes, usually half a pixel (Thomas et al.,. 1987). The green pixels in figure 4-13.a 

could be assigned to no class. The orange pixel in figure 4-13.a could be assigned to class 

B, even though it actually belongs to class A. Buffering removes these problem pixels as 

shown in figure 4-13.b, so that the remaining pixels can confidently be said to belong to 

the polygons they are identified with and therefore to that class composition. When 
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Figure 4-13. Illustration of the problem of boundary pixels (a) 
and buffered polygons (b) 

buffering was applied, some polygons automatically disappeared as they became too 

small to be represented. In addition to these, polygons with an area smaller than 3600m2 

were also removed. For a square polygon this would correspond to a size smaller than 2x2 

pixels. Figure 4-14 shows the results of this set of operations on a test unit. At this stage, 

483 polygons remained of 233 different mixtures, and 42,589 pixels were extracted. 

M r 
Q 

Figure 4-14. Digitized boundaries of (a) polygons 
and (b) polygons after buffering for one of the sites 
surveyed in Portugal 

5 - Simplifying 

The data set was further reduced by: 

• removing polygons with mixtures containing a component less than 10% (92 

mixture types e.g. [40% class 1 + 2% class 3 + 58% class 11]), 

• removing polygons with mixture components which were not multiples of 10 

(e.g. [25% class 10 + 75% class 14]), 

• removing polygons with [50%-50%] compositions (no dominant class). 
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At this point, 108 mixture types remained. The data set contains 27,651 pixels 

extracted from the image. The list the 108 of cover types which make up the fifteen class 

data set are listed in appendix B, section B.3. The list of cover types removed in steps 4 

and 5 above are listed in appendix B, section B.4. The accuracy of classification of the test 

data set assuming that all pixels are pure was about 70% for this data set whereas it was 

about 50% before being simplified. 

4.4.2 Analysis of the data 

Spectral analysis 

The analysis of soft classification training and testing data, that is mixed pixel 

information, is very complex unless there are few classes and mixtures. For example, in 

this data set there are 108 different mixtures which makes it impossible to study individual 

spectral signatures for each composition. Furthermore, not all of the fifteen pure classes 

occur as 100% cover of a polygon. One of the unfortunate consequences of simplifying 

the data is the removal of polygons whose coverage is almost pure; for example, whereas 

class 3 covered 90% of a polygon in the mixture [6% class 1 + 90% class3 + 3% class 6 

+ 1% class 10], after simplification, the only occurrence of class 3, Stones, was in the 

mixture [10% class 3 + 90% class 12]. The maximum occupancy for some classes such 

as Vines and Fruit Tree was only 50% or 60%. Therefore, for each of the fifteen classes, 

an example composition was chosen where the percentage cover of the class is 

maximised; they may not necessarily be dominant in terms of percentage cover for the 

reasons given above. The examples are listed in table 4-3 and their spectra are shown as 

box plots in figure 4-8. 

By plotting the spectra of the examples listed in table 4-3, a similar analysis to that 

provided for the 'Portugal sixteen class' data set can be carried out although it is restricted 

to the examples that have been chosen. Figure 4-15 shows the spectra for the 'Portugal 

fifteen class' data set. Numbers of pixels per class vary greatly here, but these are not the 

only pixels in the data set for these classes. 

• Stones, Stubble, and Fruit Trees have quite well defined signatures with 

little spread or outliers. 

• The Stones class has a fairly distinct signature which, strangely it is thought 

at first, is more similar to the Shrubs class than to the Urban class for 

example. However, considering that Stones only exists as part of a mixture 

with 90% Shrubs, it is not surprising. 
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Id. Class Name Example Composition of Polygon with 
Maximum Percentage Occurrence of the Class 

Number 
of Pixels 

1 Bare Soil 100% 1 663 

2 Sand 100% 2 69 

3 Stones 10% 3 +90% 12 93 

4 Water 100% 4 798 

5 Marsh 90% 5 + 10% 1; 90% 5 + 10% 4 108 

6 Urban 100% 6 362 

7 Stubble 100% 7 140 

8 Cereals 100% 8 249 

9 Horticulture 70% 9 + 30% 1 39 

10 Grass 100% 10 1,899 

11 Vines 60% 11 + 10% 10 + 30% 1; 60% 11 + 40% 10 1,342 

12 Shrubs 90% 12 + 10% 3; 90% 12 + 10% 10 299 

13 Fruit Trees 20% 1 +30% 10 + 50% 13 9 

14 Broadleaf 90% 14+ 10% 10 10 

15 Coniferous 90% 15 + 10% 12 5 

Table 4-3. List of pure classes of the 'Portugal 
fifteen class' data set and example mixture 
compositions 

• The Stubble class's spectral signature overlaps the Bare Soil class which 

makes it likely that the two will be confused at the classification stage. 

• Fruit Trees have a signature which is similar to Shrubs but with slightly 

higher DN numbers for all bands except band 4. 

• Horticulture is a slightly less well defined class, with a small number of 

outliers, and its spectral signature is similar to that for Cereals. 

• For the classes which were also defined in the 'Portugal sixteen class' data 

set, there are some differences. For example, Bare Soil has a larger spread of 

values in the 'Portugal fifteen class' data set than the 'Portugal sixteen class' 

data set, as does the Sand class, even though they both have fewer pixels than 

in the previous data set. The Vines class also has a larger spread of values but 

it also has more pixels. 
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Figure 4-15. Spectra of the 'Portugal fifteen class' data set 
(n = number of pixels) 



e On the other hand, the Broadleaf and Coniferous forest classes have more 

precisely defined signatures in the 'Portugal fifteen class' data set than in the 

'Portugal sixteen class' data set. The outliers present in the sixteen class data 

set have been removed. This is not surprising considering the number of 

pixels plotted here (10 and 5 respectively). There is very little difference 

spectrally between these two classes, and between the two classes and the 

spectral signature for Shrubs. This leads to the expectation that these classes 

may be confused at the classification stage. 

• The Shrubs class has a very similar signature to its equivalent Garrigue in 

the sixteen class data set. 

• On the other hand, the Marsh class and its equivalent, the Aquatic Plants 

class in the sixteen class data set, surprisingly do not have similar signatures. 

The Marsh class has higher DN values in bands 4, 5 and 6. It is not clear why 

this is so. 

• The Urban class of the fifteen class data set is less well defined than the 

Tiled/Concrete class of the sixteen class data set but their definition was also 

different, the original classes that make up the Urban class being more 

varied. 

Finally, there are three classes in the 'Portugal fifteen class' data set which group together 

classes from the 'Portugal sixteen class' data set: 

• Water, Cereals and Grass. Not surprisingly, these classes have more spread 

and more outliers than the single classes from the sixteen class data set since 

they group two or more signatures together. 

From the spectral analysis, it could be decided to remove or redefine some classes 

such as the Stones class for example. This was not done here as the data were not intended 

for image classification and a spread of quality in the classes was felt to provide a better 

overview of the potential of the neural network classifier. 

Composition matrix 

The composition of the data set is particularly difficult to summarise because of the 

large number of different mixtures. One type of summary table is presented in table 4-4. 

Mixtures are read as follows. 

Mixtures are ordered on their dominant class, the class which individually covers 

the largest percentage area. In the column titled 'Class Name of Dominant Class', i f the 
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I d . 
Class Name of 

Dominant 
class 

Class Name of 
Secondary Class in 

T w o Component 
Mixture 

Class Names of Secondary/ T h i r d 
Classes in T h r e e Component Mixtures 

Class Names of Second, T h i r d , 
F o u r t h Classes in F o u r 
Component Mixtures 

10 - G r a s s 16- U r b a n 
10 - G r a s s / I I - Vines 

6- Urban 10 - G r a s s / 14 - Broadleaf 
7- Stubble 
8- Cereals 

11 - Vines / 10 - G r a s s 
11 - Vines/13 -Fruit Trees 

1 0 - G r a s s / 13 - Fruit Trees / 1 2 -
Shrubs 
13 - Fruit Trees / 10 - G r a s s / 12 -
Shrubs 

1 Bare Soil 9- Horticulture 
10- Grass 

12 - Shrubs / 13 - Fruit Trees 
13 - Fruit Trees / 1 0 - G r a s s 

1 0 - G r a s s / 13 - Fruit Trees / 1 2 -
Shrubs 
13 - Fruit Trees / 10 - G r a s s / 12 -
Shrubs 

11- Vines 13 - Fruit Trees / l l - Vines 

1 0 - G r a s s / 13 - Fruit Trees / 1 2 -
Shrubs 
13 - Fruit Trees / 10 - G r a s s / 12 -
Shrubs 

13- Fruit Trees 13 - Fruit Trees / 12 - Shrubs 
14 - Broadleaf / 1 0 - G r a s s 
15 - Coniferous / 12 - Shrubs 

3 Stones 

4 Water 
1 - Bate Soil 
5- Marsh 

1- Bare Soil 
5 Marsh 4 • Water 

10 - Grass 

Si I Irhan 
10-Grass 
12-Shrubs 

1- Bare Soil 

1 - Bare Soil 

8 Qttfllll 10 - Grass 
14 - Broadleaf 

9 Horticulture 1 - Bare Soil 
1 - Bare Soil 16- U r b a n 
I - Bare Soil / 10 - G r a s s 

1 - Bare Soil 
4 - Water 
5 - Marsh 
8 - Cereals 
12- Shrubs 
13 - Fruit Trees 
14 - Broadleaf 

I - Bare Soil / I I - Vines 
I I - Vines / 1 - Bare Soil 

1 - Bare Soil /11 Vines / 1 3 - Fruit 
Trees 
1 - Bare Soil / 1 3 - Fruit Trees / l l -

l f l Grass 

1 - Bare Soil 
4 - Water 
5 - Marsh 
8 - Cereals 
12- Shrubs 
13 - Fruit Trees 
14 - Broadleaf 

12 - Shrubs I IS - Coniferous 
13 - Fruit Trees / 1 - Bare Soil 
14 - Broadleaf / 1 - Bare Soil 
15 - Coniferous / 1 - Bare Soil 

Vine.s 
13 - Fruit Trees / 1 - Bare Soil / 12 -
Shrubs 
1 - Bare Soil / 13 - Fruit Trees / 1 2 -
Shrubs 

n Vines 1 - Bare Soil 1 - Bare Soil / 1 0 - G r a s s 
1 - Bate Soil / 1 0 - G r a s s / 1 3 - Fruit 
Trees 

1 - Bare Soil / 14 - Broadleaf / 1 5 -
Coniferous 

3 - Stones 1 - Bare Soil / 15 - Coniferous 1 - Bare Soil / 15 - Coniferous / 14 -

12 Shrubs 
6 - Urban 10 - G r a s s / 15 - Coniferous Broadleal 

12 Shrubs 
10- Grass 1 4 - B r o a d l e a f / 1 0 - G r a s s 15 - Coniferous / 1 - Bare Soil / 14 -
15 - Coniferous 14 - Broadleaf / 1 - Bare Soil Broadleal 

15 - Coniferous / 14 - Broadleaf /1 -
Bare Soil 

1 - Bare S o i l / 1 0 - G r a s s / 1 2 -

13 Fruit Trees 1- Bare Soil 1 0 - G r a s s 11 - Bare Soil Shrubs 
1 0 - G r a s s / l - Bare Soil / 1 2 -
Shrubs 

1 0 - G r a s s / 1 - Bare Soil 

14 Broadleaf 
10 - Grass 
12 - Shrubs 

12 - Shrubs/l - Bare Soil 
12-Shrubs/ 10 - G r a s s 
15 - Coniferous / 12 - Shrubs 

15 Coniferous 
10 - Grass 
12 - Shrubs 

10 - G r a s s / 1 - Bare Soil 
12-Shrub / l - Bare Soil 
14 - Broadleaf / 12 -Shrubs 

12 - Shrubs / 1 - Bare Soil / 14 -
Broadleaf 
12 - Shrubs / 14 - Broadleaf / 1 -
Bare Soil 

Table 4-4. Summary of the composition of 
mixtures in the 'Portugal fifteen class' data set 
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class name is underlined, it exits as a pure polygon, covered 100% by that class. For each 

row, the second column lists the secondary classes in two class mixtures with each of the 

first classes listed in the first column. The mixtures are organised so that they only appear 

once in the row of the dominant class. Thus a Grass - Bare Soil mixture, where Grass is 

the dominant class will be listed under class 10, Grass, but not under class 1, Bare Soil. 

Furthermore, classes are listed in decreasing order of importance. Thus a three class 

mixture Bare Soil» Grass - Urban is not the same as a three class mixture Bare Soil -

Urban - Grass. In the first, Grass is more dominant than Urban whereas in the second 

the opposite applies. These mixtures would therefore both appear in the table under the 

Bare Soil row. Percentage cover is not considered. If coverage is equal between classes, 

one selection is listed, chosen arbitrarily. 

The table can be used to establish, for example, that 

• Sand only exists as a pure (100% coverage) class; 

• Stones, which is not underlined and is not the dominant class of a mixture, 

only exists as part of a mixture, as a secondary class at most; 

• the classes which mix the most are Bare Soil, Grass and Shrubs followed by 

Coniferous and Broadleaf classes; 

• Fruit Trees is not often dominant in a mixture but appears quite often as a 

third or fourth component, similarly to Vines which, with Horticulture, is 

always mixed with Bare Soil; 

• the other classes, Water, Marsh, Urban, Stubble and Cereals only exist as 

part of two component mixtures or as pure classes. 

However, although table 4-4 is useful for a rapid overview of the mixing of classes, 

it does not provide quantitative composition information such as the number of pixels of 

each class. For simple data sets, such an analysis can be earned out manually but for this 

very large data set, it was necessary to develop an automatic method for representing the 

mixture information from the reference data. For this purpose, a so called 'Composition 

matrix' was developed. 

The Composition matrix for the 'Portugal fifteen class' data set is shown in figure 

4-16. The matrix lists the pure class numbers vertically (A). Horizontally (B), it lists the 

possible positions within a mixture. For example, i f there is a maximum of four 

components mixing in the reference data, then there are four possible positions in which 

a class can lie. The matrix is filled by counting the number of times a class occurs in each 

position. For example, in a [60% class 5 + 40% class 14] mixture, the counters for the 
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B 
Position of the class 
in a mixture 
1 = dominant 
2 = secondary 
3 = third etc. 

#File used in composition matrix: Portugal_15_classes.dat 

COMPOSITION Matrix 

Pos id l-> 

A 
Pure class 
identification 
number 
e.g. 1 = Bare Soil 
2 = Sand etc. 

D 
Number of pixels 
which contain the 
position, e.g. 8891 
pixels have three 
components 

Name of file 
from which the 

' composition matrix 
was calculated 

Class Numl 1 2 3 4 Class 

|__ Total Total 

1 ! 5485 8119 4234 0 == 17838 

2 1 102 0 0 0 102 

3 1 0 133 0 0 133 

4 1 1292 356 0 0 == 1648 

5 1 208 0 0 0 208 

6 1 713 281 181 0 == 1175 

7 1 938 0 0 0 938 

8 1 672 5 0 0 677 

9 1 129 6 0 0 135 

10 1 11493 3641 2238 0 == 17372 

11 1 2195 3970 72 0 == 6237 

12 1 1640 2199 565 52 == 4456 

13 1 63 135 72 129 399 

14 1 1914 4564 765 0 == 7243 

15 1 

_ . . L 

2141 1281 764 131 == 4317 

Pos Total 1 28985 24690 8891 312 == 62878 

There were 5256 pixels with equal coverages. 

c 
Total number 
of pixels which 
contain the class 
e.g. 6237pixels 
contain class 11 

Number of pixels with two or more classes 
with equal percentage cover 

Figure 4-16. Composition matrix for the 'Portugal fifteen 
class' data set 

dominant position of class 5 and the secondary position of class 14 would both be 

increased by one. I f two or more classes cover the same proportion of a pixel, for example, 

[30% class 1 + 40% class 2 + 30% class 6], then both (or more) class counters for the 

relevant position are incremented by one; in the example, the counters in position two of 

classes 1 and 6 would both be increased. The column on the far right entitled 'Class Total' 

shows how many pixels contain each of the classes, irrespective of the class position in 

the mixture (C). This provides an idea of the a-priori probabilities of each class. However, 

if two classes are present in the same number of pixels but one class is mainly present as 

a dominant class whereas the other is mainly present as a secondary class, the a-priori 

probabilities are not the same. The matrix also provides a breakdown of the position of 

classes within pixels. The last row of the matrix (D), entitled 'Pos. Total' (Pos. = Position) 

provides, for each column of the number of components, the number of pixels which 
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contain that number of components. Finally, the last line (E) indicates the number of 

pixels which had two or more classes with equal percentage cover. 

For example, from this composition matrix, it is possible to tell the following. 

9 Sand, Marsh, Stubble, Cereals, and Horticulture exist almost exclusively 

as dominant classes within a mixture. 

9 Fruit Trees mainly exists as a second (34%), third (18%) or fourth (32%) 

component of a mixture; only 16% of pixels containing the class Fruit Trees 

have it as a dominant class. 

9 Deciduous Forest occurs as a secondary class 66% of the time whereas it 

occurs as a dominant class only 26% of the time. 

In other words, the composition matrix allows the user to calculate the percentage of each 

class within the data set, the percentage of each class at each position of a mixture and 

other similar statistics. 

4.5 'Portugal seven class' Data Set 

The 'Portugal fifteen class' data set which was created for the purpose of this thesis 

is complex and large which makes its analysis difficult. A smaller, further simplified data 

set containing seven pure classes was created with limited numbers and types of mixtures. 

4.5.1 Methodology for creating the data set 

The 'Portugal fifteen class' data set was reduced by: 

1- only considering those classes which had at least one polygon with 100% 

coverage, 

2- from the above, only considering those classes in two component mixtures, 

3- ignoring Stubble as a class because of its ambiguous definition, 

4- defining the Vines class as a homogeneous mixture of soil and vine plants and 

changing proportions in consequence. For example, [30% Vines + 70% Bare 

Soil] becomes 100% Vines. 

The final data set included Bare Soil, Sand, Water, Urban, Cereals, Grass and Vines 

as pure classes. 11,852 pixels were extracted. The individual classes and the mixture types 

are listed in table 4-5. The composition matrix for this data set is listed in appendix B, 

section B.6. It was not necessary to have a set of classes which were representative of the 

original landscape since only accuracy was of interest here. 
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Id. 
Class 
name 

Pure 
Types 

Number 
of Pixels Mixture Types 

Number 
of Pixels 

1 Bare Soil 100% 1 984 20% 1 80% 6 1,063 

2 Sand 100% 2 102 30% 1 70% 6 225 

3 Water 100% 3 1,196 40% 1 60%06 248 

4 Urban 100% 4 528 70% 1 30% 6 270 

5 Cereals 100% 5 372 80% 1 20% 6 714 

6 Grass 100% 6 2,827 20% 6 80% 7 1,419 

7 Vines 100% 7 1,024 40% 6 60% 7 718 

20% 3 80% 6 162 

Total Number of Pixels 11,852 

Table 4-5. Composition of the 'Portugal seven 
class' data set 

4.5.2 Analysis of the data 

Spectral Analysis 

The smaller number of mixtures, compared to the 'Portugal fifteen class' data set, 

allows the spectra for each mixture type to be displayed. Figure 4-17 shows the spectra 

for each of the categories listed in table 4-5. The spectra have been arranged so that 

mixtures are ordered between the pure spectra that compose them, in decreasing order of 

the percentage of the class on the left and increasing order of the percentage of the class 

on the right. Classes 2,4 and 5 do not exist within mixtures in this data set. The categories 

and their spectra presented in figure 4-17 have been divided up for a more detailed 

analysis below. 

Figure 4-18 shows the spectra for each of the classes in their pure state. Some of the 

classes have a large spread of values in each of the bands, particularly Bare Soil, Sand, 

and Cereals. The Water class seems, as before, to be composed of two distinct signatures, 

one of which is vegetation, which implies poor definition of the polygons at the ground 

campaign stage. It is possible that some of the Water polygons were mapped in areas of 

rice fields even though no vegetation was recorded on the campaign sheet. The Grass 

class has a number of outliers in the lower part of the spectra which suggest that there may 

be non-grass pixels within this class. The Vines class has less spread in its values than the 

Bare Soil, Sand and Cereals classes and no outliers. 
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Figure 4-17. Spectra for the 'Portugal seven class' data set 
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Figure 4-18. Spectra for the 100% pixels 

Figure 4-19 shows the spectra for Water, Grass, and mixtures in between. [20% 

Water + 80% Grass] is actually more similar to the pure Water spectra, excluding the 

outliers, than it is to the Grass class. This indicates that either the percentages indicated 

in the ground survey are wrong or Water and Grass mix non-linearly. Linear mixing 

implies that the classes affect the spectral signatures proportionally to the percentage of 

the pixel they cover. I f the percentages recorded in the field survey are correct, then it 

20% 03 + 80% 06 

n= 1196 n= 162 n= 2827 

Spectral Band 

Figure 4-19. Spectra for 100% Water, 100% Grass and 
mixture in between 
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seems that the presence of Water has a stronger influence on the composite signal from 

the mixture than does the Grass class. 

The spectra in figure 4-20 show the mixtures of Grass and Bare Soil and appear to 

confirm that mixing between classes is non-linear. I f the classes mixed linearly, the 

expected pattern of the signatures would be a gradual transformation from one class into 

the other. As the percentage of Bare Soil decreased and that of Grass increased, the 

spectra would be expected to look less like Bare Soil and more like Grass. This is not the 

case. The mean of the spectra at each band drops significantly with only 20% less Bare 

Soil than a pure pixel and the spectra are not that close to the pure Grass signal either. 
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Figure 4-20. Spectra for 100% Bare Soil, 100% Grass and 
mixtures in between 

Finally, figure 4-21 shows the spectra for a mixture of Vines and Grass. Again, the 

spectra of the mixtures do not lie between the spectra of the pure classes which compose 

them. For example, the mean of band 5 for the mixtures is higher than the means of band 

5 for either pure components. 

The fact that the spectra do not appear to mix linearly suggests that a linear mixture 

model may not be appropriate to this problem. It also implies that the network will have 

to find a mapping between class coverage and spectral signal which is not obvious in these 

graphs. 
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Figure 4-21. Spectra for 100% Grass, 100% Vines and 
mixtures in between 

The description and analysis of the data sets from the Portugal site is now complete. 

As the description shows, the production of data sets on which to train and test a classifier 

can be extremely time consuming. The complexity and size of the data sets from the 

Portugal site have been highlighted. Quantile-quantile plots have shown that data may not 

be normally distributed and spectral box plots have shown that mixing may not be linear, 

implying that other classification techniques such as the maximum likelihood classifier 

and the linear un-mixing model may not be appropriate. 

The method for creating the data sets caused some difficulties. For example, the two 

parcels shown in figure 4-22 and figure 4-23 are both defined as 100% bare soil. 

Consequently, even though pixels from these parcels wi l l have different spectral 

signatures, they cannot be differentiated in the data set. Furthermore, the visual 

interpretation of percentage cover by different field staff produced inconsistencies in the 

data. For example, figure 4-24 and figure 4-25 show photographs of vineyards and their 

description. Although the difference between the vine content of figure 4-24 and figure 4-

25 is only 2% according to the interpreters, from the photographs, the difference appears 

to be larger; for the photograph in figure 4-25 (and albeit not from on the ground), the 

author would have assigned a percentage of 15-20% of vines rather than the 5% assigned. 

For these reasons, which later translated into difficulties in the interpretation of 

results of the experiments, another site was chosen, from which precise and accurate data 

sets could be created. These are described in the next section. 
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Figure 4-22. Photograph showing a parcel described as containing 
[100% bare soil] 

Figure 4-23. Photograph showing a different parcel described as 
containing [100% bare soil] 
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Figure 4-24. Photograph showing a parcel tlescrihed as containing 
[3% vines + 97% hare soil] 

- f -

Figure 4-25. Photograph showing a parcel descrihed as containing 
[5%vines + 5% weeds + 90% hare soil] 
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4.6 Collection of Reference Data for Scotland 
A number of studies, mostly carried out in areas of natural forest, have shown that 

parameters of coniferous forests such as height (Franklin, 1994), mean diameter at breast 

height (Danson and Curran, 1993) and tree growth (Ahern et al, 1991), and derived 

variables such as basal area (Brockhaus and Khorram, 1992) and stand density (Horler 

and Ahern, 1986) are significantly correlated with reflectance signals picked up by the 

Landsat T M sensor. In fact, changes to these variables, for example from growth of the 

trees, reflect changes in the relative proportions of trees and background; that is, the extent 

of canopy closure. Background vegetation and soils generally have a higher reflectance 

than conifer canopies (Franklin, 1986; Gemmel and Goodenough, 1992) and so the 

reflectance measured by the sensor decreases as the percentage tree cover increases. This 

can be used to advantage to study the presence or absence of the understory vegetation 

(Stenback and Congalton, 1990). It is therefore hypothesised that a study of the mixing 

between coniferous trees and grass can substitute measurements of the proportions of sub-

pixel components with measurements of structural variables of the forest. 

Most studies reported in the literature have been carried out in areas of natural 

forest. Although the structural variables which describe the forest are the primary source 

of changes in reflectance, other sources that affect the signal of the forest cover include 

slope, tree spacing, species composition, type of background and tree health. The site 

chosen for this study is situated in the Dumfries and Galloway region of Scotland and its 

typical landscape is shown in figure 4-3. It consists of plantations of coniferous forest and 

has the following advantages over a natural forest area: 

• almost unique species composition (mainly Sitka Spruce); 

• forest understory (when present) consisting almost exclusively of grass; 

• regular and dense planting; 

• simple single storied homogeneous canopies with few gaps; 

• most trees planted on flat or gentle slopes; 

• minimal thinning and, whenever possible, immediate control of disease and 

poor growth. 

In addition, only a small proportion of the image is used and the scene is of good quality 

with little atmospheric influence. The relationship between structural parameters and 

canopy reflectance can therefore be expected to be strong and a high degree of confidence 

in their accuracy, associated with the data sets. 
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Ancillary data for the area included 

• 1: 10,000 colour aerial photographs (1992); 

• 1: 10,000 forest stock maps (1980's mainly). 

These were made available to the Department of Geography by Forest Enterprise, UK. 

Stock maps are produced by the Forestry Commission and identify forest compartments 

in terms of extent, year of planting and species composition. Unless trees are harvested or 

thinned, the planting date and species composition of parcels provided on stock maps can 

be taken as correct. Aerial photographs are invaluable for estimating the homogeneity of 

an area and the degree of closure of the canopy, both of which are often impossible to tell 

from the ground. The aerial photographs predate the 1995 image and postdate the 1989 

image by three years. Although this should be taken into account, particularly for younger 

trees, three years is a short time in terms of tree growth and should therefore have a 

minimal effect on interpretation. 

From these data, a first reference data set was created by delineating areas on stand 

maps which appeared to be homogeneous according to the aerial photographs. Areas of 

closed canopy, medium density and low density trees were chosen. As the density 

decreases so does the homogeneity. Boundaries of the polygons were drawn at a distance 

of more than 30m from the stand edges to eliminate the need to buffer the polygons later. 

These data are typical of conventional pure classification data; each polygon is assigned 

to only one class. 

In addition to these data, a forest survey was carried out by the author and staff from 

the Department of Geography of Durham University, in May 1996. Only Sitka Spruce 

stands were chosen to limit the effect of species differences on the signal variability of the 

pixels. The ground survey was carried out as follows: 

1- Prior to the field survey, using aerial photographs, homogeneous areas were 

identified. Although random sampling may theoretically be the best 

methodology, practical considerations such as accessibility often limit this 

method and polygons to be surveyed were also considered for ease of access. The 

polygons were delineated on the stand maps, at a distance of more than 30m from 

stand boundaries, and digitized. 

2- (a) In the field, at each site to be surveyed, plots were located at more than 30m 

from the stand edge. 

(b) Once within the area to be surveyed, a marker was thrown randomly to 

represent the centre of a plot. A circle of 5.3m radius was marked out within 
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which measurements were taken. As mentioned in a separate study from the 

same research group (Puhr, 1997), surveying larger plots was impractical 

considering the difficult working conditions found in the plantations. However, 

the homogeneity and simplicity of the forest should allow the plots to be 

representative of the whole stand. 

3- (a) For every tree in the plot that was not dead, the species was noted and 

Diameter at Breast Height (BH = approximately 1.3 m) measured. Dead trees are 

not included as they do not contribute significantly to the canopy's spectral 

response. Each stem of multi-stemmed trees was measured. 

(b) Using a clinometer, which measures the angle between the observer and the 

object being pointed at, measurements were taken for the height of the thickest 

tree, or another if visibly higher. I f the top of the tallest tree was not visible from 

within the stand, measurements were taken from outside. The distance and the 

slope between the observer and the tree was recorded. 

(a) Slope and aspect of the plot were recorded together with any comments 

concerning the plot. 

4- Where possible, since signals were not received within closed canopies, a 

position was read using a Global Positioning System - it was later estimated to 

be accurate to within 10m. 

In total, 16 sites were visited; in some two to three plots were measured. Appendix B, 

section B.7. shows a survey sheet for one of the plots. A sample aerial photograph used 

in the survey, on which the approximate location of the digitized polygons and polygon 

reference numbers are indicated, is provided in figure 4-26. Spatial location of plots was 

very well controlled with the use of these large scale photographs, maps and a Global 

Positioning System. 

4.7 'Scotland Eight class' Data Set 

4.7.1 Methodology for creating the data set 

A data set was created from the 1989 image and the homogeneous polygons of pure 

classes described in the previous section which will be referred to as the 'Scotland eight 

class' data set, whose composition is listed in table 4-6. Classes are considered to be pure. 

For example, pixels which belong to the class Low Density Trees are covered by a 

mixture of trees and grass but the scale of mixing is considered to be less than the size of 

the pixel, so that the percentage cover of the polygon by each class, trees and grass, is 
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Figure 4-26. Sample aerial photograph showing the approximate 
position of some digitized polygons for location in the field. 
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Id. Class Description Number 
of 

Pixels 

1 Closed Canopy Sitka Spruce 189 

2 Closed Canopy Lodgepole Pine 209 

3 Water 267 

4 Background (Grass, Rocks) 637 

5 Deciduous 418 

6 Low Density Trees (mainly Sitka Spruce) 376 

7 Medium Density Trees (mainly Sitka Spruce) 208 

8 Closed Canopy Trees (Mixed) 425 

Total number of pixels 2,729 

Table 4-6. Composition of the 'Scotland eight 
class' data set 

representative of that of each individual pixel. 2,729 pixels were extracted from the 1989 

image to form this data set. 

4.7.2 Analysis of the data 

The spectra for each of the eight classes were plotted and are shown in figure 4-27. 

• The Water class has a different signature from all the others and can therefore 

be expected to be easily separated. 

• The Closed Canopy Sitka Spruce and Closed Canopy Lodgepole Pine 

classes are differentiated spectrally by a higher median value for Closed 

Canopy Sitka Spruce in bands 4 and 5 particularly. Both classes have some 

outliers. 

• Low Density Trees and Medium Density Trees, which are mainly Sitka 

Spruce, are differentiated from their closed canopy equivalent by higher 

values in all the bands and particularly bands 4, 5 and 6. The median for 

Medium Density Trees are slightly lower than for Low Density Trees. The 

latter class has no outliers, the former class has a few. 

• The Closed Mixed (SS-LP) class has values which are between the Closed 

Sitka Spruce and Closed Lodgepole Pine spectra, with few outliers. 

• The Background class has higher spectral values in all bands. It also has a 

larger spread of values and is less well defined. 

• Finally, the Deciduous forest class has the highest median in band 4 of all the 
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classes and a median in class 5 which is higher than for the closed canopy 

classes and the mixed canopy classes but lower than the Background class. 

From these spectra, a relatively good accuracy of classification can be expected as classes 

seem well defined and separable. 

1 -Closed Sitka Apruce 2-Closed Lodgepole Pine 3-Water 

n= 189 n= 209 n= 267 

Speed a] Band Spectral Band Specbal Band 

4-Background 5-Deciduous 6-Low Density Trees 

n= 376 n= 637 1=4 8 

Spectral Band Spectral Band 

7-Medium Density Trees 

Spectral Band 

8-Closed Mixed 

n= 208 

1 2 3 4 S 7 

Spectral Band 

n=425 

Figure 4-27. Spectra for the 'Scotland eight class' data set 

4.8 'Scotland Bio All' and 'Scotland Bio Box' Data Sets 

4.8.1 Methodology for creating the data sets 

From the measurements taken in the field, as described in section 4.6, Basal Area, 

Height and Stem Density values were calculated for each digitised polygon. A summary 

of the values is provided in table 4-7; when there were several plots, values for each plot 

were averaged. 

1- Basal Area is the total area within the plot which is covered by tree trunks. It is 

calculated using the diameter at breast height (DBH) for each tree. Basal Area 

for each stem of multi-stemmed trees are included. 

2- Height is calculated from angle measurements using trigonometry. I f the ground 

is not level, the effect of the slope should be taken into account. 
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Polygon 
Visit Id. 

Height 
in m 

Basal 
Area in 

m 2 

Stem 
Density 
in trees / 

ha 

Year of 
Planting 

1 12.75 39.51 3,060 1960 

2 15.56 71.94 2,946 1963 

3 18.04 57.28 2,606 1962 

4 7.00 36.57 1,700 1976 

5 5.31 6.34 1,303 1979 

6 6.17 21.00 1,700 1979 

7 5.42 17.57 1,813 1979 

8 17.76 62.35 3,060 1955 

9 13.60 56.45 1,926 1971 

10 18.64 56.76 3,683 1956 

11 5.27 15.21 1,586 1981 

12 5.68 22.00 1,926 1981 

13 4.49 9.73 1,586 1981 

14 5.16 9.99 1,700 1981 

15 7.34 26.46 1,813 1975 

16 17.56 56.17 2,776 1948 

Table 4-7. Summary of the variables calculated 
from field measurements for the Scotland site 

3- Stem Density values are calculated by counting the number of trees in the plot; 

multi-stemmed trees are counted as one. Two data sets were created from the 

1995 image: 'Scotland bio all' and 'Scotland bio box'. 

(a) For the first data set, 'Scotland bio all ' , all the pixels in every digitized 

polygon were extracted along with their corresponding structural measurements. 

Then pure Grass pixels were added. The size of this data set was 936 pixels. 

Upon analysis of the data, variability was found to be quite large and it was 

decided to create a second data set. 

(b) The second data set, 'Scotland bio box', was created by extracting only the 

channel values for pixels within a 5x5 pixel box. The box was preferably 

centered at the location of the plot from which measurements were taken, but if 

it was considered that there was an area more homogeneous than that around the 

plot location, still within the forest stand, the box was located in the most 
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homogeneous area. Pure Grass pixels were added. The size of this data set was 

515 pixel s. The pure grass pixels that were added to both data sets are the same. 

4.8.2 Analysis of the data 

The variables were plotted against each other as shown in figure 4-28. Despite the 

relatively few points mapped, the graphs in figure 4-28 show that there appears to be an 

almost linear relationship between the variables which becomes less evident at the 

extreme values, that is for older trees. As discussed in section 4.6, it is thought that 

structural parameters of the forest such as Height and Basal Area can be related to the 

spectral signature of the pixel because the sensor measures the background reflectance. 

Young trees have a large amount of reflectance from background vegetation whereas 

ol der trees have a small amount of background reflectance. When canopy closure occurs, 

that is, when background can no longer be viewed by the sensor, the relationship breaks 

down. Peterson el al. (1986) also found saturation effects in the response from the 

clustering of older trees. 
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Figure 4-28. Graphs of Basal Area against Year of Planting (a), 
Height against Year of Planting (h) and Height against Basal 
Area (c) 
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Pearson correlation coefficients, which provide a measure of the linear correlation 

between variables, were calculated for Height, Basal Area, Stem Density and planting 

Age and are provided in table 4-8. From the table, Stem Density seems to have the 

weakest relationship with Basal Area, and Basal Area has the weakest relationship with 

Age. Height has the strongest relationship with Basal Area and Age. Puhr (1997), from 

the same forest, found strong positive correlations between Basal Area and tree Height, 

tree Height and stand Age, and Basal Area and stand Age; and weaker correlations 

between Stem Density and the other variables. Since Age is not a structural parameter, it 

was not studied further in this thesis. 

Variable Basal Area Height Stem Density Age 

Basal Area 0.93 0.81 0.84 

Height 0.89 0.94 

Stem Density BIBIIIIIIIIHI 0.89 

Age 

Table 4-8. Pearson correlation values for the rela­
tionship between the structural parameters 

The mean DN values of each channel were plotted for increasingly large square 

areas from a point to study the variability of the reflectance of pixels within each polygon. 

Changes to the mean signal are an indication of the heterogeneity of the area being 

studied. In the case of the first data set, 'Scotland bio all', the mean reflectance values 

were extracted for increasing kernel sizes ( l x l , 3x3, 5x5, 7x7...) in proportion to the size 

of the polygon. Thus, i f a polygon was small, it may only include a 3x3 kernel; i f it was 

large it may include a kernel up to 7x7 or more. 

The graphs showed some heterogeneity in the data. For this reason, the second data 

set, 'Scotland bio box', was created. Only kernels of 3x3 and 5x5 were studied since all 

pixels in the data set were extracted from 5x5 boxes. The graphs, showing mean DN 

values for each channel, for increasing kernel sizes, are provided in appendix B, section 

B.8, but a sample are shown in figure 4-29. 

Figure 4-29.a and figure 4-29.b show two graphs from the ' Scotland bio all' data set 

and figure 4-29.c and figure 4-29.d show the graphs for the ' Scotland bio box' data set for 

the same sites. From figure 4-29.a and figure 4-29.b, it is apparent that in plot 77, the 3x3 

and 5x5 means are similar whereas the 7x7 means have decreased. On the other hand, the 

3x3 means in plot 78 are slightly higher than the 5x5 means. The graphs in figure 4-29.c 

and figure 4-29.d, on the other hand, show that the variability has been reduced using the 
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chosen methodology, since the 3x3 means and the 5x5 means are almost the same, 

implying better class signature definition. The graphs shown are representative of the 

plots provided in appendix B, section B.8. 
Plot 77 Plot 78 

5 
a I 

120 , 

100 
] 

fJO 

60 

40 

20 

0 0 
Band 1 Band 2 Band 3 Band 4 Band 5 Band 6 

1 56 25 19 95 54 17 

- • — 3 54 24 18 93 54 16 

5 52 23 17 89 53 16 

- * — 7 40 17 13 68 41 12 

Band 1 Band 2 Band 3 Band 4 Band 5 Band 6 
—•—1 57 24 19 91 59 19 
- • — 3 56 23 18 93 59 18 

5 45 18 14 75 47 14 

Spectral Band Number 
Plot 77 

Spectral Band Number 

Plot 78 

I 

(c) 

80.00 , 

60 00 

40 00 ^ 1 \ 
20 00 

0.00 0.00 
1 2 3 4 5 6 

-*— 3x3 53.33 22.11 17.44 70.89 36.22 10.67 

5x5 53.24 22.48 17.80 70.72 37.28 11 24 

80.00 

60.00 

40.00 

20.00 

80.00 

60.00 

40.00 

20.00 

80.00 

60.00 

40.00 

20.00 

80.00 

60.00 

40.00 

20.00 w ^ 
0.00 

1 2 3 4 5 6 
» 3x3 53.78 22.56 17.11 70.67 37.22 11.11 

—•—5x5 54.28 22.72 17.56 71.00 37.16 11.36 
Spectral Band Number Spectral Band Number 

Figure 4-29. Sample of graphs used to evaluate the 
heterogeneity of polygons from the 'Scotland bio all' and 
'Scotland bio box' data sets 

0 

Finally, band DN values were plotted against Height and Basal Area variables. 

Graphs were plotted for the 'Scotland bio all ' data set, shown in figure 4-30.a and figure 

4-30.b, and for the 'Scotland bio box' data set, shown in figure 4-30.c and figure 4-30.d. 

The graphs show that reflectance values generally tend to decrease as Height and Basal 

Area increase. This effect can be attributed to the contribution of a grass signal in the 

younger plots which increases the reflectance values of the pixels from those plots. The 

graphs for the 'Scotland bio box' data set show a decrease in the spectral variability for 

each plot, as expected. 

Correlation values between the channel values of the ' Scotland bio box' data set and 

Height, Basal Area and Stem Density variables are presented in table 4-9. They show that 

the weakest relationship is w i th band 1, fol lowed by bands 4 and 7. The highest 

correlations are found with bands 2, 3 and 5. These results are slightly different f rom those 

of Puhr (1997) who found that Height was most correlated with bands 2, 3 and 5 as here, 

but he found Basal Area to be most correlated with bands 3, 5 and 7. Since the correlation 

values for Stem Density were relatively low, and since Stem Density in these plantations 

is mainly a function of planting practice, Stem Density was not studied further in this 
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Variable Height Basal Area Stem Density 

Band 1 -0.51 -0.52 -0.48 

Band 2 -0.80 -0.74 -0.74 

Band 3 -0.72 -0.72 -0.67 

Band 4 -0.64 -0.54 -0.64 

Band 5 -0.71 -0.73 -0.65 

Band 7 -0.59 -0.62 -0.54 

Table 4-9. Pearson correlation values for the 
relationship between the Landsat T M channel 
values, and Height and Basal Area calculations for 
the 'Scotland bio box' data set 

thesis. The analysis of the forest reflectance suggests that a neural network should be able 

to map input DN values to the appropriate Basal Area and Height classes with a relatively 

high level of accuracy. 

4.9 Summary of Chapter IV 

This chapter has provided a detailed description of the methodology for creating 

each data set used in this thesis: 'Portugal sixteen class', 'Portugal fifteen class', 'Portugal 

seven class', 'Scotland eight class', 'Scotland bio all' and 'Scotland bio box'. The data 

sets created from reference data from the Portugal site were described in sections 4.2 to 

4.5. The data sets created from reference data from the site in Scotland were described 

sections 4.6 to 4.8. 

The study of the 'Portugal sixteen class' data set, a pure data set, shows that classes 

multi-spectral data for most classes are not normally distributed which consequently 

implies that a technique such as maximum likelihood classification may not be 

appropriate. Considering that pure classes are likely to be more normally distributed that 

mixed classes, this conclusion extends to the mixed data sets. Furthermore, the study of 

the 'Portugal seven class' data set showed that classes do not appear to mix linearly. This 

implies that a technique such as the linear un-mixing model, already discarded because of 

the number of classes under investigation, may not be appropriate. The analysis of the data 

illustrated the complexity of the data collected at the site in Portugal and suggested that it 

may cause inaccuracies and difficulties at the classification stage. This conclusion, later 

verified in the experiments which are described in subsequent chapters, suggested the 

need for accurate ground data for a second experimental site. 

The second site was situated in the Dumfries and Galloway region of Scotland. 
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Whereas the Portugal data was composed of many classes and mixtures, the only mixing 

studied here was that between Sitka Spruce coniferous trees of different ages and Grass. 

Because of the characteristics of the site and the use of precise measurements of structural 

variables as substitutes for proportions of each class, a high level of confidence in the 

accuracy of the data could be associated with each data set created from the reference data 

collected. 

The next chapters will describe the experiments that were carried out using the data 

sets discussed in this chapter. 
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Chapter V 

SF.NSTTTVTTY ANAT .YSTS OF THF. NETWORK 

The overall aim of the thesis is to test the hypothesis that the network can identify 

sub-pixel information. However, before analysing the output from the neural network, it 

is necessary to account for factors not related to sub-pixel information that may influence 

the outcome of experiments. Running the network requires the user to set (1) the number 

of iterations to which the network is trained and (2) the architecture of the network. It is 

necessary to establish whether the choices that are made influence the performance of the 

network. In addition, the initial values of the weights determine the configuration from 

which training starts, therefore training may be affected by (3) different weight 

initialisations. The user must also set (4) the learning rate. Finally, observations may be 

affected by (5) the manner in which the data set is divided into training and testing data 

sets. The effect of these parameters (they will be referred to as such even though some of 

them are not strictly speaking parameters) has to be quantified before soft classification 

of pixels by the neural network can be evaluated. 

When neural networks are used in the remote sensing literature, authors very rarely 

present thorough investigations into the sensitivity of these networks; rather the emphasis 

is usually placed on the performance of the network for a given application. Sensitivity 

experiments are extremely time consuming both to run and to analyse. Nevertheless, an 

initial study of the performance of the network over a range of parameter values is 

essential as it provides the framework within which further experiments can take place. 

Exact parameter choices cannot be compared because different networks and data 

sets require different settings. Nevertheless, it is interesting to contrast general trends in 

the experiments reported in this chapter and those reported in the literature. The results 

from this study are compared with two articles of particular reference to sensitivity 

experiments for networks trained with remotely sensed data: Skidmore etal. (1997) and 

Paola and Schowengerdt (1997). 

This chapter is divided into several sections. First, the general design of the 

experiments is discussed. Then, the methodology and results for each individual 
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parameter are reported; their effect on the performance of the network is evaluated using 

graphs which show the overall accuracy of classification of the testing set over a range of 

values of the parameter. Each parameter is tested by keeping all others constant. The aim 

of the experiments is to show that observations in subsequent experiments will not be 

dependent on particular choices of parameters. Results are compared with those reported 

in the articles by Skidmore etal. (1997) and Paola and Schowengerdt (1997). 

5.1 General Design of the Experiments 

Ideally, for each neural network classification problem, a large number of training 

and testing runs of the network would be carried out so that the effect of any one 

parameter (number of iterations, architecture of the network and so on) could either be 

discarded as insignificant or fully quantified. Parameters could be comprehensively tested 

so that every possible network configuration could be studied. However, this is not 

feasible as there are too many possible values for the parameters, too many combinations 

of parameters and the sometimes lengthy training time of the neural network restricts the 

number of training runs which can be executed for each experiment. A representative 

sample of experiments were therefore carried out to study the effect of changes to the 

following parameters on the classification results 

• number of iterations, 

• architecture of the neural network, 

• initial weight values, 

• learning rate, 

• composition of the data sets. 

For each study, all parameters other than the one under investigation were kept constant. 

Initial values for the parameters were based on preliminary experiments not reported here 

and advice f rom experienced users of the network (Kanellopoulos, personal 

communication). 

Sensitivity experiments could be carried out on simulated data which have the 

advantage of perfectly known characteristics. However, it is difficult to model data so that 

they resemble real data enough for results from simulated data to be extrapolated to the 

real data set. Furthermore, the behaviour of the network specifically trained with the data 

sets used in the thesis is of interest here, not simply the performance of the network. 

Therefore, the networks used the 'Portugal sixteen class' and 'Scotland eight class' data 

sets described in chapter IV, section 4.3 and section 4.7 respectively. 
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In subsequent experiments, described in chapters V I and V I I , other data sets and 

target types were used. Even though these will produce variations in the behaviour of the 

network, the variability is expected to be minimal. Although different data sets and target 

representations may affect the classification accuracy of the network and the details of 

parameters, the pattern of parameter effects should remain similar. This is confirmed by 

the fact that similar experiments to the ones reported here were carried out on different 

data sets by Kanellopoulos (personal communication) and general trends were similar. 

The data sets were randomised and then divided into a ratio of number of training 

pixels to number of testing pixels of 2:1. The composition of each data set is provided in 

table 5-1 and table 5-2 (Id. = class identification number; TR = number of pixels in the 

Training file; TS = number of pixels in the Testing file; Total = total number of pixels in 

the data set). 

Id. Class Description T R TS Total 

1 Closed Canopy Sitka Spruce 126 63 189 

2 Closed Canopy Lodgepole Pine 139 70 209 

3 Water 178 89 267 

4 Background (Grass, Rocks) 425 212 637 

5 Deciduous 279 139 418 

6 Low Density Trees (mainly Sitka Spruce) 251 125 376 

7 Medium Density Trees (mainly Sitka Spruce) 139 69 208 

8 Closed Canopy Trees (Mixed) 283 142 425 

Total number of pixels 1,820 909 2,729 

Table 5-1. Composition of the training and testing 
files for the 'Scotland eight class' data set 

Id. Class Name T R TS Total Id. Class Name T R TS Total 

1 Tiled / Concrete 221 93 314 9 Maize 224 58 282 

2 Sand 73 99 172 10 Aquatic Plants 373 128 501 

3 Bare Soil 365 503 868 11 Vineyards 623 423 1,046 

4 Sea Water 233 135 368 12 Weeds 626 515 1,141 

5 Fresh Water 189 88 277 13 Garrigue 1,184 281 1,465 

6 Estuary / Lagoon 470 251 721 14 Grasslands 2,220 1,111 3,331 

7 Wheat 267 156 423 15 Deciduous 458 370 828 

8 Barley 190 121 311 16 Coniferous 331 126 457 

Total number of pixels 8,047 4,458 12,505 

Table 5-2. Composition of the training and testing 
files for the 'Portugal sixteen class' data set 
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Both sets of data assume that pixels are covered 100% by one class only. The targets 

for each pixel are vectors of length n where n is the number of pure classes. For each 

pixel, the class to which it belongs is identified by +1 in the target; all other classes are set 

to -1 (see chapter HI, section 3.3.4).The architecture of the network for the Portugal site 

was set at 6-28-16 and the learning rate was fixed at 0.1 as recommended by Wilkinson 

et al. (1995) who used the same network implementation on the same data sets. For 

Scotland, the initial architecture was set to 6-15-8 and the learning rate was also set to 0.1 

Weights were usually initialised using a constant as a seed value. This is the method 

used in the original implementation of the network. The routine which calculates random 

initial weight values uses a constant as a seed. This means that the weight values are 

random but for the same configuration of the network they remain the same set of random 

values; this is useful for re-running networks for checking purposes. This routine was 

modified to allow the option of choosing the computer clock's current time as a seed 

value. In this way, the initial weight values are different every time the network is run 

even if the same configuration is kept. 

The end of training occurs either because the number of iterations set by the user 

has been reached or because the system error has fallen below the error threshold set by 

the user (see chapter I I I , section 3.1.1). In order that the controlling variable for 

termination of training would not be the error threshold, this was set to a low value of 

0.0001 for all the experiments. 

Performance of the network can be measured using the root mean square error of 

the system during training or the accuracy of classification of the test set, given as the 

overall percentage of correctly classified pixels. During training, the temporary error on 

the learning set is logged at every three iterations. In addition, every fifteen iterations, the 

temporary accuracy of classification of the testing set can be calculated. The temporary 

error or accuracy numbers are the values that would be obtained if training was stopped 

at that point. The final error and accuracy values are reached on the last iteration. The 

temporary accuracy of classification of the learning set is also calculated at every fifteen 

iterations, but, as explained in chapter in, section 3.3.6, the accuracy of classification of 

the learning set will be biased since the network has already seen the patterns. For this 

reason, the learning accuracy was not used to judge the performance of the network. 

5.2 Number of Iterations 

It was seen in chapter I I I , section 3.3.6, that the performance of the network is partly 

a function of the number of iterations with which it is trained. Independently of how many 
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iterations it is trained with, an inadequate network will not perform well. However, even 

if a network of adequate size is used, this is not a guarantee of good performance. I f the 

network is trained for too many iterations, it may learn the training data very well but be 

unable to generalise and classify unseen data; this is termed over-fitting. On the other 

hand the network may not be able to learn a mapping between inputs and outputs if is 

trained for too few iterations. The aim of this experiment is to determine how particular 

choices of iterations affect classification accuracy. 

5.2.1 Methodology 

In a graph of error against iteration number, the error curve, formed by plotting the 

temporary error at every three iterations, is generally expected to decrease as iterations 

increase from 1 to +°°. The curve formed by plotting the overall testing accuracy at every 

fifteen iterations would be expected to rise. In other words, the network should learn more 

about the mapping between inputs and outputs with every iteration. However, the rate of 

learning is rapid at first and then decreases as the network reaches a point at which it has 

learned all it can. The testing accuracy may then decrease as the network over-learns its 

training data. The point at which over-fitting occurs cannot be deduced a-priori. The point 

at which the overall testing accuracy no longer rises can be taken as the minimum number 

of iterations needed to train the network. 

Two neural networks, one for the Portugal data and one for the Scotland data, were 

trained to 3000 iterations. This number was considered adequate to provide an overview 

of the behaviour of this particular network implementation, but other networks may 

require much longer training (Paola and Schowengerdt, 1994). The parameter settings for 

the network are listed in table 5-3, the parameter under investigation is italicised. 

Parameters Portugal Scotland 

Number of iterations 3000 3000 

Architecture: Input Nodes 6 6 
Hidden Nodes 28 15 
Output Nodes 16 8 

Type of weight initialisation Constant seed value Constant seed value 

Learning rate 0.1 0.1 

Randomisation Once Once 

Division ratio TR : TS = 2 : 1 TR : TS = 2 : 1 
= 8,047 : 4,458 = 1,820 : 909 

Table 5-3. Parameter settings for the experiment 
testing the effect of the number of iterations on the 
overall testing set classification accuracy 
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5.2.2 Results and analysis 

Figure 5-1 shows the curve of the root mean square (rms) error of the system plotted 

at every three iterations for 0 to 3000 iterations for both the Portugal and the Scotland data 

sets. The graph on the left has been displayed with a range of [0,8] for the y-axis. The 

graph on the right shows the same results displayed on a y-axis range of [0.6, 1.2]. This 

illustrates the differences in interpretation these ranges can cause. 

Eltecl ol Different Iterations (Range 0 to 8) Effect of Different Iterations (Range 0.6 to 1.2) 
8 • i ! i i 

I 15 

2> 1.05 Scot and x Scotland x 
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Figure 5-1. Effect of the number of iterations on 
the rms error; (left) y-axis range [0,8]; (right) y-
axis range [0.6-1.2] 

Here, from the graph on the left, it would appear that the error on the training set for 

both the Portugal and Scotland data sets stops diminishing after about 300 iterations. 

However, on the graph on the right the steepness reduces for the Scotland data set after 

about 500 iterations and for the Portugal data set after about 1700. For both data sets, the 

final error approaches 0.65. The error for Portugal starts at a higher value and remains 

larger than that for Scotland until approximately 1500 iterations when it then reduces to a 

lower level than Scotland's. The higher initial value may reflect the greater complexity of 

the Portugal data set: more classes and more pixels. The network needs to f ind a 

configuration that represents all fifteen classes whereas for the Scotland data, it only 

needs to find a configuration to represent eight classes. 

When the steepness of the plot of error against number of iterations diminishes, the 

network is said to stabilize. The fact that the network does not, and apparently will not, 

converge to an error of zero does not imply that the it has not learned. The final error is a 

function of the complexity of the data set and of the characteristics of the network. 

Figure 5-2 shows the curve of overall percentage accuracy of classification of the 

testing data set for each data set. The testing accuracy for both data sets seems to stabilize 

after about 500 iterations but continues to oscillate within about 3% points. The term '% 

point' is used to differentiate a scalar value from a percentage value: for example, 80% + 

5% points would be 85%; on the other hand 80% + 5% would be 84%, the 5% meaning 
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Figure 5-2. Effect of the number of iterations on the 
accuracy of classification of the test set; (left) \ -axis 
range [0,100]; (right) y-axis range [72,86] 

5% of 80%. The testing accuracy for the Scotland data seems, on average, to decrease 

beyond about 2000 iterations. This could be a sign of overfitting of the data by the 

network since, as discussed in the previous section, the ability of the network to classify 

the testing set may decrease i f the learning set has been learned too well. The accuracy of 

the Portugal data of around 73% is consistently lower than that for Scotland of around 

84%. This suggests that the problem presented by the Portugal data is more complex than 

that presented by the Scotland data. However, the difference in accuracies should be 

carefully evaluated since 73% of 12,000 pixels is actually more pixels than 84% of 2,000. 

5.2.3 Summary 

The root mean square error on the training set was expected to decrease with 

increasing numbers of iterations whereas the testing accuracy curve was expected to rise. 

The results show that the error decreases rapidly and then stabilizes without reaching zero. 

The testing accuracy curve shows a rapid rise and then relative stability. It may be that the 

error reaches zero and the testing accuracy reaches 100% with more training but this is 

unlikely and cannot be seen from these graphs. In any case, the importance of the results 

is that they show that it is often unnecessary to train for a great many iterations; the 

accuracy of classification of the testing set after fifteen iterations is already about 55% for 

Portugal and 80% for Scotland. 

The experiments reported in Paola and Schowengerdt (1997) and Skidmore et al. 

(1997) show similar results. Paola and Schowengerdt (1997), who used a network to 

classify an urban area of Tucson (US), ran their network training for 50,000 iterations. 

However, after about 8,000 iterations, the accuracy stabilised. Skidmore et al. (1997) 

found no obvious relationship between testing accuracy and the number of iterations. 
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The error curve in figure 5-1 does not necessarily mirror the testing accuracy curve 

of figure 5-2 or vice-versa. This is because the error is calculated on the training data 

whereas the accuracy is measured on the testing data. For this reason, testing accuracy is 

from now on taken as the only measure of the performance of the network. Considering 

that the lengthy training time is one of the disadvantages of the neural network approach, 

and that excessive training can introduce overtraining and loss of generalisation power, it 

is recommended to keep the number of iterations small. For subsequent experiments, the 

number of iterations was set at 600. 

5.3 Architecture 

The architecture of the network, and more particularly its number of hidden nodes, 

will affect its performance (chapter I I I , section 3.3.4). Too few nodes means that the 

network cannot learn the mapping between inputs and outputs. I f there are too many 

nodes, although the network may learn the training patterns well, it will no longer have 

the ability to generalise for unseen patterns. 

The aim of this experiment is to examine the behaviour of the network with different 

numbers of nodes. It is expected that for a given problem, networks with a large numbers 

of nodes in the hidden layer(s) would show increasing accuracies of classification until a 

point beyond which over-training had occurred. After this point, accuracy would be 

expected to decrease and stabilise. 

5.3.1 Methodology 

The number of input and output nodes of a network are pre-defined by the nature of 

the problem that is being addressed. In this case, there are six input nodes and sixteen 

output nodes for the Portugal data set and six input nodes and eight output nodes for the 

Scotland data set. Changing the number of input or output nodes implies changing the 

nature of the problem. For this reason, the only architectural parameters which are varied 

are the number of hidden layers and the number of nodes in each hidden layer of the 

network. The influence of the number of input and output nodes on classification accuracy 

was not investigated. Only networks with one hidden layer were studied. Networks with 

two hidden layers have not been shown to produce a large improvement in classification 

results, and they greatly increase the complexity, and thus the training time, of the 

network (Hepner et al, 1990). 

In this set of experiments, the number of nodes in the hidden layer was varied 

between 1 and 50 for Portugal and between 1 and 30 for Scotland. Fewer network 
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experiments were run for the Scotland data set because it contains fewer pixels, fewer and 

more spectrally homogeneous classes, and is therefore a less complex problem requiring 

fewer hidden nodes. The results obtained in the previous experiments tend to confirm this 

since the accuracy of classification of the testing set was higher for Scotland than it was 

for Portugal, even though the former only contained fifteen nodes in its hidden layer 

whereas the latter had twenty-eight. 

Each network architecture was trained once for 600 iterations. The final testing 

accuracy for each network was used to evaluate the performance of the different 

architectures by plotting it against the number of nodes in the hidden layer. It was assumed 

that the final testing accuracy for each run was representative of the maximum accuracy 

which could be reached for that architecture. In other words, it was assumed that the 

temporary accuracies were lower for fewer iterations. As seen in the previous experiment, 

this assumption is reasonable once the network learning has stabilised. Other parameters 

were kept as for the previous experiments; parameter settings are listed in table 5-4. 

Parameters Portugal Scotland 

Number of iterations 600 600 

Architecture: Input Nodes 
Hidden Nodes 
Output Nodes 

6 
1 to 50 
16 

6 
J to 30 
8 

Type of weight initialisation Constant seed value Constant seed value 

Learning rate 0.1 0.1 

Randomisation Once Once 

Division ratio TR : TS = 2 : 1 
= 8,047 : 4,458 

TR : TS = 2 : 1 
= 1,820 : 909 

Table 5-4. Parameter settings for the experiment 
testing the effect of the network architecture on 
classification accuracy 

5.3.2 Results and analysis 

Figure 5-3 shows the final accuracy of classification of the testing set for each network 

with the number of hidden nodes as shown. At first, the accuracy increases as expected. 

Then beyond a certain minimum threshold, around five hidden nodes for Scotland and 

fifteen hidden nodes for Portugal, the accuracy remains relatively constant although 

values oscillate by approximately 5% points for the Scotland data set and by about 7% 

points for the Portugal data set. There appears to be no pattern in the oscillation, for 

example with regard to odd and even numbers of nodes, which could suggest a method 

for determining the best architecture 
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Figure 5-3. Effect of the number of nodes in the 
hidden layer on testing accuracy 

5.3.3 Summary 

The testing accuracy curve plotted for the architecture experiments was expected to 

show a rise, and then a decline, and then stabilisation as networks learned to classify 

correctly and then over-learned the training patterns. The results show that the accuracy 

of classification is indeed poor i f too few nodes are provided in the hidden layer, then the 

accuracy rises and stabilises. However, there is no decrease within the range of hidden 

layer nodes tested in these experiments. This implies that the problem of overfilling may 

only arise in extreme cases. This corroborates the results obtained in the previous 

experiment, where testing accuracy did not diminish markedly within the range tested. 

Paola and Schowengerdt (1997) tested their network between 1 and 36 nodes in the 

hidden layer, for a problem involving 12 classes. They report the best accuracy for 9 

nodes, when trained to 20,000 iterations, and 12 nodes, when trained to 50,000 iterations, 

but emphasize the small amount of variability beyond 3 nodes. Skidmore et al. (1997) 

compared the performance of networks with one to three hidden layers. The authors 

average the results for 1-10 nodes, 11-20 nodes and so on until 41-50. A larger number of 

layers provide higher accuracies. In their results, accuracy generally varies little within a 

layer. It increases between 11-20 nodes and then decreases beyond that. Overall accuracy 

of classification of the testing set is low, averaging 40%. 

Considering that large numbers of nodes increase the training time, architectures 

should be chosen so that a high level of accuracy is obtained but training time is reduced. 

Therefore, the number of nodes in the hidden layer should be as small as possible without 

compromising the accuracy. Once the overall accuracy has stabilised, any number of 

nodes can be chosen. The architecture for the remaining experiments on this Portugal data 

was set at twenty-eight nodes in the hidden layer; that for Scotland was set to ten nodes. 
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5.4 Initial Weight Values 

As explained in chapter HI, section 3.2.2, the network learns by changing its weight 

values so as to decrease the system error for the next iteration of the pattern. Initial 

weights should be initialised to small random values since the error is proportional to the 

weight changes. I f weights are too large, then they will require large changes and training 

is unlikely to succeed. I f weights are initialised to the same values, weight changes will 

be the same and learning cannot take place. The initial weight values therefore influence 

the final outcome of a classification. However, for a given problem, different sets of 

random initial weight values should produce similar final accuracies. The aim of this 

experiment was to determine whether networks with the same configuration but initialised 

with different random weights would produce different overall accuracies of 

classification. 

5.4.1 Methodology 

Network weights for f i f ty networks were initialised with the current time, as 

provided by the operating system of the computer, as a seed value. In this way, the 

configuration of the network is kept constant except for the initial weight values which 

change for each network. Parameter settings are listed in table 5-5. Results are displayed 

in a graph showing the final overall testing accuracy for each network and used to evaluate 

the behaviour of the network implementation. 

Parameters Portugal Scotland 

Number of iterations 600 600 

Architecture: Input Nodes 6 6 
Hidden Nodes 28 10 
Output Nodes 16 8 

Type of weight initialisation Time as a seed; Time as a seed; 
50 initialisations 50 initialisations 

Learning rate 0.1 0.1 

Randomisation Once Once 

Division ratio TR : TS = 2 : 1 TR : TS = 2 : 1 
= 8,047 : 4,458 = 1,820 : 909 

Table 5-5. Parameter settings for the experiment 
testing the effect of the initial values of the weights 
on classification accuracy 

5.4.2 Results and analysis 

Figure 5-4 is a plot of the final testing accuracy after 600 iterations, plotted for each 

weight case. The networks trained with the data from Portugal demonstrate greater 
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differences in their final test data classification accuracies than the networks trained with 

the Scotland data. Classification percentages oscillate about a mean by about 3% points 

for the Scotland data set and 8% points for the Portugal data set. There are differences in 

the overall classification accuracies for each weight case but there is no consistent pattern. 

5.4.3 Summary 

Networks initialised with different weight values were expected to produce similar 

final accuracies of classification for the same problem. In fact, the standard deviation from 

the mean accuracy was about 4% for the Portugal data and 1.5% for the Scotland data; 

again, it seems that the complexity of a data set has an effect on classification accuracy. 

These results imply that it is necessary, when a classification accuracy is reported, to 

average the outcome of several runs with different weight initialisation. The results 

reported should include mean accuracies and standard deviations for each set of 

conditions (Paola and Schowengerdt, 1994; Flexer, 1995). However, i f the accuracy only 

serves as an indication of the performance of the network and changes to its value within 

the standard deviation are not important, one experiment is enough. In this thesis, weights 

were usually initialised with a constant seed rather than a time seed so that experiments 

could be re-run and checked. Reported accuracies are only taken as an indication of the 

average level of performance which can be achieved. 

Skidmore et al. (1997) report large differences in results and visually different maps 

for different weight values. They suggest that the differences are a function of the 

uncertainty associated with each class. The implementation of Paola and Schowengerdt's 

(1997) network provides different weight initialisations each time. They use the mean 

accuracy from multiple runs (at least seven) for each of the experiments. 
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5.5 Learning Rate 

The learning rate is a constant, set by the user, which governs the size of changes 

from one weight value to another during training. Training with small learning rates is 

slow but the network is expected to converge eventually, as long as it does not get trapped 

in a local minimum. Large learning rates enable the network to step out of local minima 

but may cause oscillations so that the network cannot converge (see chapter I I I , section 

3.3.3). The aim of this set of experiments is to determine the effect that different learning 

rates have on the overall testing accuracy of a network during training. The behaviour of 

the network during training is studied by plotting the temporary overall testing accuracies 

at every fifteen iterations. The final overall accuracies are reached at the last iteration. 

5.5.1 Methodology 

The complexity and size of the data set from Portugal are such that it takes a very 

long time to train networks. Furthermore, it has been shown in the previous sections that 

the behaviour of networks trained on the Scotland data set are similar to those of networks 

trained on the Portugal data set, although the latter show larger oscillations. Therefore, for 

this and the next set of experiments, networks were only trained and tested on the data 

from Scotland. Eleven networks with the parameters listed in table 5-6 were trained and 

tested with learning rates in steps of 0.1 between 0.1 and 1.0 and with an additional step 

of 0.05. 

Parameters Scotland 

Number of iterations 600 

Architecture: Input Nodes 
Hidden Nodes 
Output Nodes 

6 
10 
8 

Type of weight initialisation Constant seed value 

Learning rate 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. 1.0 

Randomisation Once 

Division ratio TR:TS = 2 : 1 = 1,820 : 909 

Table 5-6. Parameter settings for the experiment 
testing the effect of the learning rate on classifica­
tion accuracy 

5.5.2 Results and analysis 

The results are illustrated in figure 5-5.a and figure 5-5.b which show the temporary 

overall testing accuracies, for each network trained with a different learning rate, at every 

iteration. The graphs show that small learning rates (figure 5-5.a) provide a stable learning 
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cycle with an overall testing accuracy which increases smoothly with increasing numbers 

of iterations. On the other hand, large learning rates (figure 5-5.b) cause oscillations in the 

overall testing accuracies which show no particular pattern with increasing numbers of 

iterations. Furthermore, the final testing accuracies reached with low learning rates are 

higher than with high learning rates. The learning rate of 0.05 is an exception as it does 

not consistently produce higher accuracies that the learning rate of 0.1 

5.5.3 Summary 

As expected, small learning rates yield more stable learning than larger learning 

rates which produce oscillations in the network. Furthermore, small learning rates 

produce higher final accuracies than larger learning rates except for 0.05. For these 

reasons, the learning rate was set at 0.1 for all subsequent experiments. 

Skidmore et al. (1997) investigated the influence of learning rates coupled with 

momentum rates on the network performance. They conclude that momentum rates 

accelerate learning but have no effect on classification accuracy and high learning rates 

produce lower classification accuracies; the latter agrees with the findings of this set of 

experiments. The authors also study the number of iterations required to achieve the same 

accuracy and find that low learning rates require more iterations. This is contrary to the 

experiments reported here which have shown that small learning rates give overall higher 

accuracies almost immediately. 

A common procedure is to observe the error of the system and change the learning 

rate accordingly since in training the error may stagnate after a while, particularly with 

small learning rates. For example, Kanellopoulos et al. (1994a) suggest decreasing the 

learning rate if the error has remained approximately constant for ten iterations. Paola and 
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Schowengerdt (1995b) compare the n error with the n-1 eiror at fixed intervals. I f the 

former is larger then the learning rate is decreased, otherwise it is increased. The 

advantage of such a method is that it places little importance on the original values set by 

the user and convergence is more likely to occur. Experiments were run where the 

learning rate was diminished by 0.02 when the error had changed by less than 0.1 in ten 

iterations but there was no improvement in the accuracy of classification for these data. 

This procedure was therefore not carried out further in the thesis. 

5.6 Composition of the Data Sets 

The testing data should be representative of the training data for an unbiased 

estimation of the capabilities of the network (see chapter I I I , section 3.3.5 and section 

3.3.6). The question arises as to whether the same data set produces different 

classification accuracies i f the data are presented to the network in a different order, 

through different randomisations, and/or if the number of training pixels to the number of 

testing pixels ratio changes. As long as patterns are randomly presented to the network 

and not class by class, since this may cause the network to be biased towards the last set 

of patterns, the final accuracy should not be affected. On the other hand, fewer pixels in 

the training data set may make it less representative of the testing data set. In this case, 

final test data classification accuracies may decrease with lower ratios of training to 

testing pixels. The aim of this set of experiments was to determine whether different 

randomisations of the same data would produce different classification accuracies, and 

also to determine whether decreasing ratios of training to testing pixels would produce a 

reduce level of testing accuracy. 

5.6.1 Methodology 

The influence of different randomisations of the data files can be evaluated from a 

plot of final overall testing accuracy for each network trained with a differently 

randomised set of training and testing files. The accuracy should remain the same if there 

is no effect. Similarly, the influence of training to testing pixels ratio can be evaluated 

from a plot of overall testing accuracy for each network trained with differently 

randomised sets of training and testing files. The 2:1 ratio was tested on thirty differently 

randomised files; other ratios were randomised ten times. 

Networks were trained and tested with the parameter settings listed in table 5-7. 

'Randomised 30 times; 2:1' means that 30 different randomisations of the data set were 

carried out; then each randomised file was divided into a ratio of 2:1 for the number of 
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pixels in the training file to the number of pixels in the testing file. Each pair of files was 

then used to train and test a network. 

Parameters Scotland 

Number of iterations 600 

Architecture: Input Nodes 
Hidden Nodes 
Output Nodes 

6 
10 
8 

Type of weight initialisation Constant seed value 

Learning rate 0.1 

Division ratio (Training file to 
Testing file) and Randomisation 

Randomised 30 times; 2:1 - Randomised 10 times; 1:1 
Randomised 10 times; 1:2 - Randomised 10 times; 1:3 
Randomised 10 times; 1:4 - Randomised 10 times; 1:5 

Table 5-7. Parameter settings for the experiment 
testing the effect of different randomisations and 
different training pixels to testing pixels ratios on 
classification accuracy 

5.6.2 Results and analysis 

Figure 5-6 shows the final classification accuracy for each randomisation case and 

each division ratio. A l l the results lie between -80% and -85% which shows that the 

different ratios and randomisations have a limited effect on overall classification 

accuracy. 

Since the division ratio with thirty randomisations showed the same variation as 

within the first ten randomisations, subsequent division ratios were only tested for ten 

randomisations. There are no consistent patterns in the randomisation. The division ratios 

show a slight trend for accuracies to decrease as the ratio decreases. For example, the 

average accuracy for the 1:5 ratio is lower than for the 1:1 ratio. However, the ratio of 2:1, 

which should produce higher classification accuracies, does not do so; the accuracies of 

the networks trained with this ratio are similar to those of the networks trained with a 1:2 
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ratio. This could be because the network has more patterns to learn the mapping of input 

to output for the training data which then causes a loss in its ability to generalise. 

5.6.3 Summary 

The final test data classification accuracies for networks trained with the same data 

sets, but randomised differently, were not expected to change. However, accuracies were 

expected to decrease as the ratio of training to testing pixels decreased. 

The results of the experiments tend to reinforce these expectations. Accuracies 

varied by a maximum of 5% points and decreased as the division ratio of training to 

testing pixels decreased. An exception was the ratio of 2:1 which produced lower 

accuracies than expected. Considering, as always, that length of training time is an issue, 

it appears as a rule of thumb that a ratio of 1:2 between number of training patterns and 

testing patterns is adequate. Furthermore, it seems possible to assume that the level of 

accuracy produced for any one experiment wi l l be almost the same as the level of 

accuracy produced by a network with the same configuration but differently randomised 

data. 

Skidmore et al. (1997) report on experiments to test whether a network tested on 

randomised data performs better than on sequential data. Unusually, they report higher 

accuracies with the sequential data. However, they comment that even the sequential data 

may be quite random as the data set is large. Since details of the methodology and contents 

of the data sets are not provided in the article, it is not possible to draw general 

conclusions. They do not test different ratios or different randomisations. In an earlier set 

of experiments, Paola and Schowengerdt (1995a) find that training with small data sets 

produce larger training accuracies but lower testing accuracies. Staufer and Fischer 

(1997) measure the overall accuracy of classification of a network and find that when the 

training data is diminished by 40% the overall accuracy only changes by -1.24%, and 

when the training data is diminished by 80% the accuracy decreases by 6.66%. 

5.7 Summary of Chapter V 

The aim of the experiments in this chapter was to investigate the effect that changes 

to different parameters of the network may have on the accuracy of classification. Each 

parameter was tested in turn, keeping all others constant. 

In section 5.2, the classification accuracy was shown to increase with the number of 

iterations of the data until a point beyond which it stabilises and may eventually decrease. 

The error of the system decreases with the number of iterations until a point beyond which 
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it stabilises and may eventually increase. Since the error is measured on the training data 

set, it is not used subsequently as a measure of the performance of the network. The 

number of iterations to which networks will be trained for further experiments is set to 

600. It is understood that higher accuracies may be reached with more iterations but 600 

should produce a representative accuracy. 

Experiments concerned with the architecture of the network, and more particularly, 

the number of nodes in the hidden layer, showed that the classification accuracy increases 

with the number of hidden nodes until a point beyond which it stabilises (section 5.3). For 

these data sets, the best architecture was 28 nodes in the hidden layer for the Portugal data 

and 10 for the Scotland data. Subsequent experiments which use similar architectures for 

similar data sets are expected to produce accuracies which are representative of the best 

accuracy, even if they may not be the best architecture. 

Different initial weight values were studied in section 5.4 and shown to produce 

classification accuracies which oscillate within a small range dependent on the problem. 

The oscillation of the accuracies for different initial weight values is expected to be small 

enough that reporting the results of only one network will be representative of the results 

which would be obtained when training with several different weight initialisations. 

Learning rates were investigated in section 5.5. Small learning rates generally 

produce smoother learning curves and higher final classification accuracies than larger 

learning rate. A learning rate for subsequent experiments of 0.1 is expected to produce 

smoother learning and higher classification accuracies than larger learning rates. 

Finally, characteristics of the training and testing data set were examined in section 

5.6. As the division ratio of the training to testing pixels increases, the final classification 

accuracy tends to increase. The data sets used in subsequent experiments are divided in a 

ratio of 1:2 for the number of pixels of training data to the number of pixels of testing data. 

This division is expected to provide an adequate generalisation in less time than a higher 

division ratio. 

Presenting the network with differently randomised data sets produces 

classification accuracies which oscillate within a small range dependent on the problem. 

Results from networks trained with a single randomised data set are expected to be 

representative of the results that would be obtained from a set of networks trained with 

different randomisations. 

Oscillation effects are expected to cancel each other out since they appear to be 

randomly distributed. For example, i f a particular set of initial weights produces a 

classification accuracy which is lower than the mean classification accuracy (achieved 
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with several initial weight values), this effect wil l be minimised or cancelled i f the 

particular randomisation of the data set produces a classification accuracy which is higher 

than the mean classification accuracy (achieved with different randomisations). 

The results generally agree with those presented in the literature such as by Paola 

and Schowengerdt (1997) and Skidmore et al. (1997). Skidmore et al. (1997) argue that 

the choice of network parameters is critical to success. From the results in this chapter, it 

is suggested that i f appropriate values are selected for the parameters, then results will 

average to the same overall accuracies. Particularly i f the best performance is not of 

interest, the user can run the network without having to worry that choices that have been 

made will have a significant consequence on the results. On the other hand, i f the best 

performance is of interest, then a systematic review of parameter values and average 

overall accuracies must be undertaken. Having investigated the sensitivity of the network, 

the study of the neural network outputs can now take place. 
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Chapter VI 

Q U A L I T A T I V E A N A L Y S I S T O O L S AND 
STTB-PTXFJ, INFORMATION 

In the previous chapter the effect of changes to the parameter settings of the neural 

network was assessed. The study of neural network outputs can take place with the 

confidence that appropriate choices of iteration number, architecture, initial weight 

values, learning rate and training and testing file division ratio and randomisation do not 

unduly influence observations. A combination of qualitative and quantitative analyses are 

used to examine neural network representation of mixed pixels. This chapter provides a 

qualitative appraisal of the neural network outputs. 

The first section of this chapter investigates the relationship between neural network 

output values and correctly or incorrectly classified pixels for a data set containing only 

pure pixels. This serves to illustrate the reasons which led to the initial hypothesis that 

neural network output values may reflect the proportions of classes present within pixels. 

As discussed in chapter I I , several authors have suggested that there is a relationship 

between neural network output values and percentage cover of classes within pixels 

(Atkinson et al., 1997; Foody et al., 1997; Moody et al., 1996) and the remainder of the 

chapter describes experiments carried out to test this hypothesis. 

Subsequent sections use visual tools to analyse the results of soft classification by 

the neural network. Fraction images, described in the second section, are similar to those 

normally produced in linear un-mixing methodologies and allow a spatial analysis of 

neural network output values. However, the relationship between classes within a pixel is 

lost using this type of output. A new non-spatial visualisation tool is described in the third 

section that allows the direct comparison of reference data and neural network outputs and 

keeps the relationship among classes intact. The fourth and final section examines the 

representation of mixed pixel data by the neural network, particularly for unknown 

classes, using a new graphical technique which shows the network response at every 

output node for pixels grouped according to their dominant class. 
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6.1 Network Output Strength Statistics 

The aim of the experiments reported in this section is to determine whether there is 

a relationship between output values and correctly or incorrectly classified pixels in a pure 

data set. Although a data set is considered to contain only pure pixels, it may in fact 

contain some mixed pixels. A pixel may be incorrectly classified by the network if its 

spectral signature is similar to the spectral signatures of more than one class or if its 

spectral signature is unlike the spectral signature of its dominant class. This may happen 

if classes are not spectrally separable or the pixel is mixed. If there is a difference between 

the response of the network for correctly classified pixels and incorrectly classified pixels, 

this would suggest that neural networks may be able to identify mixed pixels and perhaps 

their component classes. 

As discussed in chapter I I , there is mathematical proof that outputs from a multi­

layer perceptron, when they are scaled between zero and one, approximate Bayesian a-

posteriori probabilities under a series of conditions which include infinitely large data 

sets, adequate architecture and correct representation of the true data statistics by the 

training data (Richard and Lippman, 1991; Ruck et al., 1990; Shoemaker, 1991). I f this is 

so, then scaled output values from the neural network should sum to one (Lowe and 

Webb, 1991). It is also presumed that i f neural network outputs are a-posteriori 

probabilities, correctly classified pixels will have a high value in the dominant class node 

and low values elsewhere. Kanellopoulos and Wilkinson (1990) found that the average 

value of maximal firing of the output units was substantially higher for correctly classified 

pixels than for misclassification cases. On the other hand, misclassified pixels are 

expected to have high values in more than one output node, corresponding to the classes 

that are spectrally similar or that are present within the pixel. 

6.1.1 Methodology 

The following hypotheses were tested using Mann-Whitney U tests, graphs and 

mean and standard deviation calculations. 

1- the sum of the output strengths for correctly and incorrectly classified pixels is 

equal to one; 

2- the maximum output for correctly classified pixels is greater than the maximum 

output for incorrectly classified pixels; 

3- the second maximum output for correctly classified pixels is smaller than the 

second maximum output for incorrectly classified pixels; 
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4- the difference between the maximum output and the second maximum output is 

greater for correctly classified pixels than for incorrectly classified pixels. 

The Mann-Whitney U test is similar to the student t-test except that the latter assumes that 

data is normally distributed and is usually applied to small data sets. The Mann-Whitney 

U test assumes similar distributions between data sets with possibly different medians. 

Skidmore et al. (1997) use this test for their investigation of the effect of changes to neural 

network parameters. Mean and standard deviation statistics and the Mann-Whitney U test 

provide a summary statistic for the whole data set. On the other hand, plots of individual 

pixel values show the distribution of results for each pixel. Therefore, the hypotheses are 

tested using a combination of these techniques. 

Neural network experiments were run on the pure 'Portugal sixteen class' data set 

using the parameters listed in table 6-1. 

Parameters Portugal 16 class 

Number of iterations 600 

Architecture: Input Nodes 6 
Hidden Nodes 28 
Output Nodes 16 

Type of weight initialization Constant seed value 

Learning rate 0.1 

Randomisation Once 

Division ratio TR : TS = 2 : 1 = 8,047 : 4,458 

Table 6-1. Parameter settings for the 'Portugal 
sixteen class' data set 

6.1.2 Results and analysis 

The final accuracy of classification was approximately 75%. The network output 

values from the output file created at the testing stage were scaled between 0 and 1 and 

the following variables were identified or calculated for each pixel: the sum of the scaled 

outputs, the maximum value of the outputs, the next (or second) maximum value of the 

outputs and the difference between the latter two. The testing data was then divided into 

two groups: correctly classified pixels and incorrectly classified pixels. There were 3,292 

correctly classified pixels and 1,166 incorrectly classified pixels in the test set. Mean and 

standard deviations were calculated for each variable within each group. Results are 

recorded in table 6-2. 

The table shows that the mean values of the sum of the scaled outputs are close to 

one but not exactly one. Incorrectly classified pixels might have been expected to have a 

mean that is further from the theoretically ideal sum of one but this is not the case; the 
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3,292 Correctly 
Classified Pixels 

1,166 Incorrectly 
Classified Pixels 

Variable Name Mean Standard 
Deviation 

Mean 
Standard 
Deviation 

Sum of outputs 1.17 0.28 1.14 0.37 

First maximum 0.88 0.17 0.70 0.24 

Second maximum 0.18 0.15 0.28 0.19 

Difference between the first 
and second maximums 

0.71 0.25 0.41 0.28 

Table 6-2. Statistics from the neural network 
outputs of the 'Portugal sixteen class' data set 

mean of the correctly classified pixels is further from one than the mean for the incorrectly 

classified pixels. On the other hand, the standard deviation for the incorrectly classified 

pixels is larger than for the correctly classified pixels. 

The mean of the maximum value for correctly classified pixels is higher than for the 

incorrectly classified pixels. I f neural network outputs do indeed represent the a-

posteriori probability of assigning pixels to each class as suggested in the literature, then 

these results make sense. Incorrectly classified pixels are likely to have a spectral 

signature that is similar to more than one class, the network therefore has difficulty in 

assigning any of the classes with any certainty. 

The mean second maximum output value is lower for correctly classified pixels than 

it is for incorrectly classified pixels. Again, this suggests that for correctly classified 

pixels the network has some degree of certainty that the spectral signature is not similar 

to any of the other classes. On the other hand, for incorrectly classified pixels, the network 

is less certain that the pixel may not belong to other classes. The mean difference between 

the mean maximum output value and the mean next maximum output value is 

consequently larger for correctly classified pixels than it is for incorrectly classified 

pixels. 

The hypotheses concerning the difference between correctly classified and 

incorrectly classified pixels, hypotheses 2, 3 and 4, were tested formally with a Mann-

Whitney U test using S + software. Stated formally, the second hypothesis tests the null 

hypothesis H 0 : n] = n 2 versus the alternate hypothesis H i : nj > n 2 where nj is the median 

first maximum for correctly classified pixels and n 2 is the median first maximum for 

incorrectly classified pixels. The null hypothesis was rejected at p < 0.0001 confirming 

that the correctly classified pixels have a higher first maximum than incorrectly classified 
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pixels. Unfortunately, when values are very close to zero or very close to one, the S + 

software does not report exact values but rather rounds the numbers to zero and one. 

The third hypothesis tests the null hypothesis H 0 : n | = n 2 versus the alternate 

hypothesis H j : n j > n 2 where n] is the median first maximum for correctly classified 

pixels and n 2 is the median first maximum for incorrectly classified pixels. The null 

hypothesis was rejected at p < 0.0001 confirming that the correctly classified pixels have 

a higher first maximum than incorrectly classified pixels. 

The fourth hypothesis tests the null hypothesis H 0 : nj = n 2 versus the alternate 

hypothesis H j : n^> n 2 where nj is the median difference between the first and second 

maximums for correctly classified pixels and n 2 is the median difference between the first 

and second maximum for incorrectly classified pixels. The null hypothesis was rejected 

at p < 0.0001 confirming that the correctly classified pixels have a larger difference 

between the first and second maximums than incorrectly classified pixels. 

The summary statistics that have been discussed provide overall accuracy values 

that can be compared but they provide no information regarding the distribution of results 

over the range of data values. Graphs of the values for each pixel can show the distribution 

of results. Figure 6-1 contains plots of the sum of the scaled outputs, figure 6-1.a, the first 

maximum, figure 6-l.b, the second maximum, figure 6-l.c and the difference between 

these two, figure 6-1.d for each pixel in the test set. Correctly classified pixels are plotted 

in green; incorrectly classified pixels are in plotted in blue. 

Figure 6-1.a shows that there appears to be no pattern between correctly and 

incorrectly classified pixels in terms of the sum of their outputs. As mentioned above, 

misclassified pixels might have been expected to have consistently lower or higher sums 

of outputs than correctly classified pixels but this does not appear to be the case. The 

incorrectly classified pixels tend to be grouped together. Since the testing file had not been 

randomised, neighbouring pixels belong to the same class. This shows that some classes 

are consistently misclassified, which may mean that they are either poorly defined or they 

contain many mixed pixels, whereas others are consistently correctly classified. 

Figure 6-l.b shows that incorrectly classified pixels rarely reach a maximum output 

value of 1 unlike the correctly classified pixels, and figure 6-1 .c shows that their second 

maximum is rarely in the region of 0. Pixels which have a maximum close to 1 often have 

a second maximum close to 0. In other words, when the neural network is certain about 

an assignment it seems to be equally certain about not assigning any of the other classes 

and the difference between the first and the second maximum is large as shown in , figure 

6-l.d. 

- 120-



Sum of the Scaled (0-1) NNet Output Values 
— i 1 1 — 

correctly classified o 
> Incorrectly classified + 

Scaled (0-1) Maximum NNet Output Values 
i 1 1 1 1 1 

correctly classified o 
Incorrectly classified + 

0 500 1000 1500 2000 2500 3000 3500 4000 4500 
Pixel Number 

Scaled (0-1) Second Maximum NNet Output Values 
- 1 — 1 1 1 1 r 

correctly classified o 
incorrectly classified + 

(C) 

0 500 1000 1500 2000 2500 3000 3500 4000 4500 
Pixel Number 

(First - Second) Max. NNet Output Values (scaled 0-1) 
~ i 1 1 

§ 
o 
1 
z g 
5 
£ 0.5 

01 

i 

1 1 1 1 1 r 
correctly classified « 

Incorrectly classified + 

500 1000 1500 2000 2500 3000 3500 4000 4500 
Pixel Number (d) 0 500 1000 1500 2000 2500 3000 3500 4000 4500 

Pixel Number 

Figure 6-1. (a) sum of the neural network outputs; (b) 
maximum neural network output values; (c) second maximum 
neural network output values; (d) difference between the first 
and second neural network output values 

A similar experiment was carried out on the 'Portugal fifteen class' data set to 

examine the response of the neural network when using a data set that is known to contain 

a high proportion of mixed pixels. A neural network was used with parameters set to those 

listed in table 6-3. 

Parameters Portugal 15 class 

Number of iterations 600 

Architecture: Input Nodes 6 
Hidden Nodes 28 
Output Nodes 15 

Type of weight initialization Constant seed value 

Learning rate 0.1 

Randomisation Once 

Division ratio TR:TS = 2 : 1 =9,217: 18,434 

Table 6-3. Parameter settings for the 'Portugal 
fifteen class' data set 

The mixed pixels were treated as pure in this experiment in terms of the target which 

was assigned to them. The dominant class within the pixel was assigned +1, all the others 
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were assigned - 1 . For example, the target for a pixel with a composition of [30% Class 1 

+ 50% Class 6 + 20% Class 10] would be +1 for class 6 and -1 for all other classes. Class 

labels and their percentage cover values are read into vector arrays in the order in which 

they are presented in the reference data file. For compositions with two or more dominant 

classes, the last dominant class in the vector array is set to +1, the others are set to - 1 . For 

example, a composition of [30% Class 10 + 20% Class 7 + 30% Class 6 + 20% Class 15] 

would be represented by a target with a value of + 1 for class 6 and -1 for all other classes. 

These pixels could introduce some negative bias in the accuracy of classification since a 

pixel may be identified as misclassified even though it is correctly classified. In the 

example above, identifying the pixel as belonging to class 10 is in fact as correct as 

identifying it as belonging to class 06. There are 5,257 pixels with two or more classes 

with equal cover in the 'Portugal fifteen class' data set, which corresponds to almost 20% 

of the data set. However, many of these pixels have one dominant class and then equal 

proportions of second and third classes. 

Classification accuracy of the 'Portugal fifteen class' data set is similar to that of the 

'Portugal sixteen class' data set: ~ 70%. There were 12,880 correctly classified pixels and 

5,554 incorrectly classified pixels. The mean sum of outputs, mean maximum output 

values, mean second maximum output values and the mean difference between the latter 

two for each group of pixels are listed in table 6-4 together with their standard deviations. 

12,880 Correctly 
classified pixels 

5,554 Incorrectly 
classified pixels 

Variable Name Mean 
Standard 
Deviation 

Mean 
Standard 
Deviation 

Sum of outputs 3.62 0.05 3.61 0.05 

First maximum 0.16 0.03 0.13 0.03 

Second maximum 0.09 0.01 0.10 0.01 

Difference between the first 
and second maximums 

0.07 0.04 0.04 0.03 

Table 6-4. Statistics from the neural network 
outputs of the 'Portugal fifteen class' data set 

The mean sum of the scaled outputs is much higher than for the previous data set: 

approximately 3.6 compared to approximately 1.1. The values of the neural network 

outputs for the maximum and the second maximum, regardless of whether the pixel is 

classified correctly or not, are much lower than in the previous experiment, see table 6-2. 

Even though the scaled neural network outputs can take on values as high as 1.0, their 

mean value is -0.15. The difference between the two maximums is again smaller for 
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misclassified pixels than it is for correctly classified pixels, but the size of the difference 

is very small as are the standard deviations for each variable. 

As emphasized in section 6.1, mathematical theory suggests that neural networks 

approximate Bayesian a-posleriori probabilities and output values should consequently 

sum to one. For a network with an activation function that does not lie between 0 and 1, 

as is the case here, network outputs must be scaled. Since it is the network's ability to 

approximate a-posleriori values naturally that is of interest, outputs are not normalised 

(forcing the sum to one by dividing each output value by the sum of the outputs). 

In this experiment, the sum of the output values is much larger than one and the 

network therefore does not appear to approximate a-posleriori probabilities. However, 

comparing the ground data with the resulting output values suggests that they are closely 

connected. Dominant classes of a pixel are dominant in the network output values and 

secondary classes often have higher output values that other classes. This suggests that the 

output values of the network axe. related to a-posleriori probabilities but that the 

relationship may be complex. Simply linearly scaling the outputs between -1.7 and 1.7 to 

lie between 0 and 1, for example, may tend to exaggerate the importance of small output 

values. Further analysis of these results is presented in section 6.2 and section 6.3. 

6.1.3 Summary 

The aim of the experiments in this section was to determine whether there was a 

relationship between neural network output values and correctly or incorrectly classified 

pixels. There appeared to be no relationship between correctly or incorrectly classified 

pixels and the sum of output values. The mean sum of the outputs for the 'Portugal sixteen 

class' data set was close to 1.1 whereas the mean sum of the outputs for the 'Portugal 

fifteen class' data set was close to 3.6. This suggests that the sum of the neural network 

outputs is not an indication of overall accuracy of classification but may be useful as a 

measure of the complexity of the data set, and possibly, of the presence of mixed pixels. 

The mean output values for the first maximum and second maximum showed a 

relationship with correctly and incorrectly classified pixels. Correctly classified pixels 

had larger maximum output values than incorrectly classified pixels. Using a maximum 

likelihood classifier on a per-field basis for crop analysis, Foody el al. (1992) found 

similar results although the difference between correctly and incorrectly classified pixels 

was small. Correctly classified pixels had smaller second maximum values and 

consequently larger differences between the first and second maximum than incorrectly 

classified pixels. 
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Assuming that pixels are misclassified because they are either mixed or some 

classes are spectrally similar, the results imply that the network produces output values 

for mixed or misclassified pixels that are different from those produced for correctly 

classified pixels. I f this is true, then it may also be the case that neural network output 

values reflect which classes mix, or misclassify, and perhaps even the proportions of 

classes in mixtures. However, the fact that the mean sum of the network outputs for the 

'Portugal fifteen class' data set was not close to one, indicates that network output values 

may not be able to approximate a-posteriori probabilities in the presence of mixed pixels. 

6.2 Neural Network Fraction Images 

Fraction images, also called proportion or abundance images, are typically a 

product of linear un-mixing models (Donoghue, 1994; Gong et al., 1994; Oleson et al., 

1995; Smith et al, 1990) although they have also been produced from other methodologies 

(Fisher and Pathirana, 1990; Maselli eta/., 1996). For each class, a single band grey scale 

image is produced where the intensity of each pixel is proportional to the percentage cover 

of the pixel by the class. Similar images can be produced from neural network outputs 

(Foody and Arora, 1996) to visualise the spatial distribution of class assignment. 

6.2.1 Methodology 

The hypothesis that neural network output values can be considered a-posteriori 

probabilities of classification, under ideal conditions, was discussed in chapter I I where it 

was also shown that the basis of most methodologies is that a-posteriori probabilities are 

linked to the percentage cover of a pixel by the class. Therefore, i f single class images are 

created where the intensity of each pixel is proportional to the neural network output 

values, the images should represent certainty and uncertainty of classification and, by 

extension, this uncertainty may relate to proportions of each class in a mixture. 

The original neural network software was modified so that for each pixel, the output 

values at each node could be provided instead of only the class to which the pixel is 

assigned (chapter I I I , section 3.4). The output file created from the 'Portugal fifteen class' 

data set classification in the previous experiment, section 6.1, was used here. Since the 

outputs of the neural network lie between -1.7 and 1.7, they were scaled to lie between 

zero and one and multiplied by 100 so that an adequate mapping could be produced on the 

image processing system between the neural network outputs which lie in a range [0,1] 

and the grey scale values which lie in the range [0,255]. I f required, the outputs can be 

normalised so that they sum to one. The intensity of the pixels in each single class image 
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is proportional to the neural network output value of the pixel for that class. The procedure 

for creating these output strength images, or fraction images, is illustrated in figure 6-2. 

6.2.2 Results and analysis 

Fraction images created from the neural network classification of the Landsat TM 

scene of the Portugal site are presented in figure 6-3 and figure 6-4 in the form of 

individual single-class neural network fraction images. The neural network values were 

mapped to the grey scales so that black to white represented low output values to high 

output values. 

The images for the Stones class and the Fruit Trees class are almost entirely black 

with only a dozen or so pixels in white. This implies that either there are almost no pixels 

within which these classes are present or these classes cannot be recognised by the neural 

network because they are confused with other classes. Analysis of the ground data from 

chapter IV revealed that the Stones class was only present as 10% cover within a mixture 

with 90% Shrubs and the spectral signature of the Stones class was most similar to the 

Shrubs class signature. Therefore, the classifier will not have been provided with a target 

for the Stones class, since a pure type of target was created which in this case wil l , quite 

rightly, assign the pixels to the Shrubs class. Consequently, the classifier cannot be 

expected to classify this class correctly. 

There are 399 pixels containing the Fruit Trees class but only 63 of these have it 

assigned as a dominant class, and therefore have a corresponding Fruit Trees target. The 

spectral signature of Fruit Trees is also quite similar to Shrubs. Consequently, the 

network has difficulty classifying the Fruit Trees class. 

The Water class appears to be well defined. From the reference data, there were 

1,648 pixels containing Water of which 1,292 as dominant class (78%). Areas on the 

image which should have a water signal, such as the sea, do indeed have a high water 

signal. Furthermore, these areas generally do not register signals from any other node. The 

area within the estuary is an exception as it contains Grass and Marsh signals, suggesting 

that there is some vegetation in that area. It is interesting that the actual Marsh class 

which can be thought of as a mixture between Water and Grass is less present, from the 

grey scale colours, than the Grass signal. This could imply that it is more profitable to 

identify pure classes as the basic classes, rather than use already mixed classes such as 

Marsh. On the other hand, the Marsh class is present along the rice field 'arms' which 

stream down from the fresh water river, in the top right of the image. Since the Marsh 

class was created from the amalgamation of original classes 'rice' and 'aquatic plants', it 
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Figure 6-3. Neural network fraction images for classes 1-8 
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Figure 6-4. Neural network fraction images for classes 9-15 
of the 'Portugal fifteen class' data set 
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may be that the vegetation present in the estuary has a signal which is closer to Grass than 

to 'rice'. However, it is also true that there are only 208 pixels that contain Marsh but 

17,372 pixels that contain Grass. 

Other fairly well defined classes, well defined in the sense that their occurrence is 

in well defined areas and not spread out over the whole image, include the Urban class 

and the Coniferous class. This is slightly unexpected since their spectral signatures 

(chapter IV, section 4.4) showed them to contain quite a few outliers. 

Many of the remaining classes seem to induce a small signal in all pixels. This can 

be explained for some classes such as Grass or Bare Soil, which can be expected to exist 

in almost every pixel, but other classes such as the Sand class are less understandable. It 

is possible that Sand, of which there are only 102 pixels in the data set, and Bare Soil 

classes have been confused. Particularly badly identified classes are Broadleaf and 

Shrubs, both of which resemble each other and other classes spectrally, as mentioned in 

chapter IV. 

This analysis technique provides a spatial overview of the distribution of the classes 

allocated by the network. However, although it is possible to identify the presence and 

absence of classes in particular areas, it is not possible to obtain details about individual 

pixels. The quantity or percentage cover of each class is not evident, nor are the relative 

proportions of classes which appear to mix in some areas. Creating a pseudo colour table 

so that, for example, strengths 0-10 are coded blue, 11-20 are coded red and so on, does 

not particularly alleviate the problem. 

To improve the analysis, and since the eye is more sensitive to colour differences 

that to grey levels (Adams et al, 1986), it is possible to load three fraction images on to 

the colour guns (Red, Green, Blue) of an image processing system. In this way, intensity 

of colour gives an approximate idea of the percentage cover by the class on the colour gun 

being viewed. When the guns are combined, mixing between classes is identified by 

mixed colours: purple is produced by a mixture of red and blue; yellow is produced from 

a mixture of red and green; and cyan is produced from a mixture of blue and green. A 

similar procedure has been used to study changes in vegetation by loading NDVI images 

of three different dates on the three different colour guns (Sader and Winne, 1992) and 

with fraction images from a linear un-mixing model (Settle and Drake, 1993; Holben and 

Shimabukuro, 1993). 

A sample of images are shown in figure 6-5. Each single band image is one of the 

previously shown black and white images. Three classes were chosen for each image. 
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R = 12 - Shrubs R = 1 - Bare Soil 
(a) G = 14-Broadleaf (b) G = 2 - Sand 

B = 15 - Coniferous B = 4 - Water 

R = 6 - Urban R = 9 - Horticulture 
(c) G = 10 - Grass ( d ) G = 8 - Cereals 

B = 11 - Vines B = 7 - Stubble 
Figure 6-5. Colour fraction images - one class per colour gun 
- mixtures shown by mixture of colours 

In the first image (a), although there are pockets of unique colours, in particular for the 

Coniferous forest and the Shrubs, most of the image is covered by colours resulting from 

a mixture of the three primary colours which suggests that there is a considerable degree 

of mixing (or misclassification) among the three classes according to the neural network. 

This confirms the expectations of chapter IV that Coniferous, Deciduous and Shrubs 

would be confused with each other. On the other hand in the second image (b), it is clear 

that the Water class does not mix with the other classes except along the southern coast 

of the estuary where the purple colour indicates that it mixes with Bare Soil. The Sand 

class, as was highlighted in the black and white images above, is distributed throughout 

the image, as is the Bare Soil. The third image (c) shows little mixing among the classes 
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Urban, Grass and Vines. A l l three classes are relatively well defined and there are few 

mixed colours. Finally, the almost complete absence of Green in the last image (d) 

suggests that the Cereal class is not present in abundance since the other classes 

overwhelm the colour of the pixels. In addition, the Stubble class, much like the Sand 

class, produces a signal in most pixels. 

Although it allows some further analysis, this technique has several shortcomings. 

Firs, a large number of permutations are necessary to analyse the mixing between any 

three of the fifteen classes; only four examples were shown here. In addition, although 

some indication of the relative abundances within mixtures is obtained from the mixture 

colours, the information is not precise. And finally, this technique is limited to a study of 

up to only three classes at a time. 

6.2.3 Summary 

The usual product from linear un-mixing methodologies, fraction images, can be 

created from neural network outputs. However, although they are more informative than 

a single pure classification image, proportion images only provide an overview of the 

spatial distribution of classes. Degrees of mixing between classes are not obvious. 

Furthermore, the information present in the reference data is wasted as the fraction images 

do not allow the comparison between ground data and results. For these reasons, a new 

visualisation technique was developed. 

6.3 Ground Data/Neural Network Correspondence Images 

The most common visual method used in the literature to analyse the relationship 

between ground data and the results from a soft classification problem is to plot, for each 

class, the algorithm output {a-posteriori probability, membership value or derived 

percentage cover and so on), against the actual percentage cover as given by the reference 

data (Marsh et al., 1980; Foody, 1992; Thomas et al, 1996). The graphs show the 

relationship between the variables and a correlation value can be provided which 

quantifies it. Although this method shows the distribution of results over the range of data 

points, it has the disadvantage that only one class is studied at a time and the relationship 

between mixtures in the same pixel is lost. For example, it is not possible to tell that class 

A was overestimated and consequently class B underestimated for a pixel. An alternative 

method for representing neural network output values is a two dimensional plot of input 

values of pixels, for each node, where points are coloured according to the strength of the 

output value (Warner and Shank, 1997; Moody et al., 1996). This technique shows the 
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neural network partitioning of the input space but again, does not allow class relationships 

within pixels to be maintained. 

The visualisation tool described in this section was developed to allow the direct 

comparison between the expected results, as provided by reference data, and the actual 

results, as provided by the neural network outputs for the testing data set, keeping the 

relationship between classes within a pixel intact. It is a non-spatial visualisation tool 

since pixels are not viewed in image form. 

6.3.1 Methodology 

If a pixel is covered 100% by one class only visually this can be represented by a 

line of set dimension which is coloured entirely in the colour assigned to the class (figure 

6-6 upper bar). If only a portion of the pixel is covered by a class, relative amounts can be 

coloured accordingly. For example, the lower bar in figure 6-6, could represent a [30% 

Class 2 + 60% Class 5 + 10% Class 10] mixture, where class 2 is in blue, class 5 is in green 

and class 10 is in red. 

1 

0% 50% 
i 

100% 

1 

0% 
i 

50% 
1 

100% 

Figure 6-6. Visual representation of the cover of (top) a pure 
pixel (bottom) a mixed pixel 

A-posteriori probabilities can be visualised in a similar way. After scaling the neural 

network outputs between zero and one and normalising them so that they sum to one, this 

method of representing pixel composition can be applied to each neural network output 

vector. I f the reference data vector and the corresponding neural network output vector for 

a pixel are coloured appropriately and displayed side by side, the correspondence between 

the two can be visualised. I f all the pixels in a data set are processed in this way, the 

correspondence between ground data and neural network outputs for all the pixels can be 

analysed. Images produced in this way will be referred to as 'Correspondence' images. 

The procedure for creating ground data/neural network Correspondence images is 

illustrated in figure 6-7. 

Neural network experiments were run on the 'Portugal sixteen class', 'Portugal 
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Figure 6-7. Procedure for creating ground data / neural 
network Correspondence images 



fifteen class' and 'Portugal seven class' data sets. The 'Portugal sixteen class' data set was 

kept in a ratio of training to testing files of 2:1 since it had been provided in that ratio. The 

other two data sets were divided into ratios of 1:2. The composition of the 'Portugal 

sixteen class' data files was provided in chapter V. The composition of the 'Portugal 

fifteen class' and 'Portugal seven class' data sets are provided in appendix B, section B.5 

and section B.6. 

Parameters Portugal 16 Class Portugal IS Class Portugal 7 Class 

Number of iterations 600 600 600 

Architecture - Input Node 6 6 6 
Hidden Nodes 28 28 13 
Output Nodes 16 15 7 

Type of weight initialization Constant seed value Constant seed value Constant seed value 

Learning rate 0.1 0.1 0.1 

Randomisation Once Once Once 

Division ratio TR : TS = 2 : 1 = TR : TS = 1 : 2 = TR : TS = 1 : 2 = 
8,047 : 4,458 9,217 : 18,434 3,951 : 7,901 

Table 6-5. Parameter settings for the classification 
of the 'Portugal sixteen class', 'Portugal fifteen 
class' and 'Portugal seven class' data sets 

6.3.2 Results and analysis 

'Portugal sixteen class' 

Figure 6-8 shows the Correspondence images created from the 'Portugal sixteen 

class' data set. As described in chapter 4, this data set is typical of a conventional pure 

classification problem data set. In other words, all pixels are considered to be covered 

100% by one class only. This is shown in figure 6-8 by the fact that, according to the 

ground data, all pixels are represented by a line of only one colour. The pixels were 

grouped by actual class, that is, the class to which the pixel belongs according to the 

ground data. Since the reference data assumes each pixel to be pure, the results can only 

be interpreted in terms of misclassification and not in terms of mixed pixels. 

From figure 6-8, it is possible to tell which classes are best classified and with what 

classes they are confused. For example, the different water classes, Sea Water, Estuary 

and Fresh Water and the Vines, Shrubs and Weeds classes are well classified, since for 

the majority of the pixels of each of these classes, the dominant neural network class is 

correct. The Water classes are surprisingly well separated since it was expected from 

their spectra that Sea Water and Estuary would be confused. On the other hand, 
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Figure 6-8. Correspondence image for the 'Portugal sixteen 
class' testing file 

remaining classes are less well identified. Some such as Sand and Wheat have quite high 

output values in the correct class but not as high as the previously mentioned classes. The 

Coniferous forests and most of the Deciduous forest seem to be misclassified as Shrubs. 

This confirms the expectations set out in chapter rV. Classes such as Bare Soil and Grass 

seem to be confused with almost all the other classes. 

The problem with this data set is that although it is known that the training areas 

were not completely pure, there is no information about mixing provided in the test set. 

Therefore, it is not possible to decide whether the neural network is identifying other 

classes present within a pixel or confusing spectrally similar categories. For example, the 
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Wheat class contains signals which suggest probabilities of assignment to Bare Soil, 

Weeds and Grass. It could be that within the Wheat training areas there were pixels of 

Bare Soil, Weeds and Grass or it could be that within Wheat pixels there were areas of 

Bare Soil, Weeds and Grass or it could be that the spectral signature of Wheat is similar 

to that of Bare Soil, Weeds and Grass. Without reference data against which to compare 

the results, no conclusions can be drawn. 

'Portugalfifteen class' 

The results for this data set are presented in figure 6-9. The image on the left shows 

the results on the testing file. To create the training and testing data sets, the original file 

containing all the data is randomised and then divided into two. Pixels in the testing file 

are therefore in random order. From this image, it is difficult to draw any conclusion 

because no pattern is discernible for the ground data and the large number of pixels 

involved (18,434) makes it extremely difficult to compare pixel by pixel. The testing file 

was therefore sorted and the resulting image is shown on the right of figure 6-9. The 

results are the same, only ordered differently. 

The first point to note is that for most pixels, every node appears to register a 

minimum output value. For some pixels, the image shows that there is higher output in 

the correct class. For example, the pixels at the top of the graph which have a dominant 

Coniferous class, the Water pixels and the pixels containing Vines seem to register the 

highest response in the appropriate node. However, the network does not allocate classes 

with any degree of certainty and it is difficult to see the relationship between the ground 

data and the neural network outputs. The apparent confusion may be due to mixed pixels 

with different percentage cover being assigned the same target, which suggests the 

necessity for a different target representation. This issue is discussed in chapter V I I . 

The presence of a non-zero neural network value in all the nodes suggests the 

hypothesis that there might be a threshold associated with every output. In other words, 

the neural network perhaps produces a, possibly random, minimum signal at every output. 

The cause of this threshold might be the complexity of the data set, the variance associated 

with each class, target representation of the ground data, or the frequency of classes. It was 

therefore hypothesised that the nodes with the highest output strengths might represent 

classes which truly existed in the mixed pixel and that consequently, removing a threshold 

value from the network output strengths so as to favour those classes with the highest 

output strengths, would improve the identification of the sub-pixel components. 
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Figure 6-9. Correspondence images for the 'Portugal Fifteen 
Class' testing file, (left) random order; (right) sorted 

'Portugal seven class' 

The hypothesis was tested on the 'Portugal seven class' data set using a network 

with parameters as provided in table 6-5. Two methods of applying thresholds were 

tested. In the first method, a specified threshold amount is removed from all scaled neural 

network outputs. Neural network outputs which become negative are set to zero and the 

outputs are normalised. For the second method, neural network outputs which are less 

than or equal to a specified threshold are set to zero and then the outputs are normalised. 

An example of the two methods is given in figure 6-10. 
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Original neural 
network output 
vector scaled 
between 0 and 1 

1 2 3 4 5 6 7 • • • • • • • 
0.10 0.23 0.11 0.45 0.32 0.23 0.02 

Method 1 

Remove 0.2 from alL 
outputs and set -ve 
values to 0. 

1 2 3 4 5 6 7 • • • • • • • 
0.00 0.03 0.00 0.25 0.12 0.03 0.00 

Normalized 1 2 3 4 5 6 7 

vector • • • • • • • 
0.00 0.07 0.00 0.58 0.28 0.07 0.00 

Method 2 

Set output less than 
or equal to 0.2 to 
zero. 

1 2 3 4 5 6 7 • • • • • • • 
0.00 0.23 0.00 0.45 0.32 0.23 0.00 

Normalized 1 2 3 4 5 6 7 
vector — ^ • • • • • • • 

0.00 0.19 0.00 0.36 0.26 0.19 0.00 

Figure 6-10. Illustration of the two methods of applying a 
threshold to the neural network outputs 

The purpose of the first method was to investigate the effect of applying the same 

threshold to all the output nodes. The idea behind this method was that all output nodes 

for a pixel may be subject to the minimum signal. On the other hand, the second method 

was studied to determine the effect of applying a threshold only to the nodes with the 

smallest output strengths. The idea behind this method was that for each pixel, only the 

nodes whose class did not actually appear in the pixel were subject to this minimal signal. 

Results are illustrated in figure 6-11. The strip on the far left shows the sorted image 

of the ground data and next to it the scaled and normalised neural network outputs. The 

strips to the right of this set show the images resulting from the neural network outputs 

after a threshold has been applied. The value of the threshold is specified at the top of each 

image; ' m l ' refers to method 1. lm2' refers to method 2. 
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Ground NNet 
Data Data ml-0.1 ml-0.2 ml-0.3 m2-0.1 m2-0.2 m2-03 

a. 

: 

Percentage Cover 
Mi Bare Soil • § Urban Sf?' Vines 

Sand Cereals 

Water Grass 

Figure 6-11. Effect of applying a threshold to the neural 
network outputs, using two methods, on the 'Portugal seven 
class' data set. Slight differences may occur from the 
resampling method of the image processing system used. 



The images show that the neural network identifies the dominant class more clearly 

for this data set than for the previous data set. The output value for the dominant class is 

usually significantly larger than for the other classes, although it seems that most of the 

Urban, Cereals and Sand pixels may be misclassified. The second classes also seem to 

be better identified but increasing thresholds increase the extent of the dominant class and 

not always that of the correct second classes. Since the effect of the threshold is to remove 

low node values, this shows that the output strengths for the second classes are not 

necessarily always next, after the maximum value of the dominant class. In other words, 

the neural network does not always seem to correctly identify the second classes. 

6.3.3 Summary 

The Correspondence images are a useful visualisation tool which allows immediate 

comparison of neural network outputs with reference data. Sources of misclassification 

can be identified in the experiments using the 'Portugal sixteen class' data set. However, 

the large number of pixels and the complexity of the 'Portugal fifteen class' data set 

hinder analysis to determine whether second, third and so on, classes are correctly 

identified. The data seems to produce some confusion in the network results since all 

output nodes, for every pixel, register an output value. Analysis of the simpler 'Portugal 

seven class' data set by applying a threshold to the network outputs shows that the 

network output values are more related to the reference data than for the previous data set 

but the preliminary conclusion is that second classes are not always correctly identified. 

The confusion of the network may be caused by the type of target that was used. The use 

of quantitative analysis tools to provide a measure by which to compare results 

numerically are discussed in chapter V I I and used to investigate different types of targets 

with which to train the network. The network may also require only pure pixels in the 

training stage, and mixed pixels may be confusing it. This issue is discussed in chapter 

v m . 

6.4 Neural Network Node Response Graphs 

The Correspondence images allow the visual comparison between ground data and 

neural network outputs for individual pixels. The method developed here shows the 

overall distribution of responses at every node for a given class, directly in terms of the 

output strengths. 

6.4.1 Methodology 

The 'Portugal seven class' and then the 'Scotland eight class' data sets were used 
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for these experiments. The composition of the 'Portugal seven class' data set is provided 

in appendix B, section B.6. The 'Scotland eight class' data set was divided into a training 

file and a testing file in a ratio of 1:1 for the number of pixels in the training file to the 

number of pixels in the testing file. In addition, a set of training and testing files was 

created with a ratio of 1:1 containing only the first five classes which are all pure classes. 

Finally, a testing file containing only pixels from classes 6, 7 and 8 which are mixtures 

was also created. The composition of these files is reported in table 6-6. 

Scotland 8 
Class 

Scotland 5 
Class 

Scotland 3 
Class 

Id. Class Description T R TS T R TS TS 

1 Closed Canopy Sitka Spruce 89 100 92 97 N/A 

2 Closed Canopy Lodgepole Pine 107 102 96 113 N/A 

3 Water 130 137 135 132 N/A 

4 Background (Grass, Rocks) 309 328 315 322 N/A 

5 Deciduous 211 207 222 196 N/A 

6 Low Density Trees (mainly Sitka Spruce) 188 188 N/A N/A 376 

7 Medium Density Trees (mainly Sitka Spruce) 102 106 N/A N/A 208 

8 Closed Canopy Trees (Mixed) 229 196 N/A N/A 425 

Total Number of Pixels 1,365 1,364 860 860 1,009 

Table 6-6. Composition of data files for the 
'Scotland eight class', 'Scotland five class' and 
'Scotland three class' data sets 

Using the parameters listed in table 6-7, one network each for the 'Portugal seven class' 

and the derived 'Scotland five class' data sets were trained and tested. In addition, the 

network trained on the 'Scotland five class' was tested on the 'Scotland three class' data. 

Parameters Portugal 7 class Scotland 5 class 

Number of iterations 600 600 

Architecture - Input Nodes 6 6 
Hidden Nodes 13 10 
Output Nodes 7 5 

Type of weight initialization Constant seed value Constant seed value 

Learning rate 0.1 0.1 

Randomisation Once Once 

Division ratio 1 : 2 = 3,951 : 7,901 1 : 1 = 860 : 860 

Table 6-7. Parameter settings for the classification 
of the 'Portugal seven class' and 'Scotland five 
class' data sets 
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Node Response Graphs are created in the following way. The output strengths are 

plotted on they-axis and pixels are grouped according to their dominant class, as provided 

by the reference data, on the x-axis. There are usually, but not necessarily, as many 

expected classes as there are nodes. Each actual class is represented by a group of n nodes, 

where n is the number of pure classes the network has been trained for. For each pixel, 

the output value at every node is plotted. 

6.4.2 Results and analysis 

In the 'Portugal seven class' experiment, the network was trained to recognise seven 

pure classes so there are seven output nodes, and each of these classes was present in the 

testing file. Results of the classification of the 'Portugal seven class' data set are presented 

in figure 6-12, where each node is represented by a colour. 
Neural Network Response for Each Class of the Portugal Seven Classes Data Set 

T 1 1 1 1 1 1 
Output 1 - Bare Soil x 

Output 3 - Water x 
Output 4 - Urban x 

Output 5 • Cereals x 
Output 6 - Grass x 
Output 7 • Vines o 

I 

1 

! 1 
i 

'I : *K- - 'il II 'I 'I ! 

M 

-2 U I I I I I L 
1 2 3 4 5 6 7 

Class Number 

Figure 6-12. Neural network Node Response Graph for the 
'Portugal seven class' data set 

The first set of seven colours shows the output strengths at each node for all the 

pixels in the testing set which, according to the ground data, had a dominant class 1, Bare 

Soil. For example, the black node shows all the output strengths which were registered in 

node 1, corresponding to the node for Bare Soil; the yellow node shows all the output 

strengths which were registered in node 2 corresponding to Sand and so on for pixels 

whose dominant class is Bare Soil. 

For pure pixels of Bare Soil, output nodes would be expected to register high values 

in the Bare Soil node and low values everywhere else. However, mixed pixels may 

register medium to high values in several nodes. In the data set Bare Soil is mixed with 
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Grass so some medium to high values would be expected in the Grass node for pixels 

whose dominant class was Bare Soil, and similarly, some medium to high values would 

be expected in the Bare Soil node for pixels whose dominant class was Grass. In fact, the 

graph shows that the node responses for pixels dominated by Bare Soil can be high for 

Bare Soil and Grass and also for Urban and Vines. In fact, Bare Soil, Grass, Urban and 

Vines classes are confused, or mixed, with one another for many pixels as can be seen 

from the graph which shows, for each of these actual classes, high node output values in 

all the corresponding nodes. The graph shows a degree of confusion between the spectral 

signatures of some of the classes. 

The graphs shows that for the Water class, node 3 registers high output strengths 

whereas all the other nodes register low output strengths as would be expected in an 

accurate classification of pixels of this class. A few pixels register a high output value in 

the Bare Soil node which suggests that they may be misclassified. The cause of 

misclassification could be that the pixels were mistakenly labelled as Water in the ground 

data. 

The node for the Sand class (class 2) never contains high values. Consequently it 

can be assumed that this class will be overwhelmingly misclassified. In fact, the Sand 

class registers high values for the node corresponding to Bare Soil which implies that 

Sand will be misclassified as that class. Going back to figure 6-11, which shows the same 

results displayed using Correspondence images, this is indeed the case as can be seen 

from the dominance of the Bare Soil class for the Sand pixels. A similar problem is 

encountered for the Cereals class which has no high values in its corresponding node. 

Pixels of this class register high Grass output values and some high Urban output values. 

Figure 6-11 shows this. 

A similar analysis can be carried out on the results of the classification of the 

'Scotland eight class' data set which was classified with an overall accuracy of 

approximately 84%. However, it is more instructive to look at the results of the 

classification of unknown classes 6, 7 and 8 with a network trained with classes 1 to 5. 

Classes 1 to 5 are Closed Canopy Sitka Spruce, Closed Canopy Lodgepole Pine, 

Water, Background and Deciduous Trees respectively. Classes 6, 7 and 8 are Low 

Density Trees (mainly Sitka Spruce), Medium Density Trees (mainly Sitka Spruce) 

and Closed Canopy Trees (Mixed) respectively. These class names will be referred to as 

1 - Sitka Spruce, 2 - Lodgepole Pine, 3 - Water, 4 - Background, 5 - Deciduous, 6 -

Low Density Trees, 7 - Medium Density Trees, 8 - Mixed Trees in the discussion that 

follows. This experiment was run to determine the response of the neural network for 
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classes it had not been trained with, which were mixtures of classes it had been trained 

for. If the neural network output values reflect pixel composition, then: 

• the outputs for class 6 - Low Density Trees pixels, a mixture of trees and 

grass, should be high for node 1 - Sitka Spruce and node 4 - Background 

and low for all the others. 

• The outputs for class 7 - Medium Density Trees pixels should be high for 

node 1 - Sitka Spruce and node 4 - Background and low for all the others as 

for class 6. However, i f classes 6 and 7 can be differentiated, then the output 

values in node 1 should be higher for class 7 than for class 6 and lower in node 

4 for class 7 than for class 6. 

• The output strengths for class 8 pixels should be high for node 1 - Sitka 

Spruce and node 2 - Lodgepole Pine and low for all the other outputs. 

The neural network classified the five class data set with an overall final accuracy 

of 97%. It classified the eight class data set with an accuracy of 84%. Therefore, it would 

seem that the inclusion of classes which are not well defined reduces the accuracy of the 

network. Results of the classification of the 'Scodand five class' data set are displayed in 

figure 6-13. 

Neural Network Output Value tor each Class 
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Lo ' Output Node 2 (Closed Canopy Lodgepole Pine) 

Output Node 3 (Water) • 
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Figure 6-13. Neural network Node Response Graph for the 
'Scotland five class' data set 

Figure 6-13 shows that the Water class (3) has high output values in its 

corresponding output node and low values in all the others. Furthermore, the values are 

concentrated and there is little variance. The Background class (4) shows similar results 

although there are a few pixels with high neural network values in output nodes which do 

not correspond to Background. These could be pixels which are in fact covered by the 
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class which the neural network assigns to them which were perhaps misidentified in the 

reference data. The spread of values for each node is larger than that for the Water class. 

For the Deciduous class (5) similar results are seen: high output in the corresponding 

neural network output node, low output values in all the others. For the Sitka Spruce class 

(1), the corresponding output contains high values and other nodes low values as 

expected. However, the spread of values has increased and there are more outliers. In 

particular, the output values for the Lodgepole Pine class have a higher mean than the 

other non Sitka Spruce classes. These results are similar for the Lodgepole Pine class. 

Interestingly, the Lodgepole Pine class is less confused with Deciduous class than the 

Sitka Spruce. In summary, the classes appear to be quite well discriminated with little 

confusion and this is reflected in the high classification accuracy. 

Results of the classification of the three class testing data set with the network 

trained on the five class data set are illustrated in figure 6-14. Low Density Trees is class 

6, Medium Density Trees is class 7, and Mixed Trees is class 8. 
Neural Network Output Value for each Class 

m 3 > 

o 
I 

z 
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Output Node 2 (Closed Canopy Lodgepole Pine) + 

Output Node 3 (Water) • 
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Output Node 5 (Deciduous) * 

8 
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Figure 6-14. Neural network Node Response Graph for the 
'Scotland three class' data set 

The output values in node 3 (trained for Water) are very low for all three classes, 

showing that the network is definite that the pixels do not belong to this class. Class 8 -

Mixed Trees registers high output values in node 1 - Sitka Spruce and node 2 -

Lodgepole Pine and low outputs in all the others, as hypothesised. However, the spread 

of values is quite large, particularly for the coniferous tree nodes, which indicates 

confusion. In class 6 - Low Density Trees, the output values for the Background node 

are higher than for the other classes, again, as expected. On the other hand, the output 

values for this node are very low in class 7 -Medium Density Trees. This may mean that 

there is a threshold amount of second class component below which the network no longer 
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recognises the signal. Alternatively, it may be that in the training areas for Low Density 

Trees there were actually some pure Background pixels which are therefore classified as 

such by the neural network. The Deciduous forest node has some high values for classes 

6 and 7. This implies that the background signal in Low Density Trees and Medium 

Density Trees affects the coniferous tree signal to a degree that they can be confused with 

deciduous trees. The Mixed Trees which are closed canopy had no high signals for the 

Deciduous node, which would support this hypothesis. 

6.4.3 Summary 

This method of visualising the output strengths from each node, for each class in a 

testing set, is particularly useful to examine the overall response of the network to the 

pixels. The results from this section have shown that the network does appear to respond 

to components in a mixture. A Node Response Graph for pixels in the 'Portugal seven 

class' data set showed that for well defined classes, output values were high only in the 

appropriate node. For classes that were confused, network output values were high in the 

incorrect node. Classes that included some mixed pixels, as well as possible spectral 

confusion, showed high responses in more than one node. 

A Node Response Graph for the 'Scotland three class' testing data set, classified 

with a network trained only on pure classes, showed that the output values for the Low 

Density Trees class in the Closed Canopy and Background nodes were high and low 

elsewhere. Node values for the Closed Canopy Mixed class were high only for the 

Closed Canopy nodes and low elsewhere. This suggests that the network can extract 

component classes from mixed pixels, having only been trained with pure pixels. On the 

other hand, node values for the Medium Density Trees class were high in the Closed 

Canopy classes but low elsewhere. The expected high values in the Background node do 

not occur. There were also some high node values for the Deciduous node for Low 

Density Trees and Medium Density Trees. Therefore, it seems that the unmixing 

procedure is not straight forward. 

There are three main limitations to the Node Response Graph method of anlaysis. 

The first is that it is not possible to determine the response for a particular pixel. In other 

words, the relationship between the output strengths of the different nodes for a single 

pixel is lost. This fact leads to the second limitation which is that if many of the pixels are 

confused between all the classes, the spread in the values at each node will be very large 

and no pattern will be obvious. Furthermore, it is not possible to tell the frequency of 

pixels at a particular point from the graph. For example, i f f if ty pixels whose dominant 
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classes is 5, produce an output strength of 1.2 for node 5, say, and only one pixel produces 

an output value of 0.3 for node 5, each of these values is only represented by one point on 

the graph. 

6.5 Summary of Chapter VI 

This chapter has addressed two issues: a study of the neural network outputs in the 

presence of mixed pixels and the development of visual analysis tools. 

First, in section 6.1, statistics concerning correctly and incorrectly classified pixels 

within a pure data set, 'Portugal sixteen classes', showed that correctly classified pixels 

had higher maximum output values and lower next maximum output values than 

incorrectly classified pixels. Incorrectly classified pixels are likely to be mixed or contain 

a class whose spectral signature is similar to another class. This experiment shows that the 

network produces a different response for these pixels and that therefore it may be able to 

identify sub-pixel information. 

Fraction images, discussed in section 6.2, similar to those created in linear un­

mixing methodologies, show that the abundance of classes in certain areas as expressed 

by the network a-posteriori probabilities is as expected from the image. However, 

although they are more informative than a single pure classification image, proportion 

images only provide an overview of the distribution of classes. Degrees of mixing 

between classes are not obvious and they do not allow the direct comparison between 

ground data and results. Three-class colour images do not particularly alleviate the 

problems. For this reason, new visualisation techniques were developed. 

The first technique, ground data / neural network Correspondence images described 

in section 6.3, provides a useful visualisation tool for comparing neural network outputs 

with reference data. Possible areas of misclassification were easily identifiable for the 

'Portugal sixteen class' data set. However, the large number of pixels and the complexity 

of the data hindered analysis and seemed to produce some confusion in the network results 

for the 'Portugal fifteen class' data set. Results were improved with the use of the 

'Portugal seven class' data set but remained unclear. The use of different target types to 

determine whether they may the cause of confusion are examined in chapter V I I . 

A different technique was used to study the response at each node for every pixel in 

a testing set: Node Response Graphs, discussed in section 6.4. The graph for the 'Portugal 

seven class' data set showed that well defined classes with no mixed pixels produced high 

output values at the correct node and low output values at the other nodes. Possibly poorly 

defined classes with no mixed pixels produced high output values at the wrong node and 
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low values elsewhere. Classes with mixed pixels and possible spectral confusion with 

other classes produced high output values in several nodes. Results from a network 

trained with a pure data set from the Scotland site and tested on untrained for mixed pixels 

were also shown in a Node Response Graph. The graphs showed that the neural network 

may be able to extract component signatures from mixed pixels in a simple mixture 

although the unmixing is not straight forward. Whether network training files should 

contain mixed pixels or only pure pixels is investigated in chapter VII I . 

These results are somewhat different from those in the literature that suggest not 

only that the neural network can correctly identify mixture components but also their 

percentage cover of the pixel (Atkinson et al., 1997; Foody et al, 1997; Warner and 

Shank, 1997). However the experiments described in the literature tend to use very simple 

data sets with few classes and few pixels. The fact that conflicting results have been 

presented here may be a result of the complexity of the data sets. Part of the problem is 

also that the methods outlined here are qualitative. Quantitative methods which use some 

form of measure against which to compare results may provide a clearer answer. The next 

chapter, chapter V I I presents quantitative analysis tools which are used to determine 

whether a more conclusive answer, as to whether a neural network could identify sub-

pixel components, can be obtained. 
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Chapter VII 

QlTANTTTATTVK ANALYSTS TOOTS 
AND TARGRT T Y P E S 

In the previous chapter, neural network outputs were analysed qualitatively using a 

combination of existing and newly developed visualisation tools. The methods described 

are useful for spatial analysis (fraction images), for a rapid visual analysis of the results 

which retains the relationship between classes within pixels (Correspondence images) 

and for an overview of the network response at every node as a function of the actual 

dominant class of pixels (Node Response Graphs). However, qualitative analysis alone is 

not sufficient. A numerical analysis is also necessary to provide actual values of 

classification accuracy. This chapter is concerned with quantitative techniques to evaluate 

the performance of the neural network for soft classification. 

As Wang (1990a) states, measuring accuracies of fuzzy classification is the most 

challenging aspect of mixture classification. Traditional confusion matrices, the most 

common method of classification analysis, cannot deal with the added dimensionality 

brought about by mixed pixels. As discussed in chapter I I , different techniques have been 

suggested. Hardening the results from a soft classification consists in only considering the 

maximum output value from the vector of soft outputs. In effect, this methods reverts to 

pure interpretations of classification (Foody, 1992; Wang, 1990b). Measures to compare 

performance of soft classifiers have been investigated including 'Entropy' (Maselli et al, 

1996) and the 'Closeness' between land cover and fuzzy membership values calculated 

for example by a Euclidean distance (Foody, 1996a). However, 'Entropy' assumes that 

the reference data is pure and that only the classifier results are fuzzy and indices such as 

the 'Closeness' index only provide an overall value, not a class by class and position by 

position breakdown. 

Several authors have developed partially soft tools for the analysis of classification 

results. In a paper on ordinal classification of sub-pixel forest cover, Foody (1994) divides 

forest cover into four groups - large, intermediate, small, very small - and allocates pixels 

to one of these groups. He then calculates a confusion matrix on this basis. However, 
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pixels cannot belong to more than one group. Gopal and Woodcock (1994) are concerned 

with a slightly different problem from soft classification, since they assume that all pixels 

can be assigned to only one class but that there is uncertainty in that class' allocation 

which is expressed by an integer number representing a linguistic concept. For example, 

'Absolutely right' is given 5, 'Understandable but wrong' is given 2. Nevertheless, the 

concepts are similar and the authors then calculate matrices which provide the number of 

matches between opinions and the size of the differences between allocations. In a later 

article, Woodcock et al. (1996) use a similar technique for calculating the accuracy of 

assignment of secondary classes. Van Deusen (1995) considers that classification 

produces measures of certainty of class allocation and makes a contingency table for the 

results including the second closest classes, that is those which have the second highest 

probability of allocation. Element [n][m] in the confusion matrix shows the number of 

times class [n] had the highest probability of allocation and [m] the second highest 

probability of allocation. Fisher and Pathirana (1990) use one matrix for each class to 

study the correlation between fuzzy membership values and percentage cover of a class. 

Moody et al. (1996) calculate the frequency of second classes classified as dominant and 

vice-versa. 

However, none of the articles provide a compact and portable method for analysing 

soft classification results. This chapter describes two new types of confusion matrices 

which have some similarities with the techniques described above and which provide a 

quantitative analysis of the neural network's ability to identify the correct components of 

a mixture. Even though the matrices are used for neural network output results in the 

thesis, they can be used to analyse the results from any soft classifier which produces a 

vector of soft output values. 

In the training stage, the neural network is provided with pixel data and a target to 

aim for. The network only knows that pixels are different if their targets are different; each 

target identifies the group to which pixels belong. Targets are therefore a vital part of the 

neural network classification process since they provide the basis on which classes will 

be differentiated. In the literature, the few articles which discuss neural network 

approaches to soft classification usually provide the network with either a pure target 

(Moody et al., 1996), or with targets which contain values of the percentage cover for each 

class scaled between 0 and 1 (Foody et al., 1997; Atkinson et al., 1997; Warner and 

Shank, 1997). The aim of the experiments discussed in this chapter is to compare the 

performance of networks trained with different types of targets to represent the reference 

data. The matrices are used to quantify the effect of using the different types of targets. 
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Preliminary work relevant to this chapter is described in Bernard and Wilkinson (1996 

and 1997). 

7.1 Accuracy Measurement Techniques 

7.1.1 The traditional confusion matrix 

The most common type of classification accuracy reported in the literature is based 

on some form of confusion matrix, also called error matrix or contingency table. 

Confusion matrices are used to compare the actual class according to the reference data 

and the class assigned by the classifier, in this case the neural network, for each pixel. 

Figure 7-1 illustrates this type of matrix. The confusion matrix consists of an nxn array 

where n is the number of pure classes. The vertical dimension represents the reference 

data. The horizontal dimension represents network results. The order is sometimes 

reversed (Lillesand and Kiefer, 1994; Rosenfield and Fitzpatrick-Lins, 1986b). 

Values in the matrix refer to numbers of pixels. Matrix positions are referred to as 

|n|[m| where n is the reference class and m is the classifier class. Thus, i f a pixel from 

class a according to the reference data is correctly classified as class a by the classifier, 

the counter in the position of the matrix [n=a][m=a] is increased by one. I f a pixel of class 

a according to the reference data is incorrectly assigned to class b by the classifier, the 

counter at position [n=a][m=b] is increased by one. I f a pixel of class b according to the 

reference data is incorrectly classified as class a by the classifier, the counter at position 

[n=b][m=a| is incremented by one. When all the pixels have been examined and the 

relevant counters updated, measures such as overall accuracy and commission and 

omission errors can be calculated. 

The accuracies of classification for individual classes are calculated by dividing the 

value in the relevant position of the diagonal (for example, for class 2, position 

[n=2][m=2]) by the number of which belong to that class according to the ground data. 

The overall accuracy of classification is calculated by summing all the members of the 

diagonals, the correctly classified pixels, and dividing by the total number of pixels. Fligh 

overall accuracy does not imply that all classes were well classified, individual class 

accuracies must also be examined. Commission error represents the number of pixels 

from other classes which were incorrectly classified as a particular class. The omission 

error represents the number of pixels of a class which were incorrectly classified as other 
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Figure 7-1. Traditional confusion matrix for pure 
classification analysis (adapted from Campbell, 1996) 

classes. Commission and omission accuracies can be calculated from the matrix by 

dividing the correctly classified pixels of a class by the relevant row or column total. 

A high overall accuracy means that training areas were homogeneous, training 

classes were separable, the testing set was representative of the training data and the 

classification strategy worked well with these training areas. It does not indicate, how the 

classifier will perform for other sets of data from the same image (Lillesand and Kiefer, 

1994). The assumption that is made is that the training and testing data are representative 

of the data from all the image and that therefore the confusion matrix represents results 

which would be obtained with any similar data set from the image. 
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7.1.2 The Rank matrix 

The problem with traditional confusion matrices is that they can only deal with the 

dominant class of pixels. In mixed pixel classification, the identification of secondary or 

more classes is relevant. In this work, a new type of matrix was developed which will be 

referred to as a Rank matrix. It is complemented by a modified traditional confusion 

matrix. 

The Rank matrix calculates the number of times positions, that is dominant class, 

secondary class and so on, are correctly identified; if they are not identified correctly, the 

Rank matrix shows the position to which a class was assigned compared to its actual 

position. The process to create the matrix is described below. 

Figure 7-2 shows a hypothetical example of an output file for a group of mixed 

pixels from a data set described by five pure classes. 

A - Ground data 
information 

B - Ground data 
Index arrays 

Class 1 Class 5 

\ 
< 

\ 
0.0 0.0 1.0 uoo.o 
0.0 0.2 0.0 0.5 0.3 

0.8 0.2 0.0 0.0 0.0 

O0 0.2 0.5 0.3 O0" 

Secondary 
Position Five classes 

classes 

Dominant 
classes 

1.0 0.0 0.0 0.0 0.0 

0.0 0.3 0.7 0.0 0.0 

00 0.0 0.0 0.0 LP 

C J L 2 O 0 0.0 0.2 06, 

0 0 0 0 3 
0 0 2 5 4 
0 0 0 2 1 
0 0 2 4 3 
0 u 0 u 1 
0 0 0 2 3 
n o u 0 5 
0 0 4 1 5 

Figure 7-2. Procedure for creating ground data Index arrays 

The ground information vectors for the pixels are shown on the left (A); percentage cover 

has been scaled between 0 and 1. From these, ground data 'Index' arrays as they shall be 

called, are created by sorting classes in increasing order of percentage cover according to 

the ground data (B). For example, the pixel indicated by ' C in figure 7-2 is mostly 

covered by class 3, followed by class 4, followed by class 2. These classes are ordered 

from least dominant to most dominant from left to right, that is 2, 4, 3, and placed in the 

Index array. A minimum percentage cover, usually 0%, below which the order of classes 

is considered irrelevant, is set and classes with that, or less than that, percentage are 
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ignored. In the example, classes 1 and 5 are not present in the pixel and therefore they are 

not recorded in the Index array. I f two or more classes cover the same percentage of a 

pixel, for example classes 1 and 4 in pixel 'D', the algorithm orders them from left to right 

from the last equal cover class to the first it came accross. Here, class 4 is placed as a third 

class of the pixel and class 1 as the secondary. 

Figure 7-3 illustrates the similar procedure which is carried out with the neural 

network results. 

A - Neural network 
output values 

B - Neural network 
Index arrays 

Nodel Node 5 

•L6_^L5 +14 -1 3 
-1.7 +1.2 -1.3 +0.5 +1.6 

+1.6 +0.6 -1.1 -1.3 -1.6 
-1.0 +0.1 -1.6+0.4 -1.2 
-1.0 -1.5 -1.4 -1.3 -1.2 
-1.7 +1.0 -1.6 +1.3 -1.5 

-0.1 -0.9 -1.1 -1.5 +1.7 

+0.3 -1.7 -0.2+1.4 +1.5 

Neural network 
Secondary 

Neural network c l a s s e s 

Position jive 
classes 

Neural network 
Dominant 
classes 

1 7 - 4 5 3 

Figure 7-3. Procedure for creating neural network Index 
arrays 

The neural network output vectors (A) are sorted in increasing order of neural 

network output values. A minimum value below which the order of classes is considered 

irrelevant, for example -1.7, is set. Classes are ranked in the correct order to form the 

neural network Index arrays (B). For example, according to the neural network results, the 

pixel indicated by ' C in figure 7-3, contains each of the following classes in increasing 

order of network output strengths: 3, 4, 2 and 5. The network output value for class 1 is 

equal to the threshold of -1.7 and therefore ignored by setting that position to 0. 

Once the Index arrays have been created, they can be compared to determine 

whether the neural network identifies the components of the pixel in the correct order. 

Figure 7-4 illustrates the process. An array, called the 'Comparison' array records 

whether a position, dominant, secondary and so on, has been correctly classified or not. 

To create the Comparison arrays, the ground data Index arrays (A) and the neural network 

Index arrays (B) are compared for each pixel. When a class is correctly positioned by the 
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A - Ground Data 
Index Arrays 

0 0 0 0 3 
0 0 2 5 4 
0 0 0 2 1 
0 0 2 4 3 
Q J L O - O - i -

B - Neural Network 
Index Arrays 

C - Comparison 
Arrays 

0 0 2 3 
oJDTrR: 

"<^GL41 5 

1 2 4 5 3 
0 3 4 2 5 
5 4 3 2 1 
3 5 1 2 4 
2 3 4 5 1 
0 3 5 2 4 
4 3 9 1 

0 3 1 4 5 

Secondary class 
according to 
ground data 

0 0 0 0 1 
0 0 2 2 2 
0 0 0 1 1 
0 0 2 2 2 

JULfJ_0_X 
0 0 0 1 2 

Dominant class/ Dominant class 
according to / according to 
ground data / neural network 

0 0 1 

Key for 
Comparison 

Arrays 

1 = correctly 
classified 

2 = incorrectly 
classified 

0 = irrelevant 

Comparison of 
dominant classes 

Secondary class 
according to 
neural network 

Comparison of 
secondary classes 

Figure 7-4. Procedure for creating the Comparison arrays 

neural network, the element of the Comparison array (C) for that position is set to one. I f 

the class is incorrectly positioned, the corresponding element of the array is set to two. I f 

the position is irrelevant according to the ground data, the element of the array is set to 

zero. For example, for the pixel indicated by 'D' in figure 7-4, the dominant class is not 

identified by the neural network, and consequently flagged with a two in the Comparison 

array, but the secondary class is correctly identified and consequently flagged with a one. 

According to the ground data, there are no other classes contained in the pixel so 

remaining elements of the Comparison array are assigned zero. 

When two or more classes have the same percentage cover, this is taken into 

account. I f one class is positioned as the other, the relevant element of the Comparison 

array is set to one as correctly classified. For example, in pixel ' E ' in figure 7-4, classes 

1 and 4 both cover 40% of the pixel as shown in figure 7-2. The ground data Index array 

ranks class 1 as a secondary class and class 4 as a third class because of the sorting 

algorithm. The neural network assigns class 4 as the secondary class. The routine to create 

the Comparison array checks the percentage values of each class, and seeing that classes 

1 and 4 have the same values, assigns that position as one, that is correct. 
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From the Index arrays, and with the help of the Comparison arrays, a Rank matrix 

is calculated. The vertical dimension of the matrix represents the positions within a 

mixture according to the reference data. The horizontal dimension represents the positions 

within a mixture according to the neural network. The Rank matrix has dimensions [n][m] 

where n is the maximum number of components in a pixel according to the ground data 

and m is the number of neural network output nodes and therefore pure classes in the data 

set. The elements of the matrix are calculated as follows. 

For each pixel, i f the dominant class according to the ground data is a and the 

dominant class according to the neural network is a, then the neural network has correctly 

identified the dominant class and the counter at position [n=l][m=l] is incremented by 

one. I f the dominant class according to the ground data is a but the neural network has 

assigned class a to a third position say, then the counter at position [n=l][m=3] is 

incremented by one and so on. 

Once the dominant class of the pixel has been analysed, the secondary position is 

studied using the same method. I f for a pixel, the secondary class is a and the neural 

network has also identified a as the secondary class, then position [n=2][m=2] is 

increased by one. I f the secondary class is a but the neural network has assigned a to a 

fourth position, then position [n=2][m=4] of the Rank matrix is increased by one. Al l 

mixture components which the ground data considers relevant, that is that are not equal 

to zero, are studied in this way. Classes with equal percentages which have been ranked 

one as the other are considered correct and the relevant counter is increased accordingly. 

Figure 7-5 shows the Rank matrix formed from the reference data and neural 

network output results shown in figure 7-2, figure 7-3 and figure 7-4. The rightmost 

elements of the ground data Index arrays show the dominant classes. In this column, there 

are five classes, shown in red, which are correctly identified by the neural network. 

Consequently, in position [1][1] of the Rank matrix, which lists the number of correctly 

identified dominant classes, the counter is set to five. 

In pixel two, the dominant class, class 4, is assigned to position three by the neural 

network. Thus, position [1][3] of the Rank matrix is filled with a one. In pixel four, the 

dominant class, class 3, is assigned to position five by the neural network. Thus, position 

[ 1][5] of the Rank matrix is filled with a one. Finally, in pixel six, the dominant class, class 

3 is assigned to position four by the neural network. Position [1][4] of the Rank matrix is 

therefore also assigned a one. Misclassifications are shown in green. 

Having calculated the dominant classes, the same method is applied to the 

secondary classes. There are two correctly identified classes, shown in red. In pixel eight, 
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Ground Data Neural Network Comparison 
Index Arrays Index Arrays Arrays 

Pixel number 1 0 0 0 0 3 1 2 4 5 3 0 0 0 0 1 
2 0 0 2 5 4 0 3 ! 2 5 0 0 2 2 2 
3 0 0 0 2 1 5 4 3 2 1 0 0 0 1 1 
4 0 0 2 4 3 3 5 1 2 4 0 0 2 2 2 
5 0 0 0 0 1 2 3 4 5 1 0 0 0 0 1 
6 0 0 0 2 3 0 3 5 2 4 0 0 0 1 2 
7 0 0 0 0 5 4 3 2 1 5 0 0 0 0 1 
8 0 0 4 1 5 0 3 1 4 5 0 0 1 1 I 

Index File 

1 
RANK matrix 

Neural Network 
pos_id 1 1 2 3 4 5 Total - True - Number of 

^ 1 Accuracy Accuracy Pixels 
1 1 5 0 1 1 1 == 63.00% - 63.00% -(8) 
2 1 2 3 0 0 0 == 60.00% - 40.00% -(5) 

£ 3 1 0 2 1 0 0 == 33.33% - 33.33% -(3) 

Figure 7-5. Illustration of the calculation of a Rank matrix 
for the hypothetical five class example 

there are two secondary classes, classes 1 and 4, since they cover the same proportion of 

the pixel. The network assigns class 4 as a secondary class which is in fact correct, shown 

in blue. Pixel four and pixel two have their secondary class assigned to the dominant 

position by the neural network. The counter at position [2][1] is therefore incremented by 

two. The same method is applied to the third class and the matrix illustrated in figure 7-5 

is complete. There are no further relevant positions according to the reference data. 

In the matrix, row one represents the classification results for the dominant class, 

row two for the secondary class and so on. The overall percentage of correctly identified 

classes in that position is listed next to the appropriate row, under the column entitled 

'Total Accuracy'. This is calculated by dividing the appropriate diagonal element by the 

total number of pixels containing that number of mixtures. For example, for three out of 

the five pixels that contain at least two categories, the secondary class was correctly 

identified. In other words, the secondary class of 60.00% of all the pixels that contain at 

least two classes was correctly identified by the neural network. The percentages are with 

respect to the number of mixture components in question, not with respect to the total 
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number of pixels. Since there may be less pixels with three components, for example, than 

pixels with two components, overall accuracy may be higher for the third position than 

the second position since the correctly positioned classes are divided by a smaller number. 

It is possible that a secondary class of a pixel, say, is correctly identified although 

the dominant class of the pixel was incorrectly identified. For this reason, two total 

accuracies are reported. The first is the number of correctly identified classes for the 

relevant position. The second total accuracy, entitled 'True Accuracy', is the number of 

correctly identified classes for the position where the previous position was also correctly 

identified. For example, the true accuracy for the secondary classes is 40.00% whereas 

the percentage of correctly positioned secondary classes regardless of the position of the 

first class was 60%. 

Finally, next to these accuracies, the number of pixels with at least that number of 

mixture components is reported. In other words, the number of pixels containing at least 

one class, that is all the pixels, is listed for the first row; the number of pixels with at least 

two mixture components is reported in the second row and so on. In the example, there 

are eight pixels, five of which are covered by at least two classes and three of which have 

three components. 

In summary, the Rank matrix provides the following information: 

• for each position, dominant, secondary and so on, the number of pixels where 

the class was correctly identified, regardless of the class, 

• for each position, the percentage of correctly identified classes; for positions 

beyond the dominant class, the percentage of pixels where the classes in the 

relevant position and all positions prior to it were correctly identified, 

• for each position, the number of pixels containing at least that number of 

mixture components, 

• in addition, the matrix allows the user to determine for how many pixels, 

classes in a position were incorrectly identified as belonging to another 

position and to which position. 

7.1.3 The Modified misclassification matrix 

The Rank matrix provides no information on the distribution of misclassifications 

between classes since only positions are compared, irrespective of the actual class. For 

example, although the Rank matrix illustrated in figure 7-5 shows that the dominant class 

of six pixels out of eight was correctly identified, it does not show what those classes 
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were. A Modified confusion matrix, figure 7-6, is used to analyse the performance of the 

network for each class, irrespective of the actual position of the class within pixels. The 

Modified confusion matrix is of dimensions nxn where n is the number of pure classes in 

the data set. The vertical dimension represents reference data. The horizontal dimension 

represents classifier data. Values in the matrix refer to numbers of pixels. The matrix 

elements are updated in the following way. 

Index Arrays Comparison 
Arrays 

Pixel number 0 0 0 0 3 
0 0 2 5 4 
0 0 0 2 
0 0 2 4 
0 0 0 0 
0 0 0 2 3 
0 0 0 0 5 
0 0 4 1 5 

1 
3 

0 0 0 0 1 
0 0 2 2 2 
0 0 0 1 1 
0 0 2 2 2 
0 0 0 0 1 
0 0 0 1 2 
0 0 0 0 1 
0 0 1 1 1 

Index File 

s 

MISCLASSIFICATION confusion matrix 

Neural Network 
class_idl 1 2 3 4 5 

a 

5? 

1 1 3 0 0 0 0 = 
2 1 1 2 0 1 0 = 
3 1 0 0 1 2 0 = 
4 1 0 1 0 1 1 = 
5 1 0 1 0 0 2 = 

Total - Number of 
Accuracy Pixels 

= 100.00%- (3) 
= 50.00%- (4) 
= 33.33%- (3) 
= 66.67%- (3) 
= 66.67%- (3) 

Figure 7-6. Modified traditional confusion matrix for the 
hypothetical five class example shown in the previous figures 

If for a mixed pixel, the dominant class a according to the reference data is correctly 

classified as class a by the classifier, the counter at position [n=a][m=a] is incremented 

by one. If the dominant class is classified as anything else, the relevant position is updated 

in a similar way to traditional confusion matrices. However, once the dominant class has 

been analysed, the next component of the mixture is also considered. The class allocation 

for the secondary class is analysed as i f it were the dominant class and matrix positions 

are updated accordingly. Therefore, regardless of the position of a class, its correct or 

incorrect identification are recorded in the misclassification matrix. 

Figure 7-6 illustrates the Modified misclassification confusion matrix for the 

examples shown previously. Class 1 was correctly identified by the neural network twice. 

In addition, in pixel 8, classes 4 and 1 cover the same proportions and the classification is 

considered correct whether the network orders the classes as 1 followed by 4, or whether 
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it orders them as 4 followed by 1. Therefore, the total number of correctly identified class 

l ' s is three. Class 1 is not allocated as anything else, nor are any other classes identified 

as class 1. There are two correctly identified class 2's; one class 2 identified as class 5, 

and one class 2 identified as class 1; and so on. 

Overall accuracies for each class are calculated by dividing the number of correct 

allocations, ident i f ied in the relevant diagonal element, by the number of pixels 

containing the class. The column headed 'Number of Pixels' adjacent to each row 

indicates the total number of pixels containing the class of the row. Thus row one indicates 

the total number of pixels which according to the ground data contain class one. Similarly, 

row two indicates the number of pixels containing class two and so on. This type of 

confusion matrix allows the user to determine for how many pixels containing a class the 

network assigned the wrong component class, and what that class was. 

The Rank matrix provides a breakdown of the position misclassifications; in other 

words, how the network orders classes compared to how classes are actually ordered 

according to the reference data. The Modified misclassification matrix, on the other hand, 

provides a breakdown of the class misclassifications; in other words, which classes the 

network confuses. The two matrices are best used in conjunction as the performance of a 

soft classifier is expected to be a function of class separability and class proportions within 

pixels. I f two classes are very similar spectrally they are likely to be confused at the 

classification stage. However, even though two classes may be different spectrally, i f they 

each cover half a pixel, the resulting signature is also expected to confuse the network. 

7.1.4 Limitations 

There are limitations to these methods of quantitative analysis. The Rank matrix 

does not take into consideration the percentage cover of classes other than for ranking 

purposes. For example, figure 7-7 illustrates three pixels with their relative proportions of 

classes according to the ground truth, and possible neural network outcomes. In the first 

two columns of neural network results all the pixel interpretations would be considered 

correct even though the percentage covers are very different; only relevant positions 

according to the ground data are considered when creating index arrays. On the other 

hand, the pixel interpretations which are labelled incorrect have similar percentage cover 

to the ground truth. The Rank matrix seems to exaggerate the importance of small mixture 

components for both the ground data and the neural network output values. 

In addition, a class is considered dominant i f it has the highest percentage cover 

even though it may not actually be covering most of the pixel. For example, a mixture of 
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Ground Truth 

• 
Correct 

Neural Network Results 

Correct Incorrect 
Rank order 
B, A 

Rank order 
B, A 

Rank order 
B 

Class A Class B 

Rank order 
B, A 

Rank order 
B, A 

Rank order 
B 

Class C 

Rank order 
B, A 

Rank order 
B, A 

Rank order 
B 

Rank order 
B 

Rank order 
A, B 

Figure 7-7. Example hypothetical ground truth and possible 
outcomes for pixels 

[40% class 02 + 30% class 04 + 30% class 05] is considered by the sorting algorithm to 

have class 02 as the dominant class. 

The Modified matrix can give accuracies which appear misleadingly low since the 

overall percentage accuracy is calculated over all positions, regardless of whether the 1 s t 

f h 

or the 4 for example. Therefore, i f class 1 occurs in five pixels as the dominant class and 

fifteen pixels as the third class and the classifier identifies all the pixels with class 1 as a 

dominant class but not the others, the accuracy of classification w i l l be 25%. I f class 1 

occurs in five pixels as the dominant class and in no other, and the classifier identifies all 

the pixels with class 1 as a dominant class, the accuracy of classification for class 1 w i l l 

be 100%. 

In summary, the accuracies which are reported by the Rank and Modified 

misclassification matrices may sometimes be misleading. Nevertheless, these two 

matrices provide a means to evaluate the performance o f the ne twork f o r soft 

classification. They provide information which traditional confusion matrices based on 

hardened results cannot provide about classes other than the dominant class. 
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7.2 Effect of Target Types on Soft Classification Accuracies 
As discussed in chapter V I , the neural networks were run with traditional pure 

targets which treat mixed pixels as i f they were covered 100% by the dominant class. For 

example, the targets for a pixel with a composition of [30% class 1 + 50% class 6 + 20% 

class 10] or [10% class 2 + 90% class 6] or [40% class 6 + 30% class 2 + 30% class 7] are 

assigned a value of +1 for class 6 and -1 for all other classes. This may be a source of 

confusion for the network since pixels with different class compositions are assigned the 

same target and some pixels are assigned to a class even though that class may not cover 

the largest area of the pixel. The fact that in the experiments in chapter V I , neural network 

output nodes all registered a small value whatever the expected pixel composition is 

thought to be in part due to the target type. 

Having developed tools for the quantitative analysis of soft classification results, 

they can be applied to the problem of determining whether different target types have an 

effect on classification accuracy and what that effect may be. This section provides a 

systematic analysis of six different types of targets given the names: 'Pure', 'Scaled(0,l)', 

'Scaled (-1,1), 'Bin (6)', 'Bin (4f and 'Occurrence". The effect of the target types is 

evaluated by comparing the performance of networks run with constant parameters and 

data sets but different target representation of the ground information. The performance 

is measured using the Rank and Modified matrices. 

7.2.1 Methodology 

The Pure target is typically used in pure classification and is that employed up to 

now in the experiments described in chapters V and V I . Training data are partitioned into 

n classes where n is the number of pure classes. Regardless of the composition of a pixel, 

a dominant class is identified and assigned +1 in the target vector. The other classes are 

assigned -1 even i f they also occur in the pixel. When there are two or more classes with 

the same percentage cover, the last class in the ground data array f rom left to right with 

that percentage cover is considered to be the dominant class. This type of target does not 

provide the neural network with any mixture information and is expected to confuse the 

network because classes that have similar proportions may be assigned different targets, 

different class compositions may be assigned the same target and some pixels are assigned 

to a class even though that class may not cover the largest area of the pixel. Dominant 

classes are expected to be poorly identified since mixed pixels increase the variability of 

spectral signatures within classes. Other class components within pixels are only expected 

to be correctly identified i f their signal is strong enough to activate the correct second, 
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third or so on node. Furthermore, i f a class only ever occurs as a secondary class or less, 

it w i l l have no target associated with it. 

In order to provide the network with mixture information, it must be incorporated 

in the target. Two types of Scaled targets were tested. The Scaled targets take ground 

cover information and scale the percentage cover between min imum and maximum 

values. For the first target, Scaled (0,1), the percentage cover of each class is scaled 

between zero and one. The target vector consists of zeroes when classes are not present 

and scaled values of cover when classes are present. The second type of Scaled target, 

Scaled (-1,1), consists of percentage cover scaled between -1 and 1. Classes which are not 

present in a pixel are assigned -1 and classes which are present in the pixel are assigned 

the scaled value between -1 and 1 of their percentage cover. 

These two types of targets provide accurate mixture information to the network, 

pixels are partitioned into as many different groups as there are different mixtures, but 

require very accurate ground data and the neural network must produce very precise 

information. Furthermore, the first type of Scaled target, Scaled (0,1), has a range which 

only lies in the positive half of the activation function. As discussed in chapter I I I , section 

3.3.1, the activation function for the network used in this thesis is a sigmoid tank function 

with a range between -1 and + 1 , scaled to improve performance so that neural network 

outputs l ie between -1.7 and 1.7. The Scaled (0,1) therefore only utilises half the 

activation function and is expected to produce lower classification accuracies than the 

second type of target, Scaled (-1,1). Although this type of target is that used in the 

literature, the authors use activation functions which lie between zero and one (Foody, 

1996b; Atkinson etal, 1997). 

The third type of target was developed to reduce the need for very accurate ground 

data and precise neural network output values. Instead of precise percentage cover 

information, the Bin targets divide ground cover information into discrete ranges of 

percentages. For example 25% to 50% cover may be represented by only one value. This 

type of target is expected to be more flexible and less sensitive to inaccurate ground data 

information as it allows the neural network to produce a range of output values to 

represent the same percentage cover range. However, problems may arise when 

percentage cover values lie around the border between two ranges which although very 

similar in reality w i l l be represented by two different bins. For example, i f percentage 

cover between 50% and 75% is represented by x and percentage cover between 76% and 

100% is represented by y, proportions of 74% and 77% w i l l be assigned to the two 

different bins even though they are similar. 
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The Bin targets are created as follows. A number of bins is specified then the value 

of each bin is decided. For example, bin 1 = - 1 ; bin 2 = +0.2 and so on. Then the range of 

cover proportions which fa l l within each bin is defined; for example, i f cover is 0%, class 

belongs to bin 1; covers 1% to 25% belong to bin 2 and so on. When all the bin values and 

ranges have been defined, a target can be created for each pixel which describes the 

classes and their proportions which the pixel contains. Two Bin targets were tested whose 

characteristics are described in table 7-1. The first, referred to as Bin (6), consists of six 

bins; the second, referred to as Bin (4), contains four bins. The values of the bins were 

chosen to be symmetric about zero, so as to reflect the numerical range of the activation 

function. 

Bin 
Number 

Bin Values 
for Target 

Bin (6) 

Bin Ranges 
for Target 

Bin (6) 

Bin Values 
for Target 

Bin (4) 

Bin Ranges 
for Target 

Bin (4) 

1 -1.0 0% -1 0-25% 

2 -0.6 1-25% -0.3 26-50% 

3 -0.2 26-50% +0.3 51-75% 

4 +0.2 51-75% + 1 76-100% 

5 +0.6 76-99% 

6 +1.0 100% 

Table 7-1. Description of Bin(6) and Bin(4) 
Targets 

Finally, the Occurrence target was created to determine whether the neural network 

responded to the magnitude of its training target values or simply to the presence of a 

value not equal to -1 to indicate mixtures. The Occurrence target is created by setting all 

classes which occur in the pixel, regardless of percentage cover, to a value of 1 and all the 

others to a value of - 1 . This type of target is not expected to perform well since a mixture 

of [10% class 02 + 90% class 08] for example, wi l l have the same target as a mixture of 

[90% class 02 + 10% class 08]. In some ways, this target is the opposite of the Pure target. 

The Occurrence target type assigns the same targets to pixels with different compositions 

whereas the Pure target assigns different targets to pixels with similar compositions. 

An example of a mixture composition for a seven class problem and respective 

target representations for each target type are provided in table 7-2. Neural networks with 

parameters settings as in table 7-3 were trained with each of the target types on the 

'Portugal fifteen class' data set. This data set was chosen because it includes details of the 

composition of mixed pixels and is typical of a land cover classification problem. 
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Target Type Target Value 

Actual Pixel Composition 30% class 1 + 60% class 4+10% class 6 

Pure -1.0 -1.0 -1.0 +1.0 -1.0 -1.0 -1.0 

Scaled (-],+!) -0.4 -1.0 -1.0 0.2 -1.0 -0.8 -1.0 

Scaled (0, +1) +0.3 0.0 0.0 +0.6 0.0 +0.1 0.0 

Bin (6) -0.2 -1.0 -1.0 +0.2 -1.0 -0.6 -1.0 

Bin (4) -0.3 -1.0 -1.0 +0.3 -1.0 -1.0 -1.0 

Occurrence + 1.0 -1.0 -1.0 +1.0 -1.0 +1.0 -1.0 

Table 7-2. Example of target representation of 
ground information by each target type 

Parameters Portugal 15 class 

Number of iterations 600 

Architecture: Input Nodes 6 
Hidden Nodes 28 
Output Nodes 15 

Type of weight initialisation Constant seed value 

Learning rate 0.1 

Randomisation Once 

Division ratio TR : TS = 2 : 1 = 9,701 : 18,434 

Table 7-3. Parameters for the neural networks 
using different target types 

7.2.2 Results and analysis: 'Portugal fifteen class' data set 

The Rank and Modified confusion matrices for each target experiment wi th the 

'Portugal fifteen class' data set are listed in table 7-5 to table 7-10. The overall accuracies 

for each position in the Rank matrices w i l l be analysed first as they provide a summary of 

the results for each target type. Since each target type was tested on the same data sets, 

using the same network parameters, the overall accuracies are directly comparable. 

Individual matrices can then be studied to establish the patterns of mis-identification of 

positions and mis-classification. Overall percentage accuracies f o r each position 

(vertically) and each target type (horizontally) for the soft classification of the 'Portugal 

fifteen class' data set are summarised in table 7-4. Figure 7-8 shows the same results in 

the form of a bar chart. 
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Overall Percentage Classification Accuracy 

Position of the 
Mixture 

Component 
Pure 

Scaled 
(-1,+D 

Scaled 
(0, +1) 

Bin 
(6) 

Bin 
(4) 

Occur' 
Numbers 
of Pixels 

Dominant 70.17 62.70 61.45 61.77 63.02 49.28 18,434 

Secondary 26.18 39.27 39.90 41.97 36.31 40.42 14,254 

Third 21.23 40.75 40.37 50.16 21.58 38.74 8,182 

Fourth 37.13 30.13 29.33 34.80 22.60 23.41 1,115 

Table 7-4. Overall percentage accuracies for each 
position in a mixture and each target type for the 
'Portugal fifteen class' data set 

Overall Accuracies for 'Portugal Fifteen Classes ' 

1 0 0 | 

95 
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85 
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5* 70 
5 65 

GO 
55 

3> 50 
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JS 45 
40 CD 

35 
Q- 30 

25 
20 
15 
10 

0 

pure scaled(-1,1) scaled(0,1) bin (6) bin (4) occurence 

Target Type 

• dominant Dsecond EUthird •fourth 

Figure 7-8. Comparison of overall accuracies for each target 
type and each position for the 'Portugal fifteen class' data set 
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Overall accuracies 

Table 7-4 shows that there are a maximum of four components in a mixture 

according to the reference data for this data set. The numbers of pixels containing at least 

each number of mixture components are listed in the last column on the relevant row. For 

example, there are 8,182 pixels with at least three components (shown in bold). As 

explained in section 7.1.2, the overall accuracies represent the number of times classes in 

a particular position are correctly identified. For example, according to the results in table 

7-4, the network trained with the Bin (4) type of target correctly identifies the secondary 

class of 36.31% of the total number of pixels which contain at least two components 

(shown in bold). 

The table and the bar chart show that overall levels of accuracy generally decrease 

f r o m dominant to fourth component for all the target types and levels of accuracy are 

particularly low beyond the dominant class. 

• The dominant class was identified best by the network using Pure targets 

(70.17%) and worst by the network using Occurrence targets (49.28%). Other 

target types produce accuracies that are similar to each other (-62%). 

• The secondary classes are identified worst by the network trained with the 

Pure target (26.18%) and to a similar degree by the other targets (-40%). 

• The networks using Pure and Bin (4) target types register the lowest accuracy 

of identification of the third components (-21%) and the Bin(6) target type 

the highest (50.16%); other target types are similar (-39%). 

• The fourth component registers the highest accuracy for the network trained 

with Pure targets (37.13%) and lowest for the network trained with Bin (4) 

targets (22.60%). 

I f the network simply registered random values at its output nodes, each position 

would have a 1 in 15 chance of being assigned the correct class or - 7 % accuracy (6.66%). 

Considering that overall accuracies are higher than 7%, it can be concluded that the 

network does not allocate classes randomly. I f neural network output values were solely 

based on the frequency of classes, then the neural network would calculate an average 

output vector in the training phase and output values for all unseen pixels would be 

proportional to the number of times the classes occurred in the training set. This is not the 

case and so network classification cannot be based only on the frequency of classes. 

Furthermore, since accuracies for the same position differ between target types, the target 

type must have an influence. 
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The decrease in accuracy for each mixture component is to be expected. As 

percentage cover decreases, the contribution of the class with that cover to the overall 

pixel signal w i l l probably decrease. For example, the second component in a [90% class 

x + 10% class y] mixture w i l l be di f f icul t for the network to identify. In addition, in 

situations where percentage cover is more or less equally d iv ided between the 

components, for example [30% class 2 + 30% class 5 + 40% class 7] , the order of the 

classes w i l l be di f f icul t to identify. Smaller percentages may also be more d i f f icu l t to 

estimate visually and the error in the ground truth may be increased. 

The Pure target was not expected to classify the dominant class accurately. In fact, 

the Pure target registers the highest accuracy for the dominant class of any target type. 

This suggests that the network may be particularly robust towards increased variability in 

class definition. The reason for which the Pure target performs better for the dominant 

class than the other target types may be connected to the other target types' representation 

of reference data. For example, 70% cover is represented by +0.4 in the Scaled (-1,1) type 

of target. The other Scaled and Bin target types are similar. Assuming that the network is 

able to assign the correct output value to the correct node for a pixel covered 70% with a 

class, the dominant class would only be misclassified in the fol lowing situations: 

• for the Pure target, another output node must register a value higher than + 1 ; 

• on the other hand, for the Scaled (-1,1) target, another output node only needs 

to register a value greater than 0.4. 

Furthermore, pixels which are covered by several classes whose individual cover does not 

exceed 50%, w i l l have Scaled and Bin target values that only contain negative numbers 

or in the case of the Scaled(0,l) target type, only contain low target output values. These 

pixels may confuse the network as the spectral signal f rom each class may be weak and 

the network cannot use the fu l l range of target values. 

The Scaled and Bin (6) targets produce the highest accuracies of classification of the 

second and third components. This suggests that identifying component classes is helpful 

to the network. Nevertheless, classification accuracies are low. Surprisingly, the third 

components are sometimes identified as well as or better than the second components. 

This may simply be a result of fewer pixels containing at least three components. 

The Bin (4) target perform less well for the third component than the other types of 

s imilar targets but better fo r the dominant class. This may have to do w i t h its 

representation of reference data. In order for a class to be signalled by a value other than 

-1 for this target type, the class must cover an area larger than 25% of the pixel. This 
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means that for any pixel whose individual components do not cover more than 25% of the 

total area, -1 w i l l be assigned to all the classes. These pixels w i l l be of no use to the 

network. Furthermore, it is impossible to identify a fourth component with the Bin (4) 

target since the minimum percentage cover for a class to be allocated a value larger than 

-1 is 30% (since pixel percentage values are multiples of 10, see section 4.4.1) and it is 

not possible to have a four component mixture where the fourth component covers 30% 

of the area of the pixel. Therefore, it is not really surprising that the network trained with 

the Bin(4) target type performs less well for these components. On the other hand, a class 

only needs to cover 80% of the pixel for its target value to be +1 and the argument 

advanced for the Pure target applies. 

The Occurrence target was not expected to perform well since the network is taught 

that class order is indifferent. However, it has relatively high accuracies in the second and 

third positions. This implies that the network seems to identify the correct classes that are 

present in a pixel. I f the network is assumed to correctly identify component classes of a 

mixed pixel then the probabilities with which it w i l l assign then in the right order can be 

calculated. For example, for a mixture of class 2 and class 8, it has a 1 in 2 chance of 

assigning the correct classes to the dominant and secondary positions. For a three 

component mixture, each position has a 1 in 3 chance of being assigned the correct class 

and so on. Consequently, always assuming that the network has actually learned which 

classes are present within the pixel, the percentage of all dominant classes being correctly 

identified is: 100% of pure pixels, 50% of two class pixels, 33% of three class pixels, 25% 

of four class pixels. Since overall accuracies are only calculated at each position, 

regardless of the order of classes before and after, the percentage of all secondary classes 

being correctly identified is 50% of two class pixels, 33% of three class pixels, 25% of 

four class pixels and so on. 

For the 'Portugal fifteen class' data set used in these experiments, there are 1,115 

pixels wi th four components; (8,182 - 1,115) = 7,067 only three component pixels; 

(14,254 - 8,182) = 6,072 only two component pixels and (18,434 - 14,254) = 4,180 pure 

pixels. So, the probability of correct classification of the dominant class, assuming that 

the network can identify the correct classes, is (4180 + 3,036 + 2,354 + 279) / 18,434 = 

-53%; that for the second class is -40%; that for the third class is -32% and that for the 

fourth class i s - 25%. The results in table 7-4 are relatively similar to these values. The 

dominant class of 49.28% of the pixels, the secondary class of 40.42% of the pixels 

containing at least two components, the third class of 38.74% of the pixels containing at 

least three components and 23.41 % of the pixels containing four components are correctly 
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identified. The differences in the results are probably a function of the fact that the neural 

network may not have learned the correct classes for each pixel and that different class 

frequencies may bias the network. 

The fourth component is identified best by the Pure target. The reason for this is 

unclear since Pure targets provide no information about mixtures. If it is hypothesised that 

the network can extract spectral signatures from mixtures, having been trained on Pure 

classes, this does not explain why the network trained with this target type identified 

secondary and third components least well of all the targets. Al l fourth components cover 

a maximum of 20% of the pixel. It may be that the non Pure targets are confusing the 

network by, in a way, attaching too much importance to four component pixels. Pixels 

with four components will have approximately equally divided proportions between at 

least the third and fourth and often the secondary, third and fourth classes (for example, 

[70% class 6 + 10% class 2 + 10% class 1 + 10% class 10] or [30% class 5 + 20% class 3 

+ 20% class 1 + 20% class 4]). Either way, the fourth component is a minor proportion of 

the pixel and is expected to contribute little to the overall spectral signature. However, the 

Scaled (-1,1), Scaled (0,1) and Bin(6) target types will provide the network with different 

targets for [70% class 6+10% class 2+10% class 1 + 10% class 10] and [70% class 6 + 

20% class 2+10% class 1] even though it is unlikely that the spectral signatures differ 

very much. 

True overall accuracies 

The overall true accuracies are calculated by only considering a position as 

correctly classified if the previous position was also correctly identified, as explained in 

section 7.1.2. Thus, classification accuracies for second, third and fourth components are 

expected to reduce substantially. The corresponding true accuracies for each target type 

experiment described above are listed in table 7-11 and displayed in a bar chart in figure 

7-9. The table shows, for example, that the network trained with Pure targets allocated the 

correct dominant and second class for 21.27% of pixels with at least two components 

(shown in bold) or that the network trained with Bin (6) targets allocated the correct first, 

second and third classes to 28.01% of pixels with at least three components (shown in 

bold). 

As expected, the classification accuracies of secondary, third and fourth classes 

have decreased. The difference between the overall accuracies and the true overall 

accuracies for each target type and each position are shown in table 7-12. The accuracies 

of identification of secondary (21.27%) and third components (6.80%) are lowest for the 
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Overall True Percentage Classification Accuracy 

Position of the 
Mixture 

Component 

Pure Scaled 

(-I. + D 
Scaled 
(0, + 1) 

Bin 
(6) 

Bin 
(4) 

Occur' Numbers 
of Pixels 

Dominant 70.17 62.70 61.45 61.77 63.02 49.28 18,434 

Secondary 21.27 32.59 31.73 34.57 28.41 26.06 14,254 

T h i r d 6.80 23.22 20.18 28.01 7.31 13.15 8,182 

Fourth 5.02 0.00 0.00 0.18 0.09 0.27 1,115 

Table 7-11. Overall true accuracies for each 
position in a mixture and each target type for the 
'Portugal Fifteen class' data set 

Difference between overall and true overall 
accuracies 

Position of the 
Mixture 

Component 

Pure Scaled Scaled 
(0, +1) 

Bin 
16) 

Bin 
(4) 

Occur' Numbers 
of Pixels 

Secondary -4.91 -6.68 -8.17 -7.4 -7.9 -14.36 14,254 

Third -14.43 -17.53 -20.19 -22.15 -14.27 -25.59 8,182 

Fourth -32.11 -30.13 -29.33 -34.62 -22.51 -23.41 1,115 

Table 7-12. Difference between overall and true 
overall accuracies for the 'Portugal fifteen class' 
data set 

True Overall Accuracies for 'Portugal Fifteen Class ' 
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Figure 7-9. Comparison of true overall accuracies for each 
target type and each position for the 'Portugal fifteen class' 
data set 



Pure target type. The change in accuracies for the secondary and third components is 

largest for the Occurrence target. For example, for the secondary classes, whereas the 

other targets average a change of -7%, the Occurrence target registers a change of -

14.36%. The Occurrence target results for secondary (26.06%) and third components 

(13.15%) are now greater than those of the Pure target type but less than the accuracy 

values of the other target types (approximately 32% for the secondary class and 

approximately 24% for the third class). The identification of third components (7.31%) 

by the network trained with Bin (4) targets is an exception as its value is between the Pure 

and Occurrence values. 

The results suggest that providing information about the components of pixels is 

helpful to the network since Pure targets, which do not provide any mixture information 

perform worst for the secondary and third classes. Furthermore, information which 

suggests the ranking order of classes is of more value to the network than simply 

indicating the presence of classes since Occurrence targets perform worse than the other 

types of targets for the secondary and third components. The definition of targets has an 

effect on the classification accuracy since Scaled and Bin targets register different 

accuracies. There is little difference between the two types of Scaled targets. It would 

seem that information that is too precise may confuse the network since Scaled targets 

perform worse than Bin (6) targets. However, range definitions must be carefully analysed 

since the Bin (4) target type performs better than the Bin (6) target in the dominant class 

but worse that the Scaled and Bin (6) target type in the secondary and third classes. 

For each position, the change in accuracy is approximately similar for most target 

types. It can be speculated that it may be the same set of pixels whose order of classes is 

being wrongly interpreted. Perhaps it is mainly those pixels whose area is divided up 

approximately equally between classes or pixels whose reference data is wrong. 

Unfortunately, these hypotheses cannot be verified due to the loss of locational 

information at the stage of creating the data sets and because of the complexity of the data 

sets. 

First four components 

Having compared the overall and true overall classification accuracies for the 

different target types, the mixing information provided by the individual matrices can be 

examined. The Rank matrices listed in table 7-5 to table 7-10 show that for all the target 

types, frequencies of allocation tend to decrease as the position according to the neural 

network increases from 1 to 15. In fact, the position to which a class is allocated to when 
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it is mis-assigned seems to be more frequently one of the first four components than any 

other position. Indeed for most targets each position is most frequently mis-assigned to 

the position either immediately below or above it. 

For example, in table 7-6, which provides the results for the soft classification of the 

'Portugal fifteen class' data set using targets of the type Scaled (-1,1), the secondary class 

is correctly identified in 5,598 pixels (shown in bold) out of 14,245 pixels with at least 

two components, which is equivalent to 39.27%. The most common individual mis-

allocations of secondary classes for this target are to the first (2,647) and to the third (2, 

016) positions, followed by to the fourth (1,333) position (shown in bold). Together, these 

account for 81,3% of the pixels which contain at least two components. 

The network trained with the other target types also allocate most mis-identified 

classes to the first four components. However, the Pure target shown in table 7-5 registers 

the third highest individual mis-allocation to the 15 t h position (shown in bold) for the 

secondary classes (1,767 pixels). In fact, the Pure target shows a greater distribution of 

allocations over all the possible network positions than the other target types. The other 

target types tend to have more mis-allocations concentrated in the first few components. 

This is with the exception of the Bin (4) target, shown in table 7-9, which also shows a 

greater distribution of allocations over all the possible network positions for the secondary 

and third components. 

The percentage accuracy if assignment of the components of a pixel to any of the 

first four positions was considered correct are calculated from the Rank matrices for each 

target type and each position. Table 7-14 lists the values and figure 7-9 presents the same 

results in bar chart format. As the table and the figure show, the large majority of 

assignments are within the first four positions. For example, the dominant classes for 

93.8% of pixels were assigned as the dominant, second, third or fourth components by the 

neural network for the Scaled (0,1) target (shown in bold). Accuracies of allocation have 

increased to -94% for the dominant class, an average of -80% for the second and -75% 

for the third and fourth components. This suggests that for the majority of pixels the 

network is able to identify the components of the pixel, since these accuracies are high, 

but that it has difficulty ordering the components, since the individual accuracies at each 

position are low, as shown in the previous section. 

Using this measure of accuracy, the target type with the highest accuracy of 

identification of the dominant class is the Bin (6) target type (94.6%) although there is 

little difference between the targets. The second and third components are best identified 

using the Occurrence target type (93.5% and 93.9% respectively) whereas the Pure target 
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Overall Percentage Classification Accuracy 

Position of the 
Mixture 

Component 

Pure Scaled 

(-1+1) 

Scaled 
(0,1) 

Bin 
(6) 

Bin 
(4) 

Occur' Numbers 
of Pixels 

Dominant 93.5 94.4 93.8 94.6 93.6 92.9 18,434 

Secondary 59.8 81.3 84.0 86.4 70.4 93.5 14,254 

Third 54.8 77.7 81.4 85.6 55.9 93.9 8,182 

Fourth 77.7 78.0 73.0 77.1 78.9 72.3 1,115 

Table 7-13. Overall percentage accuracies if 
assignment to any of the first four components is 
considered correct 

Overall Accuracies if Assignment to Any of the First Four 
Positions is Considered Correct for 'Portugal Fifteen Class ' 
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Figure 7-10. Comparison of overall percentage accuracies if 
assignment to any of the first four components was considered 
correct 



type has the lowest accuracy for identifying these components (59.8% and 54.8% 

respectively). The Scaled and Bin (6) target types have accuracies of (-84%) for the 

secondary components and (-82%) for the third components. The Bin (4) target registers 

values of 70.4% for the secondary and 55.9% for the third components. The fourth 

component is identified with the highest degree of accuracy by the Bin (4) target type 

(78.9%) and with the lowest level of accuracy by the Occurrence target (72.3%). 

If the percentage of correctly identified positions is calculated as a function of the 

number of pixels in only the first four positions according to the neural network 

allocations, this provides an indication of the distribution of pixels within those positions. 

The results are shown in table 7-14 and figure 7-11. The Occurrence target, which had the 

highest overall accuracies in the previous table, is shown to distribute class allocation 

more randomly between the first four positions since its accuracy of the dominant class 

over the four positions is now the lowest, 53.1% compared to an average of -66% for the 

Scaled and Bin targets and 75.0% for the Pure target. This is to be expected since this 

target type is not taught any order for the classes. The levels of accuracy for the secondary 

and third components now average -47 for both. The fourth component averages -39%. 

The results show that the neural network seems able to identify the components of 

pixels but not to rank them in the correct order. Identifying the component classes and 

their percentage cover is helpful to the network since secondary and third classes are 

identified best by Scaled and Bin target types. However, the target definitions also 

introduce an element of confusion since the Occurrence target achieves the highest 

accuracy of identification when the order of the classes is considered irrelevant. 

Modified confusion matrix 

The Modified misclassification matrices in table 7-5 to table 7-10 show that the 

distribution of misclassifications is similar for all the target types. For example, for all the 

target types, Bare Soil (class 1) is usually most misclassified with Grass (class 10), Vines 

(class 11) and Shrubs (class 12). In table 7-8 which shows the matrices for the network 

trained with Bin (6) targets, Bare Soil is correctly identified for 5,362 pixels out of 11, 

901 (= 45.06%) pixels which contain some Bare Soil. The single highest individual mis-

allocations (shown in bold) are then to Grass (1,494 = 12.55%), Shrubs (1,467 = 12.34%) 

and Vines (1,116 = 9.37%). 

These misclassification were expected since these classes were shown to have 

similar spectral signatures in chapter IV and Shrubs and Vines are intimate mixtures of 

plants and Bare Soil. The misclassifications of Bare Soil are then to Stubble (class 7), 
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Overall Percentage Classification Accuracy 

Position of the 
Mixture 

Component 

Pure Scaled 

(-1+D 
Scaled 
(0,1) 

Bin 
(6) 

Bin 
(4) 

Occur' Numbers 
of Pixels 

Dominant 75.0 66.4 65.5 65.3 67.3 53.1 18,434 

Secondary 43.8 48.3 47.5 48.6 51.6 43.2 14,254 

T h i r d 38.8 52.5 49.6 58.6 38.6 41.3 8,182 

Fourth 47.8 38.6 40.2 45.1 28.6 32.4 1,115 

Table 7-14. Overall percentage accuracies as a 
function only of the first four components 

Overall Accuracy only as a Percentage of the First Four Positions 
for "Portugal Fifteen Class' 

100,0 

pure scaled(- scaled(0,1) bin (6) 
1,1) 

Target Type 

bin (4) occurence 

I dominant • second • third • fourth 

Figure 7-11. Comparison of overall percentage accuracies as a 
function only of the first four components 
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Broadleaf (class 14) and Coniferous (class 15). The Stubble class is an intimate mixture 

of plants and Bare Soil. The forest classes either contain some Bare Soil or are similar to 

the Shrub class which is itself confused with Bare Soil. 

A well defined class such as Water, classified with 79.14% for this target type, is 

misclassified with Marsh and Grass mainly, followed by Broadleaf and Bare Soil. The 

misclassification with Marsh is understandable. It is likely that the misclassification with 

Grass occurs because Marsh can be misclassified wi th Grass and that the 

misclassification with Broadleaf occurs because that class is confused with Grass for 

some pixels. 

Classes such as Fruit Trees and Vines were expected to be misclassified because 

they never occupy 100% of a pixel. However, Vines is relatively well identified whereas 

Fruit Trees is not. Fruit Trees is most misclassified with Grass. Since the Fruit Trees 

are either intimate mixtures with Bare Soil or Grass this is not surprising. 

These simple examples suggest that the misclassification between classes is not 

unexpected and that the class definitions of some of the training samples, particularly 

Bare Soil and Grass may be poor. The problems of calculating percentage cover were 

illustrated in chapter IV, section 4.5, with the example of different Vines percentage 

cover. 

7.2.3 Results and analysis: 'Portugal seven class' data set 

For comparison purposes, the 'Portugal seven class' data set was also classified 

using networks with parameters set to the values in table 7-15, and a subset of the target 

types discussed above, namely Pure, Scaled (-1,1) and Bin(6). This data set is chosen 

because it has fewer classes than the 'Portugal fifteen class' data set, only two component 

mixtures and no 50-50 mixtures and the results are expected to improve. 

Parameters Portugal 7 class 

Number of iterations 600 

Architecture: Input Nodes 6 
Hidden Nodes 13 
Output Nodes 7 

Type of weight initialisation Constant seed value 

Learning rate 0.1 

Randomisation Once 

Division ratio TR : TS = 2 : 1 = 3,951 : 7,901 

Table 7-15. Parameters for the neural networks 
using different target types for the 'Portugal seven 
class' data set 
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The targets for each composition within the 'Portugal seven class' data set are listed 

in table 7-16. As can be seen from this table, the targets for the pure pixels are the same 

for all the target types but differ for the mixed pixels. The compositions information for 

the Bin (6) is less variable than that for the Scaled (-1,1) target types since it assigns ranges 

of percentage cover to the same value. 

Composition Pure Scaled (-1,1) Bin (6) Num. 

100% 01 Bare Soil +1 - 1 -1 -1 -1 -1 -1 + 1 -1 -1 -1 -1 -1 -1 + 1 -1 -1 -1 -1 -1 -1 984 

100% 02 Sand -1 +1 -1 -1 -1 -1 -1 -1 +1 -1 -1 -1 -1 -1 -1 +1 -1 -1 -1 -1 -1 102 

100% 03 Water -1 -1 +1 - 1 -1 -1 -1 -1 -1 + 1 -1 -1 -1 -1 -1 -1 +1 -1 -1 -1 -1 1196 

100% 04 Urban -1 -1 - 1 +1 -1 -1 -1 -1 -1 -1 +1 -1 -1 - 1 -1 -1 - 1 +1 -1 -1 -1 528 

100%) 05 Cereals -1 -1 - 1 -1 +1 -1 -1 - 1 -1 -1 -1 +1 -1 -1 -1 -1 -1 -1 +1 -1 -1 372 

100% 06 Grass -1 -1 - 1 -1 -1 +1 -1 -1 -1 -1 -1 -1 +1 -1 -1 -1 -1 -1 -1 +1 -1 2827 

100% 07 Vines -1 -1 - 1 -1 -1 -1 +1 -1 -1 -1 -1 -1 -1 + 1 -1 -1 -1 -1 -1 - 1 +1 1024 

20% 01 80% 06 -1 -1 -1 -1 -1 +1 -1 -0.6 -1 -1 -1 -1 +0.6 -1 -0.6 -1 -1 -1 -1 +0.6 -1 1,063 

30% 01 70% 06 -1 -1 -1 -1 -1 +1 -1 -0.4-1 - 1 -1 -1 +0.4-1 -0.2-1 -1 -1 -1 +0 .2-1 225 

40%) 01 60%) 06 -1 -1 -1 -1 -1 +1 -1 -0.2-1 - 1 -1 -1 +0.2-1 -0.2-1 -1 -1 -1 + 0 . 2 - 1 248 

70%, 01 30%, 06 + 1 -1 -1 -1 -1 -1 -1 +0.4-1 -1 -1 -1 -0.4-1 +0.2-1 -1 -1 -1 - 0 . 2 -1 270 

80%) 01 20%, 06 + 1 -1 -1 - 1 - 1 -1 -1 +0.6-1 -1 -1 -1 -0.6-1 +0.6-1 -1 -1 -1 -0.6-1 714 

20%, 06 80%, 07 - 1 -1 -1 -1 -1 -1 +1 -1 -1 -1 -1 -1 -0.6+0.6 -1 -1 -1 -1 -1 -0.6+0.6 1419 

40% 06 60% 07 -1 -1 -1 -1 -1 -1 +1 -1 -1 -1 -1 -1 -0.2+0.2 -1 -1 -1 -1 -1 -0.2+0.2 718 

20%, 03 80% 06 -1 - 1 - 1 -1 -1 -1 +1 -1 -1 -0.6-1 -1 +0.6-1 -1 -1 -0.6-1 -1 +0.6-1 162 

Table 7-16. Targets for each composition in the 
'Portugal seven class' data set 

Rank and Modified confusion matrices for each target type are in table 7-17 to table 

7-19. Overall true accuracies are compared in table 7-20 The true accuracies of 

classification of the dominant and secondary components for the 'Portugal fifteen class' 

data set by neural networks trained with Pure, Scaled (-1,1) and Bin (6) target types are 

listed in the first three data columns of table 7-20. The true accuracies of classification of 

the dominant and secondary cases for the 'Portugal seven class' data set, for a network 

trained with the same target types, are listed in the last three data columns of table 7-20. 

The comparison between the true accuracies shows that the composition of pixels 

is estimated more accurately for the 'Portugal seven class' data set than the 'Portugal 

fifteen class' data set. The accuracy of identification of the dominant class averages -84% 

for the 'Portugal seven class' data set whereas it averages -65% for the ' Portugal fifteen 

class' data set. The accuracy of identification of secondary and dominant class for the 

'Portugal seven class' data set averages -54% whereas it average -29% for the 'Portugal 

fifteen class' data set. Therefore, the networks perform better with the simpler data set. 
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# F i I e used i n c o n f u s i o n m a t r i x : Portugal 7 Tar g e t _ P u r e . i n d e x 

RANK c o n f u s i o n m a t r i x 

p o s _ i d I 1 2 3 4 5 6 7 T o t a l - True - Number 
I A c c u r a c y A c c u r a c y P i x e l s 

1 | 6730 603 354 99 59 26 30 == 05.18* - 85.18% - (7901) 
2 I .160 1799 734 151 150 161 4 9 == 56.15% - 53.71% - (3204) 

M o d i f i e d MISCLftSSIt1CATION c o n f u s i o n m a t r i x 

c l a s s _ i d 1 1 2 3 4 5 6 7 T o t a l Number o f 
Accu r a c y P i x e l s 1 Accu r a c y P i x e l s 

1 1 1501 0 0 362 1 96 34 9 == 65.01% - (2309) 
2 1 53 1 0 15 0 0 0 = = 1.4 5% - (69) 
3 1 53 0 3 03 14 2 31 9 == 88.05% - (912) 
4 1 g 0 0 268 0 7 9 8 == 73.83% - (363) 
5 I 14 0 0 119 0 112 8 == 0.00% -(253) 
6 I 416 0 1 450 5 4021 193 == 79.06% - (5086) 
7 | 45 0 0 20 0 113 1935 == 91.58% - (2113) 

Table 7-17. Rank and Modified contusion 

matrices for the Pure target classification of 

the 'Portugal seven class' data set 

f F i l e used i n c o n f u s i o n m a t r i x : P o r t u g a l 7^Target Ones.index 

RANK c o n f u s i o n m a t r i x 

p o s _ i d | 1 2 3 4 5 6 7 T o t a l - Tnie - Number 
| A c c u r a c y A c c u r a c y P i x e l 

1 I 6587 792 318 .106 59 18 21 == 83.37% - 33.37% - (7901) 
2 [ 524 1483 796 270 72 17 42 == 46.29% - 43.29% - (3204) 

M o d i f i e d MISCLASSIFICATION c o n f u s i o n m a t r i x 

c l a s s i d | 1 2 3 4 5 6 7 T o t a l - Number 
P i x e l s A c c u r a c y P i x e l s 

i i 1747 0 13 189 19 205 136 == 75. 66% - (2309) 
2 1 5 8 0 0 7 0 4 0 == 0. 00% - (69) 
3 1 35 0 7 94 52 3 24 4 == 87 . 06% - (912) 
4 I 12 4 0 261 0 82 4 == 71 . 90% - (363) 
5 1 0 0 0 78 60 111 4 == 23. 72% - (253) 
6 1 953 3 2 4 201 52 3597 256 == 70. 72% - (5086) 
7 | 7 5 0 0 20 14 3 93 1611 = = 7 6 . 24% - (2113) 

Table 7-18. Rank and Modified confusion 

matrices for the Scaled (-1,1) target 

classification of the 'Portugal seven class' 

data set 



j r F i l e used i n c o n f u s i o n m a t r i x : E'o r t u g a l_7_Ta r g e t _ B i n _ 6 . i n d e x 

RANK c o n f u s i o n m a t r i x 

p o s _ i d | 1 2 3 4 5 S 7 T o t a l - True - Number o f 
1 A c c u r a c y Accuracy P i x e l s 

1 I 6572 841 307 72 61 37 11 == 83.18% - 83.18% - (7901) 
2 I 494 2217 276 135 17 9 56 == 69.19% - 66.54% - (3204) 

M o d i f i e d MISCLASSlFICATION c o n f u s i o n m a t r i x 

c l a s s i d | 1 2 3 4 5 6 7 T o t a l - Number o f 
Accu r a c y P i x e l s 1 Accu r a c y P i x e l s 

1 1 1617 0 0 204 34 3 54 100 == 70.03% - (2309) 
O 1 50 0 0 17 0 •7 0 == 0.00% - (69) 
3 I 21 0 787 25 •J 76 0 == 86.29% - (912) 
4 1 1 0 0 264 0 94 4 == 72.73% - (363) 

16 0 0 38 7 8 112 9 == 30.83% - (253) 
6 i 251 0 1 299 11 4269 2 55 == 83.94% - (5086) 
7 | 59 0 0 1 0 279 1774 == 83.96% - (2113) 

Table 7-19. Rank and Modified confusion 
matrices for the Bin (6) target classification 
of the 'Portugal seven class' data set 

Overall True Percentage Classification Accuracy 

Portugal 15 class Portugal 7 class 

Pos. Pure Scaled 

(-1 + 1) 

Bin 
(6) 

Pure Scaled 

(-1. + U 

Bin 
(6) 

Num. 

Dominant 70.17 62.70 6\.n 85.18 83.37 83.18 7,901 

Secondary 21.27 32.59 31.73 53.71 43.29 66.54 3,204 

Table 7-20. Overall 'true' accuracies for each 
position in a mixture and each target type for the 
'Portugal seven class' data set 

In the experiments using the 'Portugal seven class' data set, the dominant class was 

best identified by the network using the Pure target type (85.18%) although there is little 

difference with the other two target types, Scaled (-1,1) and Bin(6), which registered 

values of 83.37% and 83.18% respectively. These results are similar to those obtained 

with networks trained and tested on the ' Portugal fifteen class' data set. On the other hand, 

with this data set, the composition of the mixed pixels was identified worst by the Scaled 

(-1,1) target type (43.29%). The Pure target achieved 53.71% accuracy and the Bin(6) 

target type achieved 66.54%. 
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These results suggest that classification accuracy is not only a function of the target 

type but also of the actual composition of the data set. Here, all mixture contain Grass and 

most contain Bare Soil. Over half the pixels in the data set (5,086) contain Grass as can 

be seen from the matrices (for example table 7-17 in bold). The network trained with Pure 

target is therefore likely to assign a higher node value to any unseen pixel for the Grass 

class or the Bare Soil class and most of the time it will be correct, hence the relatively 

high accuracy of classification of the two component mixtures. In addition, the variability 

of the targets for the Scaled (-1,1) target type appears to confuse the network. The Bin(6) 

target type seems to achieve the right balance between providing the network with 

compositional information and not confusing it. 

7.2.4 Summary 

In summary, the experiments using the 'Portugla fifteen class' data set have shown 

that different target types influence classification accuracies. It seems that providing 

information about the composition of pixels is helpful to the network since Scaled and Bin 

targets generally identify secondary and third classes better than Pure or Occurrence 

targets. However, the information that is provided also seems to be the source of 

additional confusion. Therefore, it would seem that target types must be defined so as to 

strike the right balance between providing the compositions information and not adding 

to the possibility of classes being confused. 

In the literature, Moody el al. (1996) carry out a classification of a testing data set 

containing mixed pixels using a network trained with a Pure target. They identify the 

second maximum value of the neural network output vector and assign the class with the 

second maximum value to the dominant class, for pixels that were mis-classified and find 

that classification accuracy increases. This suggests that the network assigns the correct 

class either as the dominant or the secondary class. 

Results using the 'Portugal seven class' data set show that the overall true 

classification accuracies of the dominant and secondary classes of the 'Portugal seven 

class' data set are higher than those of the 'Portugal fifteen class data set'. Furthermore, 

the Pure target identifies the composition of two component pixels more accurately than 

the Scaled (-1,1) target. This suggests that the composition of the data sets may have a 

strong influence on classification accuracies. 
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7.3 Summary of Chapter VII 

The limitations of existing methods to evaluate soft classification accuracies led to 

the development of two matrices for analysing neural network outputs. The Rank matrix, 

discussed in section 7.1.2, analyses the frequency with which classes in each position 

(dominant, second and so on) have been correctly identified and, i f mis-identified, the 

position to which the network assigned them. The Modi fie d confusion matrix, discussed 

in section 7.1.3, calculates the accuracies of classification of individual classes, regardless 

of the position they are in. 

Using the matrices developed, the effect that different target types may have on 

classification accuracy was investigated. The experiments discussed in section 7.2 

revealed that the network appears to be able to identify the components of pixels, that is 

the classes which are present within the pixel, but that it has difficulty ordering the classes 

correctly, that is determining which is the dominant class, the secondary class and so on. 

For the large majority of pixels, the network assigns the correct classes to one of the first 

four positions. Accuracies are -90% for the dominant class, -80% for the second and 

-70% for the third and fourth classes i f assignment of the correct class to any of the first 

four positions is considered to be correct. However, when true accuracies are calculated, 

that is when a position is only considered to be correct i f the previous position was 

correctly identified, the overall percentage accuracies fall to -60% for the dominant class, 

-30% for the second, -20% for the third and -0% for the fourth component. 

In fact, network trained with targets which specifically impose an order register 

higher accuracies in the second and third components than networks trained with targets 

that impose no order information. However, the network trained with a target which only 

signals the presence of a class, without indicating its order, registers the highest accuracy 

for identifying the component classes. This suggests that targets must strike a balance 

between providing enough information for the network to be able to order classes 

correctly and not provide information that is so detailed that the network has more 

probability of being wrong. 

Results from the classification of the 'Portugal seven class' data set show that the 

overall true classification accuracies for the 'Portugal seven class' data set are higher than 

for the 'Portugal fifteen class data set'. The composition of the data sets appear to have a 

strong influence on classification accuracies since the network trained with the Pure 

target identifies the composition of two component pixels more accurately than the 

network trained with the Scaled (-1,1) target. 

The Pure target generally produced lower accuracies than other target types for the 
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second and third components. This suggests that the network is not able to extract sub-

pixel signatures and instead needs to be taught a pattern for mixed pixels. This is 

investigated further in the next, and final experiments chapter, using a data set with only 

two classes and very accurate ground data. 
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Chapter VIII 

COMPOSITION OF TRAINING DATA SF.TS 

The previous experiments, described in chapters V I and chapter VI I , have suggested 

that network output values may be related to proportions of classes within pixels. 

Although experiments with different target types in chapter V I I using the 'Portugal fifteen 

class' data set were inconclusive, the experiments with the 'Portugal seven classes' data 

set showed that -50% of pixels could be correctly assigned dominant and secondary 

classes in the right order. It is thought that the size and complexity of the data set, although 

simpler than the fifteen class data set, may be the cause of the low accuracies. 

In chapter V I , section 6.3, Correspondence images for the network trained and 

tested with mixed pixels from the 'Portugal seven classes' data set and a Pure target type 

showed that secondary classes seemed to be identified for some pixels. The node response 

graphs in section 6.4 for the network trained on pure classes from the Scotland site and 

tested on mixed pixels, showed that it produced the correct network node responses for 

several of the mixed pixels, that is high response for the appropriate classes and low 

responses everywhere else. It is interesting to find out whether the network requires 

examples of mixed pixels in order to accurately identify testing set mixed pixel 

compositions or whether the network requires pure pixels, from whose signatures it then 

derives mixed pixel compositions. I f the network only requires pure pixels, then elaborate 

ground data collection exercises to accurately measure percentage cover of classes may 

no longer be required. On the other hand, it may be difficult to obtain pure pixels from 

some low resolution satellite imagery such as that from the AVHRR. 

As mentioned above, the size and complexity of the data sets from Portugal and 

possible errors such as those described in chapter IV, section 4.5.2, are thought to be 

partly the cause of low levels of accuracy. For this reason, the structural data sets from 

Scotland were created. As discussed in chapter IV, structural parameters of a forest such 

as Height and Basal Area have been found to be strongly correlated with forest reflectance 

values from Landsat TM imagery (Butera, 1986). The correlation coefficient for the 

'Scotland bio box' data set between Height and Landsat TM band 2, for example, was -
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0.80 and that between Basal Area and band 2 was -0.74. In fact, Height and Basal Area 

are actually related to tree growth which itself is linked to canopy cover. The higher 

reflectance values for younger trees are thought to be attributable to the reflectance from 

ground vegetation such as grass. As canopy closure occurs, the relationship breaks down 

(White et al., 1995). Therefore, since Height and Basal Area are in effect a measure of 

how much background can be seen, it is hypothesised in this thesis that they can be used 

as surrogates for class proportions for forest stands which have not reached canopy 

closure. The advantage of using such measures is that they can be measured on the ground 

very accurately. 

The aim of the work described in this chapter is to determine whether the neural 

network can extract the relationship between Height and Basal Area measurements and 

LandsatTM channel values, and consequently, proportions of Trees and Grass. A review 

article by Kimes et al. (1998) suggests that the non-linearity of the neural network makes 

it particularly appropriate for this type of problem. This chapter aims to establish whether 

the network requires examples of mixed pixels in the training set in order to effectively 

predict values for pixels in a testing set, or whether the network can use only the pure end-

members in the training file to establish some type of regression estimate with which to 

predict values for pixels in a testing set. As discussed in chapter I I , the term 'end-

members' is typically used in unmixing models to signify pure components, or composing 

components of a mixture. 

This chapter is divided into two main sections. The first set of experiments require 

the network to invert the relationship between Landsat TM values and Height and Basal 

Area values; that is, the network is trained with the scaled measurements of Height and 

Basal Area. The targets are therefore continuous, in the sense that they are real values. 

This is in contrast with previous targets such as the Pure target which is a binary type of 

target. In a way, the scaled measurements are similar to the Scaled targets presented in the 

previous chapter except that there is only one node and it does not refer to a class but to a 

variable. The second set of experiments uses the same data sets but targets are no longer 

real continuous values; instead binary type targets are used. Preliminary work relevant to 

this chapter was described in Bernard and Donoghue (1996). 

8.1 Correlation between Continuous Target and Network Outputs 

The aim of these experiments is, using a continuous value as a target, to ascertain 

whether the network correctly estimates Height and Basal Area values for unseen pixels. 

I f the network is capable of doing this, it can be assumed that i t is recognising a 
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relationship between proportions of Trees and Grass on the ground and the Landsat T M 

signal. In addition, the experiments serve to investigate the requirements for the network 

to interpolate between data. Can the network be trained only wi th pure classes, in this case 

100% Grass and 100% Trees, and when tested on mixed pixels correctly identify the 

components o f the pixel and their proportions, or must the network be provided with 

examples o f mixed pixels in the training data set in order to correctly ident i fy the 

components of mixed pixels in the testing data set? 

8.1.1 Methodology 

The experiments were carried out on the structural data sets 'Scotland bio al l ' and 

'Scotland bio box'. As discussed in chapter IV , section 4.8, graphs of the mean reflectance 

values for each band for increasing square kernels for the 'Scotland bio all ' data set, which 

contains all the pixels f rom the digitised polygons, showed some variability within the 

data (appendix B, section B.8). For this reason, the 'Scotland bio box' data set was created 

which only contains pixels within a 5x5 box. Its graphs showed high homogeneity for 

pixels wi th in the 5x5 box. Both data sets include the same pure Grass pixels. The 

'Scotland bio box' data set has less variability than the 'Scotland bio al l ' data set and is 

expected to produce more accurate results. 

The targets for the networks were Height or Basal Area values scaled between -1 

and + 1 . In order to perform the scaling of the data, integer minimum and maximum values 

of both variables for each data set were identified from the reference data (chapter IV , 

section 4.6): 0 and 72 for Basal Area and 0 and 20 for Height. The test for the neural 

network was to estimate these scaled values of Height and Basal Area for unseen pixels. 

For each of the Scotland data sets, two pairs of training and testing files were 

created. 

• To test whether the network could approximate Height and Basal Area values 

having been trained w i t h a f i l e inc lud ing mixed pixels , pixels were 

randomised and then divided in a 1:2 ratio between training and testing files. 

This data set is referred to as the 'representative' data set since training 

pixels should be representative of the testing pixels. 

• To test whether the network could approximate Height and Basal Area values 

having been trained with a file which did not include mixed pixels, polygons 

with complete canopy closure were identified and their pixels placed in a 

training f i l e including the Grass pixels. Pixels f rom the other polygons, 

containing pixels of mixed Trees and Grass, were placed in the testing f i le . 

- 192-



This data set is referred to as the 'end-member' data set because pixels in the 

training f i le are pure examples of the components of the pixels in the testing 

file. 

The parameter settings for the network for each data set are listed in table 8-1. The same 

settings were used for the 'Scotland bio all ' and the 'Scotland bio box' data sets. An 

architecture o f four nodes in the hidden layer was deemed sufficient fo r adequate 

approximation. 

The ability of the network to approximate the variable values is evaluated in graphs 

of neural network estimated Height and Basal Area values against reference data Height 

and Basal Area values. A perfect linear correlation would be shown by a 1:1 relationship. 

Neural network output values were post-processed by scaling them between 0 and 72 for 

the Basal Area and 0 and 20 for the Height; since this is post-process scaling it has no 

effect on the algorithm or the results. 

Parameters Representative End-Member 

Number of iterations for training 600 600 

Architecture of the network: Input Nodes 6 6 
Hidden Nodes 4 4 
Output Nodes 1 1 

Type of weight initialisation Constant seed value Constant seed value 

Learning rate 0.1 0.1 

Randomisation Once Once 

Division ratio 'Scotland bio all' 1 : 2 = 312 : 624 (N/A) 367 : 569 

Division ratio 'Scotland bio box' 1 : 2 = 172 : 343 (N/A) 291 : 226 

Table 8-1. Parameter settings for the experiments 
with the 'representative' and 'end-member' data 
files for the 'Scotland bio all' and the 'Scotland bio 
box' data sets and the continuous target type 

8.1.2 Results and analysis for the representative data sets 

Figure 8-1 and figure 8-2 show the neural network estimations of Height and Basal 

Area respectively, for the representative testing file of the 'Scotland bio al l ' data set. A 

linear regression was fitted through the points for each graph whose equation is provided 

at the top of the graphs. R values which show the strength and direction of the correlation, 

and R values which provides a measure of the explained variance were also calculated. 

For the Height for this data set, R = +0.92, R 2 = 0.85; for the Basal Area for this data set, 

R = +0.89, R 2 = 0.79. 
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Figure 8-1. Neural network predictions of Height for 
the representative testing file of the 'Scotland bio all' 
data set and the continuous target type 
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Figure 8-2. Neural network predictions of Basal Area 
for the representative testing file of the 'Scotland bio 
all' data set and the continuous target type 

The graphs show that the neural network estimates appear to be strongly correlated with 

reference data for both Basal Area and Height values. Correlation coefficients show that 

there is a strong positive correlation. The regression explains most of the variance in the 

graph, as shown by the high R 2 values are high even though there seem to be a number of 

outliers. 

Figure 8-3 and figure 8-4 show the neural network results for the representative 

files f rom the 'Scotland bio box' data set. The correlation coefficients are: for the Height, 

R = +0.93, R 2=0.87; for the Basal Area, R = +0.91, R 2 = 0.82. The correlation coefficients 
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Figure 8-3. Neural network predictions of Height for 
the representative testing file of the 'Scotland bio box' 
data set and the continuous target type 
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Figure 8-4. Neural network predictions of Basal Area 
for the representative testing file of the 'Scotland bio 
box' data set and the continuous target type 

are therefore slightly higher for this data set than they are for the previous data set, even 

though there are still some outliers. Outliers cannot be identified spatially because the 

locational information of pixels was lost at the data set creation stage. 

The results strongly suggest that the neural network is capable of predicting mixed 

pixel values when it has been trained with a data file containing mixed pixels which is 

representative of the testing fi le . The scatter in the results is thought to be partly due to the 

network's sensitivity to ground data information since it is smaller for the 'Scotland bio 

box' data set compared to the 'Scotland bio all ' data set. 
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Second and third order polynomials were also fitted to the data to test whether they 

would explain any more of the variance; in other words, whether the R 2 value increased. 

It has been suggested that the sigmoid activation value causes the network to bias towards 

extreme values (Foody, 1996a; Warner and Shank, 1997). The experiments here does not 

confirm this since third order polynomials did not produce higher R 2 values. The fact that 

the relationship between Landsat T M channel values and Height and Basal Area 

decreases as canopy closure occurs (Peterson et al., 1996) could suggest a second order 

polynomial. There was no evidence of this either however, as R 2 values were lower than 

for the linear regression. 

8.1.3 Results and analysis for the end-member data sets 

Figure 8-5 and figure 8-6 present the results for the neural network trained on the 

end-member training files of the 'Scotland bio a l l ' data set. The training f i l e contains 

only pure pixels o f Grass and Trees f r om closed canopy polygons. The testing f i l e 

contains only mixed pixels. For this reason, the fu l l range of variable measurements is not 

present in the testing file. The graphs show that there is no relationship between neural 

network output values and reference Basal Area and Height measurements for this 

experiment. Correlation coefficients have fallen to R = 0.11 and R 2 = 0.01 for Height and 

R = 0.11 and R = 0.01 for Basal Area. The neural network therefore does not seem able 

to predict Basal Area or Height of mixed pixels i f i t is trained only on pure pixels. 

Surprisingly, although the network was trained with pure Grass pixels as well as 

pure Trees pixels, when presented with mixed pixels, the network assigns all the mixed 

pixels high Height and Basal Area values, as i f they were pure Trees pixels; i t does not 

assign any of the pixels to Grass, that is zero Height and Basal Area values. This effect 

cannot be attributed to a higher frequency of closed canopy Trees pixels, since pure 

Grass pixels constitute 1:3 of the training set. Therefore, this may indicate either that the 

network is biased towards positive values of a target or that the background Grass signal 

must reach a threshold before the pixel wi l l be assigned to Grass in preference to Trees. 

This possibility was also raised in chapter V I , section 6.4.2, when Medium Density Trees 

did not register high output values in the background node. 

Figure 8-7 and figure 8-8 present the results for the end-member data files f rom the 

'Scotland bio box' data set. The results corroborate the previous findings that there is no 

relationship between the neural network output values and expected Height and Basal 

Area measurements. Correlation coefficient have dropped to R = 0.28 and R 2 = 0.08 for 

the Height and R = 0.08 and R 2 = 0.01 for the Basal Area. 
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Figure 8-5. Neural network predictions of Height for 
the end-member testing file of the 'Scotland bio all' 
data set using a continuous target type 
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Figure 8-6. Neural network predictions of Basal Area 
for the end-member testing file of the 'Scotland bio 
all' data set using a continuous target type 

8.1.4 Summary 

The results from section 8.1.2 indicate that the neural network can predict mixed 

pixel continuous variables such as Height and Basal Area measurements with a relatively 

good level of accuracy according to the graphs and the correlation coefficient. On the 

other hand, the network cannot estimate variables i f it has only been provided with end-
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Figure 8-7. Neural network predictions of Height for 
the end-member testing file of the 'Scotland bio box' 
data set using a continuous target type 
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Figure 8-8. Neural network predictions of Basal Area 
for the end-member testing file of the 'Scotland bio 
box' data set using a continuous target type 

member information as shown in section 8.1.3. The correlation coefficients for each 

experiment are summarised in table 8-2. As the information in the table shows, correlation 

values between the predictions of the neural network and actual Height and Basal Area 

values for the representative data set were relatively high whereas they were low for the 

end-member data set. The figures were slightly higher for the ' Scotland bio box' data set 

than for the 'Scotland bio all ' data set except for the approximation of the Basal Area of 

the end-member data set. The network therefore seems to be able to perform a type of 

regression analysis and interpolate between values i f it is trained with a data f i le that 

includes mixed pixels but not i f it is trained with a data f i le that only contains pure pixels. 
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Scotland bio all Scotland bio box 

Experiment R R 2 R R 2 

Height 'representative' 0.92 0.85 0.93 0.87 

Basal Area 'representative' 0.89 0.79 0.91 0.82 

Height 'end-member 0.11 0.01 0.28 0.08 

Basal Area 'end-member' 0.11 0.01 0.08 0.01 

Table 8-2. Correlation coefficients 

Predicting continuous variables is not very common wi th this type of network. 

Pierce (1994) used a multi-layer perceptron to predict structural variables f rom a forest 

using SAR imagery. The methodology was slightly different in that the input data 

contained ancillary data and the output values were estimated together, for example 

Height and Basal Area so that there were two output nodes. The author reports very good 

predictions but the test sites were the same as the training sites with the only difference 

being incidence angles and time of day. Gopal and Woodcock (1996) successfully used a 

multi-layer perceptron to predict change in basal area. 

8.2 Correlation between Binary Target and Network Outputs 

The experiments were re-run using a binary target similar to the Bin targets used in 

chapter V I I . The advantage of these targets is that less precise information is required to 

create them. Classification was carried out to test whether wi th this type of target the 

results obtained in the previous section were confirmed. Since the network appears to 

extract the relationship between structural variables and Landsat T M values w i t h 

continuous target values, it should reflect the composition of the pixel when it is trained 

using a binary target. 

8.2.1 Methodology 

The same data files as those used in the previous section were used here: the 

representative and end-member data files for the 'Scotland bio a l l ' data set and the 

'Scotland bio box' data set. The representative data sets contain both pure and mixed 

pixels. The end-member data sets contain only pure pixels in the training file and mixed 

pixels in the testing file. Neural networks were used with parameters set as shown in table 

8-1, except for the output layer of the network which was set to two output nodes instead 

of one. 
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The target vector is formed of two elements. The left-most node corresponds to the 

Grass class, the right-most node represents the Trees class. Pixels of pure Grass were 

given a target of 1 for the Grass node and -1 for the Trees node. Pixels of pure Trees were 

given a target of -1 for the Grass node and 1 for the Trees node. Pixels of mixed Grass 

and Trees were given target values of 0 for each node. This information is summarised in 

table 8-3. 

Description of Pixel Target 

Pure pixel containing only Grass 1 -1 

Pure pixel containing only Trees -1 1 

Mixed pixel containing Grass and Trees 00 

Table 8-3. Target for each pixel. 

The results from the neural network are displayed using the type of graph used in 

chapter V I , section 6.4 The vertical axis shows the neural network output values. The 

expected class is displayed on thejc-axis. Class 1 is the Grass class, class 2 is the Mixed 

pixels class, class 3 is the Trees class. I f the network is capable of identifying mixed 

pixels and their components, then pure Grass pixels in the testing file should be 

represented at the output node level by strengths close to +1 and -1 respectively for nodes 

1 and 2. Pure Trees pixels should be represented by strengths close to -1 and 1. Mixed 

pixels' node values should lie about 0 for both nodes. 

8.2.2 Results and analysis for the representative data sets 

Figure 8-9 shows the response o f the network nodes fo r each class in the 

representative testing file of the 'Scotland bio al l ' data set (a) and the 'Scotland bio box' 

data set (b). The response for the Grass pixels is close to +1 for the Grass node and -1 for 

the Trees node, as expected. The response for the Trees class, class 3, is close to -1 for 

the Grass node and +1 for the Trees node although there is some spread in the values. 

There is a large spread of values for the mixed pixels, but the Grass node and the Trees 

node do register strengths of 0. The large spread may be due to the fact that the mixed 

pixels contain a range of mixture proportions. Thus, a pixel cover 75% by Trees and 25% 

by Grass would be expected to have a different response than a pixel covered 50% by 

Trees and 50% by Grass. 

The results for the 'Scotland bio box' data set confirm those for the 'Scotland bio 

al l ' data set. However, the spread in values, particularly for the mixed pixels, class 2, has 

decreased and node strengths are closer to their expected values. This suggests that some 
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Figure 8-9. Response of the network in each 
node for pixels from the 'representative' 
testing file of the 'Scotland bio all' data set (a) 
and the 'Scotland bio box' data set (b) 

of the pixels in the ' Scotland bio all ' data set may not actually be well represented by the 

Height and Basal Area measurements of the single plot. For example, some of the pixels 

f rom the polygons with older trees may actually have complete canopy closure, even 

though the area within which the plot was measured may not. 

8.2.3 Results and analysis for the end-member data sets 

The same methodology was used for the end-member data sets. The results are 

shown in figure 8-10. The testing set only contains mixed pixels and therefore they are all 

plotted at the 0 value. The results show that all the pixels are classified as Trees. This 

confirms the results from section 8.1.3 that the neural network cannot use the pure signals 

it has been trained on to identify the mixed pixels by calculating an in-between target 

value. Instead, all the pixels are classified as -1 for the Grass node and +1 for the Trees 

node, indicating Tree class. As before, although the network has been trained with some 

pure Grass pixels, none of the mixed pixels in the testing fi le are classified as such. 
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Figure 8-10. Response of the network in each node 
for pixels from the end-member data set 
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8.2.4 Summary 

The experiments described in this section confirm the results f rom the experiments 

in the previous section, section 8.1, for a network trained using a binary target such as 

those used in traditional pure classification problems. I f mixed pixels are included in the 

training data set, then mixed pixel targets are approximated as seen in section 8.2.2 On the 

other hand, i f the neural network is trained only on pure classes, mixed pixels targets are 

not approximated as seen in section 8.2.3. This confirms the suggestion that the neural 

network must be trained with examples of values that cover the range of data. It does not 

seem capable of interpolating between pure 'end-members'. 

8.3 Summary of Chapter VIII 

In chapters V I and V I I , it was shown that the neural network may respond to the 

sub-pixel components of a pixel, but a conclusive result as to the degree of accuracy which 

could be obtained was obscured by the complexity of the data sets. The aim of this chapter 

was to establish, with a simple, better defined data set, in what way the network responded 

to the components of a mixed pixel. The data sets consisted of Height and Basal Area 

measurements used as surrogates for proportions within a mixture. 

The results f rom the experiments described in this chapter have shown that the 

neural network cannot identify mixed pixels i f i t is not trained with mixed pixels. This 

result is true regardless of the target type used to represent reference information. It could 

be suggested that the neural network has overlearned and therefore cannot predict values 

in the testing data set. However, the error on the learning data set is still decreasing when 

the network stops after 600 iterations and it seems unlikely therefore that the network has 

overlearned. 

Surprisingly, in the end-member experiments, the network misclassifies all pixels 

as pure Trees and none as pure Grass. It is not clear why that may be but indicates that 

the response of the network to the presence of Trees in a pixel may be non-linear. 

The neural network estimations of continuous values have quite a large spread. This 

suggests that the neural network may require even more precise information than that 

which it was provided with here. This is confirmed by the reduced variability of the results 

f rom the 'Scotland bio box' data set. The neural network estimations o f target for the 

binary target also have quite a large spread. This may be because the network responds to 

the different proportions within the mixed pixels testing data set. 
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Chapter IX 

SUMMARY AND CONCLUSIONS 

Previous research into extracting sub-pixel informat ion suggests that neural 

networks, and more particularly multi-layer perceptrons, are an attractive alternative to 

the other main methods that have been investigated such as linear unmixing models, 

modified maximum likelihood and fuzzy c-means algorithms. Neural networks do not 

assume that the spectral signature f rom components of a mixed pixel combine linearly; 

they do not assume that data is normally distributed, they may not necessarily have to be 

trained wi th pure pixels and they are not restricted to any number of classes. 

The overall aim of the thesis was to investigate the relationship between neural 

network output values and sub-pixel information. To do so, i t was necessary to 

address methodological issues concerning the identification of sub-pixel information 

by the neural network and to develop tools for the analysis of soft classification 

results. This chapter synthesises the results of the experiments that were described in the 

thesis. 

9.1 Preparation 

The experiments reported in the literature which suggest a relationship between 

neural network output values and class proportions within pixels commonly use data sets 

with simple characteristics. Sometimes the mixed pixels are generated synthetically; 

often, high resolution data are degraded to produce a coarse resolution image. The number 

of classes and the number of pixels per class are generally limited. In short, the data sets 

used in the experiments reported in the literature do not reflect the complexity of typical 

classification problems. Furthermore, actual pixel proportions are usually estimated from 

classifications of higher resolution imagery and accurate ground data is not available. 

Indeed, details of the reference data are not usually forthcoming. Yet without knowledge 

of the characteristics of the training and testing data sets, the performance of the network 

cannot be properly appraised. The data sets used in the thesis, described in chapter IV , 

were created to be representative of the typical landcover classification problem. 
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Few articles concerned with an application of neural networks describe the network 

or the methodology for choosing particular parameters o f the network in any detail. 

Nevertheless, an initial study of the performance of the network over a range of values of 

parameters is essential as i t provides the framework within which subsequent experiments 

can take place. The multi-layer perceptron network used throughout the thesis was 

described in chapter I I I . Before carrying out any soft classification experiments, the 

sensitivity o f the network to changes to its parameters was evaluated. Results were 

described in chapter V and show that for appropriate ranges of values, particular choices 

of parameters do not unduly influence observations. 

9.2 Analysis Tools 

The overview of the literature summarised in chapter I I highlighted a lack o f 

qualitative and quantitative tools for the analysis of soft classification results. Several new 

techniques were developed in the thesis to compare neural network estimated sub-pixel 

information and actual pixel compositions as provided by reference data and to describe 

data sets. 

9.2.1 Composition matrices 

Composition matrices, described in chapter I V , section 4.4, characterize the data 

sets by calculating the frequencies with which classes occur as dominant, secondary, third 

and so on components within the reference data. From the Composition matrices, i t is 

possible to tell how many pixels contain each o f the classes and how many times 

individual classes occur as dominant, secondary and so on components. This provides an 

a-priori overview of the data. 

9.2.2 Correspondence images 

Correspondence images, described in chapter V I , section 6.3, provide a visual 

account o f the results of soft classification on the testing data set. Each pure class is 

assigned a colour. For each pixel , compositions are represented by lines coloured 

proportionally to the area covered by each class w i th in the pixel . Reference data 

percentages are scaled between zero and one and neural network output values are scaled 

between zero and one and normalised. Correspondence images allow pixel composition 

according to the reference data to be directly compared with pixel composition according 

to the neural network output values. 
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9.2.3 Node response graphs 

Node Response Graphs, described in chapter V I , section 6.4, provide a graphical 

representation of the neural network output values at every node for testing data set pixels 

grouped according to their dominant class as provided by reference data. The graphs show 

how classes are represented by network output nodes and interpretations as to the reasons 

for particular patterns can be made. 

9.2.4 Rank matrix 

The Rank matrix, described in chapter V I I , section 7.1.2, describes the soft 

classification of the testing data in the form of a matrix. The matrix shows how many 

classes were correctly identified by the classifier for each position of a mixture, that is 

dominant, secondary, third and so on. I t also shows to what positions mis-identified 

classes were assigned. Using the Rank matrix, i t is possible to tell how results were 

distributed and whether, for example, the classifier tended to assign dominant classes as 

secondary classes and so on. 

9.2.5 Modified confusion matrix 

The Modified confusion matrix, described in chapter V I I , section 7.1.3, disregards 

position information and calculates the frequencies of misclassification between classes. 

Unlike the traditional confusion matrix, misclassifications are examined at every position. 

From the Modified confusion matrix, i t is possible to tell which classes were correctly 

identified, which were not correctly identified and where classes where mis-allocated to. 

9.2.6 Importance of the new analysis tools 

Accuracies of classification are a function of class separability, class proportions 

within pixels and characteristics of the training and testing data sets. Analysis of soft 

classification results should therefore take each of these components into account. The 

methods that have been developed are best used in conjunction for this reason. 

The actual reference data are described by the Composition matrices which provides 

a numerical overview of the characteristics of the data sets. The Correspondence images 

provide the means for an immediate appraisal of the classification results and which 

classes are confused one with the other. Large data sets may hinder analysis i f all the 

pixels are viewed at the same time but zooming facilities on image processing systems can 

help. It is suggested that this technique would benefit from additional interactive features 

such as the possibility of extracting the input spectral signature of a pixel or a group of 

pixels, for example, or of bringing up the Composition matrix for the data set, and so on. 
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The reasons for which pixel components may have been mis-identified can be 

partially interpreted from Node Response Graphs. The response of a network is usually 

only plotted for the node with the highest output value whereas the response of the 

network at every node can provide more insight into the data. For example, pure classes 

that are well defined may tend to have high output strengths in the correct node and low 

output strengths in the others. Classes that contain mixed pixels may tend to have high 

output strengths in more than one node. By plotting the output values at every node in 

Node Response Graphs, the behaviour of the network in relation to each group of pixels 

becomes apparent. In the thesis, pixels were grouped according to their dominant class but 

any other grouping is possible, for example, by polygon number or by secondary class and 

so on, although the graphs can get confusing when large numbers of classes are used. 

The qual i ta t ive i n fo rma t ion that is provided in the graphs and images is 

complemented by quantitative methods which provide a numerical basis on which to 

compare results. The rare numerical methods in the literature are not designed to compare 

all positions for all pixels. The Rank matrix provides detailed information about the 

distribution of classes for every position and every pixel. This method is only concerned 

with the relative proportions of classes, not with the classes themselves. The, Modified 

misclassification matrices complement the Rank matrices by providing the class by class 

breakdown o f results. Al though the matrices have been shown to provide useful 

information concerning the soft classification results, they would benefit f rom a study of 

the fu l l impact of some of their limitations, described in chapter V I I , section 7.1.4. 

In summary, the combination of qualitative and quantitative techniques developed 

in the thesis can provide a better insight into soft classification results than was previously 

available. 

9.3 Neural Network Outputs and Sub-Pixel Information 

The aims o f the experiments described in chapter V I , V I I and V I I I were to 

determine the strength of the relationship between neural network output values and class 

proportions within pixels and to address some methodological issues that had been mostly 

neglected until now. 

9.3.1 Relationship between network outputs and sub-pixel information 

In chapter V I , it was shown that the node outputs for network trained and tested with 

a pure data set using a conventional pure target were different for correctly classified 

pixels and incorrectly classified pixels. Hypothesising that incorrectly classified pixels 
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may in fact have been mixed, the results indicated that the network may have the potential 

to identify sub-pixel information. 

Using a network trained with a data set containing mixed pixels and a conventional 

Pure target, fraction images were created from the neural network outputs on the basis 

that they approximate a-posteriori probabilit ies and may therefore ref lect pixel 

compositions. The images showed that the dominant classes were generally situated 

where they were expected spatially. However, most pixels seemed to register a signal for 

most classes. This was confirmed when Correspondence images of the same results were 

created. Although the dominant class seemed to be correctly identified for most pixels, 

which was confirmed by an accuracy o f - 7 0 % , all the output nodes produced a signal and 

secondary classes did not appear to be well identified. Using a simpler data set wi th less 

classes and fewer mixture types showed that secondary components may be identified for 

at least some pixels. Node Response Graphs for the same data set suggested that classes 

that were mixed or spectrally similar may produce high output node values in the 

appropriate classes and low output node values elsewhere. This would suggest that the 

correct components were being identified. 

The qualitative analysis afforded by the Correspondence images and Node 

Response Graphs could not provide the level of detail that would allow a conclusive 

answer regarding the relationship between neural network output values and pixel 

compositions. Furthermore, it was suggested that the type of target used, which only 

considered the dominant class of pixels, may be responsible for the apparent lack of a 

relationship. Quantitative analysis tools were therefore applied to test whether the target 

type had an influence on classification accuracy and whether there was a relationship 

between neural network output values and class proportions. 

9.3.2 Influence of target types 

In chapter V I I , the influence of target types was investigated by comparing the soft 

classification outputs for each target type using Rank and Modified misclassification 

matrices. The results showed that the neural network appears to be able to identify the 

component classes o f mixed pixels but not their relative proportions. Classes were 

allocated to the first four positions within a network with a high level of accuracy, but 

individual position accuracies were low. Target types have a strong influence on the 

outcome of a classification. Providing information in the target about the composition of 

a pixel is helpful to the network. However, i f the information is too detailed, the 

classification accuracy can decrease. Target types must therefore be defined wi th 
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particular regards to the actual distribution of mixture types. Experiments with a simpler 

data set suggested that the composition of the data may cause class components to 

seemingly be identified when it fact it is the nature of the mixing which means that the 

appropriate secondary classes are highlighted. 

9.3.3 Influence of the composition of the data sets 

In chapter VI , a network was tested that had been trained only with pure classes. 

The test pixels on the other hand were mixture of some of the pure classes. Node Response 

Graphs showed that the appropriate nodes were registering high output values in some 

cases. This suggested that the network may be able to identify components of a mixture 

if it is trained only on pure classes. This hypothesis was tested in chapter VI I I , using a 

data set with only two pure classes and very accurate surrogate measurements for class 

proportions. The results suggested that the network could not identify the components of 

a mixture or their proportions i f it was only trained on pure pixels. On the other hand, a 

strong relationship between network output values and pixel compositions was obtained 

i f the network had been trained with mixed pixels. Therefore, the network functions as a 

pattern matching algorithm and not as an unmixing model. 

9.3.4 Importance of the results 

Experiments in the literature have tended to suggest that the network can not only 

identify components of mixed pixels, it can also approximate their proportions. However, 

most experiments use very few classes and few pixels per class. In this thesis, complex 

and large data sets were used. The results from the experiments suggest that classification 

accuracy is a function of class separability, proportions within pixels and composition of 

data sets. The complex inter-relationship between these factors decreases the accuracy 

with which the network can identify sub-pixel information. It would seem that the 

network cannot be used on a operational level to identify sub-pixel proportions although 

it may be able to identify the sub-pixel classes that are present within a pixel. 

9.4 Future Directions 

The basis of methods which do not use linear or non-linear mixture models is that 

a-posteriori probabilities reflect class proportions. Although it has been shown 

emperically that this may be the case, it would be useful to understand the exact 

mathematical reasons for which there may be a relationship between the two. The 

accuracy of classification of a data set containing mixed pixels was demonstrated to be a 
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function of class separability, proportions and composition of data sets. It would be 

interesting to obtain a complete understanding of how these factors inter-relate and their 

relative importance. The accuracy of the reference data was shown to be a contributing 

factor to possible misclassifications. The use of reference data sets that were extremely 

precise and accurate so that exact pixel compositions were known would provide a strong 

foundation with which to continue the research into extracting sub-pixel information. 
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Appendix A 

ftWd.ASSTFTCATTON 

S O F T W A R E P A C K A G E 

This appendix provides an overview of the functionality of the software package 

that was developed in the course of this thesis. For each routine, a statement of general 

purpose, a list of required user inputs and the type of output produced are supplied. The 

description of the routines is intended for the user and therefore technicalities of the 

implementation are not discussed. The program was written in the ' C language on a Sun 

Unix system. The source code for routines which are contained in the software but which 

were not implemented by the author is not included in this thesis. However, changes to 

the original routines were listed at the top of each source file in header comments which 

are included in section A.4. The computer source code for the routines written by the 

author is listed at the end of this appendix in section A.5. 

A.l File Formats 

ASCII format data files are expected. The neural network requires two training 

files: one containing pixel information and the other containing target information 

(discussed in chapter III). In the first, each row contains information for one pixel. There 

are as many rows as there are pixels to be trained with; there are as many columns as there 

are separate sources of information. For example, digital numbers from five Landsat TM 

channels constitute five separate sources of information. The order of the columns 

remains constant throughout the file. In the second training file, there are as many rows 

as there are pixels in the first training file. Each row represents the corresponding target 

information for each pixel. Targets are composed of n columns where n is the number of 

pure classes in the classification problem. Testing files follow the same convention. 

Targets are created from ground data information which may consist of an integer 

class code, for pure classification, or of a ground data vector, for soft classification. The 

format of the ground data vector is: x y x y x y and so on, where x is an integer 

representing percentage cover and y is an integer class number. For example, a mixture of 
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[30% class 2 + 40% class 4 + 25% class 6 + 5% class 1] and a pure pixel of class 7 must 

be represented in the following way: '30 2 40 4 25 6 5 1' and ' 100 7' (without the 

quotes). The order of the class-percentage pairs is unimportant. 

A.2 Menu Options 

This section provides an overview of the routines implemented by the author which 

form the soft classification package. In addition to the menu option shown, all menus 

include a "q - Quit" option which stops the execution of the program and returns the user 

to the operating system's prompt, and all menus except the top menu include a "b - Go 

Back" option which takes the user from the current menu to the previous menu. 

A.2.1 Upon entry 

When the program is called, the user is shown the following menu. 

Main Menu 
1 - Prepare files for input to the neural network 
2 - Neural network classification 
3 - Analyse outputs from the neural network 

The first option presents the user with a menu of operations to manipulate files and 

prepare data for input into the neural network. The second option provides a menu of 

neural network operations. The third option prints a menu of tools for the analysis of 

neural network outputs. During the execution of routines, progress is monitored by 

reporting the row number which is being processed. The user is asked every how many 

rows should reporting take place. 

A.2.2 Main Menu: 1 - Prepare files for input to the neural network 

The following menu is printed to the screen: 

Preparation Menu 

1 - Divide data into training and testing sets 
2- Modify training or testing file for input to the NNet 
3- Randomise file 
4- Divide file vertically (e.g. into DN and Class file) 
5- Create target from file of ground data 
6- Change pixel codes using a Look Up Table 
7- Join files vertically 
8- Remove pixels that have the code given in the Look Up Table 
9- Check whether ground data percentages sum to 100% 
10 - Sort ground data and provide statistics 
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Prepare Menu: 1 ° Divide data into training and testing sets 

Purpose: used to divide a data file into training and testing sets. Two options are available. 

The data file can be divided by selecting the number of rows to place in the testing file for 

every row in the training f i le . For this option, randomisation of the data f i le is 

recommended prior to carrying out this operation. Alternatively, if each pixel has a code 

such as a polygon code, a look up table (LUT) can be used which contains one column of 

the codes for pixels which should be used as training data. 

User Input: 

• Name of input data file and Number of header lines to skip if any 

• Option for dividing the data file ('r' by row or 'c' by code) 

• Name of output training file and Name of output testing file 

• I f choice is 'r' then Number of ratio rows in the testing file for Number of 

ratio rows in the training file 

• If choice is 'c' then total Number of columns in the input data file and Name 

of LUT file 

Output; 

• Training file (no header) 

• Testing file (no header) 

Preparation Menu: 2 • Modify training or testing file for input to the NNet 

Purpose: used to centre and rescale data values so that the numbers are centred about 0. 

Calculates the mean and standard of each band in the training file and saves them in a log 

file which it then applies to the testing file. Therefore the training file mjisi be modified 

before the testing file. Implemented in the original software. 

User Input: 

• Option of training or testing f i le to be modified ( ' t ' training or ' v ' 

verification) 

• Name of input data file and Number of rows 

• Option of ground data being present of not ('y' present, 'n ' not present) 

• Number of data bands 

• Option of modifying all the bands or only some ('y' all, 'n' some) 

• if choice is 'n' some, List of the bands to be modified 

• if choice is V testing, Name of Log file to read 



Output: 

9 Modified training or testing file 
Preparation Menu: 3 - Randomise file 

Purpose: used to randomise the rows of a data file. Required for adequate learning by the 

neural network. The program expects no header lines for the input data file. I f header lines 

exist they will be randomised too. 

User Input: 

9 Name of input data file and Number of rows in the file 

9 Name of randomised output data file 

Output: 

• Randomised output file (no header) 

Preparation Menu: 4 - Divide file vertically fe.g. into DN and Class file) 

Purpose: used to divide a data file into two files, for example one containing only data 

information and the other containing the ground data information for the same pixels. 

User Input: 

• Name of input data file and Number of header lines to skip if any 

• Number of columns to place in first file (n) 

9 Name of output first file and Name of output second file 

Output: 

9 One file containing the first 'n' columns of the input data file (no header) 

9 A second file containing the remaining columns from the input data file (no 

header) 

Preparation Menu: 5 - Create target from file of ground data 

Calls the "Create Target Menu" which is described in section A.2.5 

Preparation Menu: 6 - Change pixel codes using a Look Up Table 

Purpose: used to change pixel codes to other codes or ground data. For example, it may 

not be possible to output anything other than an integer code for pixels when extracting 

them from polygons using Arc/Info. This routine can be used to match integer codes to 

the relevant ground data information. The LUT can contain in the first column an Arc/Info 

code (for example '345'). The numbers after each code can represent ground data (for 

example [30 1 20 4 50 8]). Alternatively, pixels from different classes can be merged 
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together under a new class code using an appropriate Look Up Table which assigns the 

same new code to different pixel codes. 

User Input: 

• Name of input data file and Number of header lines to skip if any 

• Total Number of columns of data in the data file 

• Name of LUT file and Number of header lines to skip if any 

• Name of output file 

Output: 

• File with the same information as the input data file but with different codes 

or ground data information for each pixel (no header). 

Preparation Menu: 7 - Join files vertically 

Purpose: used to join two files column wise. All the columns from the second file are 

added to the first V columns from the first file. 

User Inputs: 

• Name of first input data file and Number of header lines to skip if any 

• Number of columns to include from the first file (counting from left to right) 

• Name of second input data file and Number of header lines to skip i f any 

• Name of output file 

Output: 

• File containing 'n' columns from the first and all the columns from the second 

input files. Three header lines to the output file. Line one and two provide the 

name of the first and second file respectively; the third line is blank. 

Preparation Menu: 8 - Remove pixels that have the code given in the Look Up Table 

Purpose: used to delete pixels with a specific code. For example pixels from a specific 

polygon may have to be deleted because of missing information or pixels from a specific 

class may have to be deleted for a new classification scheme without that class. 

User Inputs: 

• Name of input data file and Number of header lines to skip if any 

• Number of columns in this file 

• Name of LUT file and Number of header lines to skip if any 

• Name of output file 



Output: 

• File containing all the pixels from the input data file less those pixels with a 
code listed in the LUT file (no header). 

Preparation Menu: 9 - Check whether ground data percentages sum to 100% 

Purpose: used to verify that the ground data information is correct at least in terms of 

percentage cover by checking that they sum to 100. Assumes a file containing only ground 

cover information. 

User Inputs: 

• Name of input file and Number of header lines to delete if any 

Output: 

• Message "WARNING: at row 'x' the total ground coverage was 'y' or 

• Message "Al l ground data cover sums to 100%" 

Preparation Menu: 10 • Sort ground data and provide statistics 

Purpose: used to sort the ground information in increasing order of percentage cover. Also 

produces a matrix of ground data information which, for each class, counts the number of 

times the class occurs in each position (dominant, secondary....). When two or more 

classes have the same percentage cover, they are all assigned to their highest level of 

component mixing. For example, i f a mixture is [30% 1 + 30% 2 + 40% 3], both classes 

1 and 2 wi l l increment their counter in the secondary class. The matrix is called a 

'composition' matrix and is discussed in chapter IV. 

User Inputs: 

• Name of ground data file and Number of header lines if any 

• Number of pure classes 

• Name of output sorted ground data file and Name of output composition 

matrix file 

Output: 

• File containing ground data information sorted, for each pixel, in increasing 

order of percentage cover 

• File containing a matrix describing the composition of the data set 
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A.2.3 Main Menu: 2 = Neural network classification 

The following menu is printed to the screen: 

Neural Network Menu 

1 - Training 
2 - Testing 
3 - Classification 

Chapter I I I discusses network training, testing and classification. 

Neural Network Menu: 1 - Training 

Purpose: used for training a network 

User Inputs: 

• Learning rate, Threshold network error, Number of Iterations 

• Option of initialising weights randomly 'r' or from a file ' f (option f is for 

continuing training for example if want more iterations) 

• if choice is 'r' (randomly) then Option of initialising with current time as a 

seed 'y' or with a constant 'n' 

• Number of input nodes (number of bands), Number of output nodes, Number 

of hidden layers, Number of nodes in each hidden layer 

• i f choice is T from a file, Name of Weights file 

• Name of input Training data file and Name of input Training target file 

• Number of pixels in the Training file 

• Name of input Testing data file and Name of input Testing target file 

• Number of pixels in the Testing file 

• Root name for resulting files (all output files have this name followed by a 

specific extension e.g. '.wts' for weight file 

• Option of producing performance matrices every 15 iterations (only if pure 

classification) ('y' yes, 'n' no) 

Output: 

• File of weights 

• File of error values 

• i f choice of performance matrices is 'y ' File of Training performance 

matrices and File of Testing performance matrices 
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Neural Network Menu: 2 - Testing 

Purpose: used for testing the network 

User Inputs: 

8 Name of Weights file 

6 Option of producing a confusion matrix of the performance (Pure 

classification only) ('y yes, 'n' no) 

e Option of producing a file of neural network output values for each node for 

each pixel ('y' yes, 'n' no) 

e Root name for output files 

9 Number of pixels in Testing file 

Output: 

• Either a confusion matrix for pure classification 

• or/and a file of neural network output values 

Neiiral Network Menu: 3 • Classification 

Purpose: used for classifying a raw image in band interleaved by line format using the 

neural network. Includes the possibility of producing fraction images. The original routine 

was modified extensively. 

User Inputs: 

• Name of Image to be classified 

• Number of rows and Number of columns in the image 

• Name of Weight file 

• Name of Output classified image 

• Name of Output statistics image 

• Option of creating fraction images ('y' yes, 'n ' no) 

• if choice is 'y' for fraction images, Option of Normalised V or just scaled 

outputs's' (Normalised makes sure the neural network output for each pixel 

sum to 1 and are scaled between 0 and 1, Scaled just scales between 0 and 1) 

• Root name for outputs 

Output: 

• Classified image 

• if choice is 'y' for fraction images then one image per class 



A.2.4 Main Menu: 3 - Analyse outputs from the neural network 

The following menu is printed to the screen: 

Analysis Menu 

1 - Create index file 
2 - Calculate rank matrices 
3 - Linearise Nnet outputs 
4 - Scale and/or normalise and/or noise treat NNet outputs 
5 - Calculate sum, max, 2nd max and difference 
6 - Make pixel Ref.NNet correspondence images 

The options from this menu are the implementation of the analysis tools described in 

chapter V I and chapter VI I of the thesis. 

Analysis Menu: 1 - Create index file 

Purpose: used to compare the target provided to the neural network and the resulting 

output vector. The classes on the ground are ordered in increasing order of coverage of 

the pixel according to the target vector. The vector of output classes from the neural 

network is ordered in ascending order of coverage. A vector is produced which compares 

class rankings for each non-zero coverage class value. A correctly ranked class is 

indicated by a 1, an incorrectly ranked class is indicated by a 2. Irrelevant classes are 

indicated by 0. 

User Input 

• Name of the target file and Number of header lines to skip if any 

• Name of the neural network outputs file and Number of header lines to skip 

if any 

• Number of pure classes 

• Value for the target vector below which ranking is not of interest (usually set 

to 0% coverage) 

• Value for the neural network output vector below which ranking is not of 

interest (for example -1.5) 

• Name of the output file 

Output 

• File -so called index file - containing rows of three vectors. First vector is that 

of the target with classes ordered in ascending order of coverage. The second 

vector is that of classes ordered in ascending order according to the neural 

network outputs. The third vector compares the rankings at each position. 
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Analysis menu: 2 • Calculate rank matrices 

Purpose: Used to calculate rank misclassification matrices from the index file. Two 

matrices are created. One of the matrices calculates the accuracy of positioning of the 

classes. In other words, how many times the dominant class is correctly identified and if 

it is not, where is it placed. The other matrix calculates misclassifications between classes 

at every position, not only for the dominant class. Classes which have the same ground 

coverage according to the reference data are said to have the same rank. The percentage 

of correctly classified ranks and classes is output for each position and class. In addition, 

for the rank matrix, the true percentage - i.e. the number of pixels where all the positions 

are correctly classified is provided. 

User Input: 

• Name of the index file and Number of header lines to skip if any 

• Number of pure classes 

• Name of the output file 

Output 

• File - rank matrix file - containing two matrices. The first - rank matrix -

provides information as to the positioning of classes. The second - modified 

misclassification - provides information as to the misclassification between 

classes. 

Analysis Menu: 3 - Linearise NNet outputs 

Purpose: used to linearise the neural network outputs. The sigmoid function is applied to 

the neural network outputs before their value is produced. This routine inverts its effect 

a-posteriori so that neural network values are as if no sigmoid had been applied 

User Input: 

• Name of the input neural network output file and Number of header lines to 

skip if any 

• Number of pure classes 

• Name of the output file 

Output 

• File containing linearised equivalents of the neural network outputs 

Analysis Menu: 4 - Scale and/or normalise and.or 'noise' treat Nnet outputs 

Purpose: used to scale and/or normalise and/or remove a set value from each neural 
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network output. Used prior to creating correspondence images. Neural network outputs 

lie between -1.7 and 1.7. To create the correspondence images, need outputs which sum 

to 1. In addition, this routine can be used to study the effect of removing small amounts 

from the neural network outputs, either from all of them or only from those which are less 

than the amount. 

User Input: 

• Name of the input neural network output file and Number of header lines to 

skip if any 

• Option of scaling file 'y' or not 'n' 

• I f choice is yes 'y ' , user must provide old minimum, old maximum, new 

minimum and new maximum values and Name of output scaled file 

• Option of normalising file 'y' or not 'n' 

• I f choice is yes, file is assumed scaled to positive numbers and user must input 

Name of output normalised file 

• Option of capping outputs 'y' or not 'n' 

• If choice is yes, user must input the amount to threshold by and the method. 

Option of renormalising 'y' or not 'n' the outputs. Name of output capped file 

Output 

• Depending on the choices, 

• a file containing scaled outputs (usually done before normalising), 

• a file containing normalised output, 

• a file containing 'capped' outputs. 

Analysis Menu: 5 - Calculate sum, max. 2nd max. and difference 

Purpose: identifies classes with the maximum and next maximum neural network values. 

Prints the sum of the neural network outputs and the difference between the two 

maximums for each pixel. 

User Input: 

• Name of the input neural network outputs file and Number of header lines to 

skip if any 

• Number of pure classes 

• Name of output file 
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Output 

e File containing for each pixel the sum of the outputs, the first maximum 

value, the second maximum value, the difference between the first and the 

second maximum values. 

Analysis Menu: 6 - Make pixel Ref/NNet correspondence images 

Purpose: produces a ground data/neural network correspondence image from a file 

containing the vector of ground data (e.g. target file) and the vector of neural network 

outputs. File produced is a raw image. 

User Tnput: 

• Name of the input image data file and Number of header lines to skip if any 

8 Number of pure classes 

• Name of output image file 

• Number of columns to represent 100% 

Output 

• Raw band interleaved by line file showing the correspondence between the 

ground data and the neural network outputs. 

A.2.5 Preparation Menu: 5 - Create target from file of ground data 

Third level menu which permits the following options 

Create Target Menu 
1 - Pure integer - class given as a column of integers 
2 - Pure target - class info treated as if pure 
3 - Scaled target - class % scaled between min and max 
4 - Bin target - class % placed in bins 
5 - Occurrence target - class given max. target value if it occurs 
6 - Rescale vector - vector components scaled one by one 

The options in this menu implement the types of targets described in chapter V I I of the 

thesis. 

Create Target menu: 1 - Pure integer - class given as a column of integers 

Purpose: Routine which assumes as input a file containing a column of integers indicating 

the pure class to which a pixel belongs. Target created is for pure classification and 

contains no mixture information. Class numbers must be sequential, and start at 1. 

User Inpiit: 

• Name of the input class number file and Number of header lines to skip 
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° Number of pure classes 

° Value to give to the class to which the pixel belongs (usually +1) 

8 Value to give to the classes to which the pixel does not belong (usually -1) 

8 Name of output target file 

Output 

8 File containing targets 

Create Target Menu: 2 - Pure target - class info data treated as if pure 

Purpose: Routine which assumes a file of ground data as input (in the format % cl % 

cl etc.) but which creates targets which do not take the information into consideration. 

Only the dominant class is considered. 

User Tnput: 

8 Name of the input class number file and Number of header lines to skip if any 

8 Number of pure classes 

8 Value to give to the class to which the pixel belongs (usually +1) 

8 Value to give to the classes to which the pixel does not belong (usually -1) 

8 Name of output target file 

Output 

8 File containing targets 

Create Target: 3 - Scaled Target - class % scaled between min. and max. 

Purpose: Routine which assumes a file of ground data as input (in the format % cl % 

cl etc.) which creates targets of scaled values (usually ground data is scaled between 0 and 

1 say, so that 0% coverage is assigned 0 and 100% coverage is assigned 1). 

User Input: 

8 Name of the input class number file and Number of header lines to skip 

8 Number of pure classes 

8 Value to give to the class to which the pixel belongs (usually +1) 

8 Value to give to the classes to which the pixel does not belong (usually 0) 

8 Name of output target file 

Output 

8 File containing targets 
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Create Target Menu: 4 - Bin target - class % placed in bins 

Purpose: Routine used to produce targets where each class is placed in a 'bin' on the basis 

of its coverage of the pixel. User must input how many bins they are, what value they take 

on and the percentage range which should be assigned to them. 

User Input: 

• Name of the input class number file and Number of header lines to skip 

• Number of pure classes 

• Number of bins 

• For each bin, its value 

• For each bin, the range which should be assigned to it 

Output 

• File containing targets 

Create Tarpet Menu: 5 - Occurrence target • class given max. target value if it occurs 

Purpose: Routine which creates a target by assigning the maximum value (+1) to all 

classes which are present in the mixture, regardless of actual percentage cover, and 

minimum value (-1) to all classes which are not present in the mixture. In effect, this type 

of target signals the presence or not of a class 

User Input: 

• Name of the input class number file and Number of header lines to skip 

• Number of pure classes 

• Value to give to the class to which the pixel belongs (usually +1) 

• Value to give to the classes to which the pixel does not belong (usually 0) 

• Name of output target file 

Output 

• File containing targets. 

Create Target menu: 6 - Rescale Vector - vector components scaled one hv one 

Purpose: Routine used to rescale a vector's values 1 by 1. i.e.with different min.'s and 

max.'s for each. Mainly used in the biophysical experiments to scale back from the neural 

network outputs to height and basal area value - for example. 

User Input: 

• Name of the input class number file and Number of header lines to skip 
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Output 

Number of pure classes 

New minimum 

New maximum 

Old minimum 

Old maximum 

File containing targets. 

A.3 Miscellaneous 

The code is organised into 

• one file containing routines determining menu choices (NNsofi_Main.c), 

• one file for preparation routines (NNsoft_Prepare.c), 

• one file for analysis routines (NNsoft_Analyse.c), 

• one file for routines to create targets (NNsoft_CreateTar.c) and 

• one file for routines which complement the routines originally implemented 

(NNsoft_MyAdditions.c). 

• A number of files for routines containing the neural network software 

Figure A - l shows the location of routines within each source code file and the routines 

from which calls to other routines are made. The user need not know this information. 

Alternatives to the routines exist. For example, the randomise routine can be 

replaced by sorting using for example a UNIX command; division of data files can be 

executed in awk, and so on. 
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Header 
1 FILE: NNsoft_»odify3.c 

DESCRIPTION: 
1 Computes th« meana and s t a n d a r d d e v i a t i o n s f o r 
each c h a n n e l f o r c e n t e r i n g t h e p i x e l v a l u e s o f a 
t r a i n i n g d a t a f i l e . 

' The maana And s t a n d a r d d e v i a t i o n s a r e saved i n a 
l o g f i l e w h i c h i o t h e n used t o c e n t r e t h e p i x e l 
a l u e s o f a v e r i f i c a t i o n Bet and/or an image f i l e . 

The new f i l e s a r e c r e a t e d i n a f o r m a t s u i t a b l e 
r i n p u t i n a n e u r a l n e t w o r k . (17/5/91) 

AUTHOR: I . K a n e l i o p o u i o a (JRCI 

LIST of r o u t i n e s : m o d i f y 3 
u s e r s e s s i o n 
r e a d f i l e 
w r i t e f i l e 
scaledown 
m o d i f y f i l e 

1 N N s o f t _ M y _ A d d i t i o i 

d a l l o c 
doub 1 e_ma t r t i c 
c har j M t n x 
f r c o _ d _ n a t r i x 
f r e e _ c _ m a t r i x 
My_File_Open 
H y _ C e t _ F i l e 

16-05-1998 

i removed ' 

s t e n t d e f i n i t i o n s • 

LATEST t n o d i f i c a t i i 

MODIFICATIONS: A.C. B e r n a r d (JRC/Durhaml 
D e c l a r a t i o n s changed t o ANSII C s t a n d a r d 
••include and some f u n c t i o n d o c l a r a t i 
now i n N N s o f t . n e u r a l . h 
f i l e _ o p e n f u n c t i o n changed t o My_File_0pen and 
M y , G o t _ F i l e 
C o n s t a n t v a l u e s changed 
i n N N s o f t _ n e u r a l . h 
F i l e *fpnaae d e c l a r a t i o n s moved t o w i t h i n 
r o u t i n e s r a t h e r t h a n g l o b a l 
When q u e s t i o n s asked, r e l o o p i n g i f i n v a l i d 
answer implemented 
Use o f t o l o w e r 

• Some s l i g h t r e s t r u c t u r i n g o f some i f l o o p s e.g. 
when some f u n c t i o n c a l l e d i n b o t h arma o f t h e 
i f c o n d i t i o n , removed t o o u t s i d e 

• A l l use o f c l a s s as an i n t e g e r a r r a y changed t o 
g r n d _ d a t a - a c h a r a c t e r a r r a y 

• Naming c o n v e n t i o n changed. Mo l o n g e r ask f o r 
f i l e n a m e w i t h o u t e x t e n s i o n , a s k f o r f u l l name 
w h i c h add '.mod' f o r m o d i f i e d f i l e and ' . l o g ' 
f o r logname. 

• Header comments added (11-12-19971 

t o " 

l i s s i n g r e t i s t a t e m e n t s added (16-05-1889) 

FILE: N N s o f t _ g r a d i e n t . c 

1 n e t w o r k p r o g r i 
DESCRIPTION: 
P a r t o f t h e nei 

1 i s c a r r i e d o u t 
i where t r a i n i n g 1 

1 AUTHOR: I . K a n e l l o p o u l o s (JRCI 

' LIST of r o u t i n e s : g r a d i e n t _ d e s c e n t 
s y s t e m _ e t a t u s 
c o m p u t e _ e u r r e n t _ e j 

w r i t e _ h e a d e r 
t e s t _ q u a i i t y 

: w r i t e _ w e i g h t s 
f o r w a r d _ p a s s 

1 LATEST M o d i f i c a t i o n : 16-05-1998 
1 MODIFICATIONS - A. C. B a r n a r d (JRC-Durham] 
' ' Removed d e c l a r a t i o n o f r o u t i n e s and v a r i a b l e s , ' 

now i n NNsoft_n«ural.h ' 
' - E r r o r f i l e n a m e now a s s i g n e d i n N N s o f t _ n e t a r c h . c ' 
1 no l o n g e r h e r e ' 
' - NUMBER_OF_SPOCHS i s no l o n g e r a v a r i a b l e b u t i s ' 
1 a d e f i n e d c o n s t a n t i n N N s o f t _ n e u r a l . h 
' - No l o n g e r have t h e ' o p t i m i s a t i o n ' f e a t u r e o f 

i f < -1.0 = -1.0 and i f > 0.9 = 1.0 as u n s u r e o f 
' e f f e c t when d o i n g FUZZY c l a s s i f i c a t i o n ' 
' - Added head e r t o e r r o r f i l e ' 
' - E r r o r f i l e c l o s i n g done i n w r i t e _ e r r o r r o u t i n e ' 
' removed f r o m h e r e ' 
' - Used d e f i n i t i o n ans(SMALL) f o r y/n answer ' 

i n s t e a d o f answer(10! 
' - No l o n g e r p r i n t gac and l a c t o e r r o r f i l e 

because make no sense w i t h FUZZY c l a s s i f i c a t i o n ' 
' - T e s t _ q u a l i t y changed from r e t u r n i n g a d o u b l e 

t o r e t u r n i n g v o i d , so usage changed he r e ' 
• - Header comments added (10-12-1997) 

' - m i s s i n g r e t u r n s t a t e m e n t s added (16-05-1998) 

* FILE: N N s o f t _ l i p c l a s s i f y . c 

DESCRIPTION: 
1 Performs c l a s s i f i c a t i o n o f images w h i c h a r e i n 
1 ERDAS/LIP. The image d a t a i s r e a d w i t h a s p e c i f i e d * 
1 number o f l i n e s each t i m e and each p i x e l i s * 
1 c e n t r e d u s i n g t h e means and v a r i a n c e s w h i c h a r e ' 
1 saved i n a l o g f i l e . A l s o t a b l e s f o r t h e c o n f u s i o n * 
' m a t r i c e s a r e w r i t t e n i n f i l e s f o r b o t h t h e ' 
' t r a i n i n g s e t and v e r i f i c a t i o n s e t . ' 

' Now r u n s w i t h raw images - i . e . images w h i c h have * 
1 no header e t c , j u s t rows and columns o f p i x e l s * 
' The c l a s s i f i c a t i o n r o u t i n e i s l o c a t e d i n * 
• NNsoftJ4yAddition«.c (A.C.Bernard) 

AUTHOR: I . K a n e l l o p o u l o s (JRC) 

LIST o f r o u t i n e s : g e n e r a l i s a t i o n 
r«ad_log 
w r i t e _ r e a u l t 
w r i t e _ h e a d e r 
w r i t e _ e r r o r 
t e s t _ g u a l i t y 
c l a s s i f y . i m a g e 

' NNsoft_neur«l_net.c: 

' N N s o f t _ M y A d d i t i o n s . c 

' N N s o f t _ u t i l s . c : 

a r c h r e a d * 
r e a d _ w e i g h t s ' 
i n i t i a l i s e 
f o r w a r d _ p a s s * 
Hy_File_Open 
My Get F i l e 
H y _ W r l t e _ R e s u l t 

i n t _ m a t r i x * 
d o u b l e _ m a t r i x * 
f r e e _ d _ m a t r i x • 
f r e e _ i _ m a t r i x * 

LATEST m o d i f i c a t i o n : 16-05-1996 

MODIFICATIONS - A.C.Bernard (JRC-Durham) 
- R o u t i n e d e c l a r a t i o n s / d e f i n i t i o n s changed t o ANSI* 

C s t a n d a r d * 
- A l l d e c l a r a t i o n s o f r o u t i n e s e t c moved t o * 

NNsoft_Ne» a l . h 
' a r ( i n t ) usage changed t o var(CONSTANTI where * 
CONSTANT i s d e f i n e d i n N N s o f t _ N e u r a l . h 
Some f i l e n a m e s and p o i n t e r names changed t o more* 
m e a n i n g f u l names * 
Filenames and p o i n t e r s changed t o l o c a l v a r i a b l e * 
i n s t e a d o f g l o b a l v a r i a b l e s wherever p o s s i b l e * 
C l a s s i f i c a t i o n o p t i o n menu moved t o NNsoft_Maln.* 

Header 
L o o p i n g added i f i n v a l i d t y p e o i 
F u l l f i l e n a m e s must be e n t e r e d , a u t o m a t i c 
a s s u m p t i o n o f .dat e x t e n s i o n no l o n g e r v a l i d n o i 
v e r i f i e d n o r i s - l o g e x t e n s i o n assumed 
c l a s s i d usage removed s i n c e t a r g e t now r e a d f r o n 
s e p a r a t e f i l e 
Average o m i t and commit v a r i a b l e s no l o n g e r 
c a l c u l a t e d 
c l a s a i f y _ i m a g e r o u t i n e commented o u t , r o u t i n e t>: 
be used i s M y _ C l a s s i f y _ I m a g s i n 
N N s o f t _ H y A d d i t i o n s . c 
O p t i o n t o produce c o n f u s i o n m a t r i x as opposed tr. 
de f a c t o p r o d u c t i o n added as w e l l as o p t i o n t o 
produce f i l e o f n e u r a l n e t w o r k v a l u e s 
header added t o r e s u l t i n g f i l e s 
some f i l e c l o s i n g and f r e e i n g o f netaory added 
w r i t e _ r e s u l t r o u t i n e r e t u r n v a l u e v o i d i n s t e a d 
o f d o u b l e 
w r i t e _ h e a d e r c o n t e n t s changed, i d e a t h e same 
Added C y c l e number (NUMOFEPOCHS) 
t e s t _ q u a l i t y changed f r o m t h i s d e c l a r a t i o n : 
d b l e t s t — q l t y I n p a t t e r n s , f i l e n a m e , r e s u l t _ f i l e I 
t o v d t s t _ q l t y ( n p a t t a m s , indata_name, 
i n t r g t _ n a m e , outrea_name) 
Header comments added (05-01-1998) 

m i s s i n g i a t ements added (16-05-1998) 

FILE: N N s o f t _ n e t a r c h . c 

DESCRIPTION: 
P a r t o f t h e n e u r a l n e t w o r k p r o g r i 
o b t a i n i n g a c h i t a c t u r a and parajnal 
AUTHOR: I . K a n e l l o p o u l o s 

LIST o f r o u t i i 

DEPENDENCIES: 
N N s o f t _ l i p c l a s s 
N N s o f t _ u t i l s . c : 

NNsof t_Hy_Addi t i o t i s . i 

r e a d _ p a r a m e t e r s 
r e ad_ne t _ a r c h 
r e a d _ t r a i n _ f i l e 
w r i t e _ w e i g h c s 
a r c h r e a d 
r e a d _ w e i g h t s 

w r i t e . h e a d e r 
d o u b l e _ m a t r i x 
g e t d o u b l e 
d a l l o c 
i l l o c 
H y_File_Open 
H y _ G e t _ F i l e 

16-05-1998 LATEST m o d i f i c a t : 

MODIFICATIONS - A.C. B e r n a r d (JRC/Durham) 
- Removed o p t i o n o f d e f a u l t v a l u e s f o r p a r a m e t e r s 
- W r i t e o u t a r c h i t e c t u r e chosen 
- Changed some f i l e n a m e s t o more m e a n i n g f u l names 
- Made f i l e p o i n t e r s and names l o c a l r a t h e r t h a n 

g l o b a l 
- L o o p i n g i f i n v a l i d t y p e o f answer 
- Added header t o r e s u l t i n g f i l e s 
- O p t i o n t o p r o d u c e p a r t i a l m a t r i c e s r a t h e r t h a n 

de f a c t o p r o d u c t i o n 
- Commented o u t any use o f a - p r i o r i 
- Momentum t e r m n o t used 
- i n t c d e c l a r a t i o n s and use removed s i n c e r e a d 

t a r g e t f r o m d i f f e r e n t f i l e 
- No more d i r e c t o r y p a t h o p t i o n , nor a s s u m p t i o n o: 

.dat e x t e n s i o n s 
- T a r g e t r e a d f r o m a s e p a r a t e f i l e t o t h e d a t a 
- Some e x t r a c l o s i n g o f f i l e s 
- Header comments added (05-01-1998) 

u s s i n g r e t u r n i 16-05-1998) 

FILE: N N s o f t _ n e u r a l _ n e t . c 

DESCRIPTION: 
P a r t o f t h e n e u r a l n e t w o r k program where 
i s s t a r t e d o u t . i n f o o b t a i n e d , e t c . 

AUTHOR: I 

LIST o f n 

K a n e l l o p o u l o s (JRC) 

u t i n e s : n e u r a l _ n e t 
i n i t i a l i s e 
i n i t _ w e i g h t s 
f o r w a r d _ p a s s 

DEPENDENCIES: 
N N s o f t _ g r a d i e n t . c : c o m p u t e _ c u r r e n t _ e r r o r 
NTfsof t _ n e t a r c h . c : n e t a r c h 

a r c h r e a d 
r e a d _ t r a i n _ f i l e 
r e a d _ w e i g h t s 
r e a d _ p a r ameters 
r e a d _ n e t _ a r c h 

N N s o f t _ u t i l s . c : f r e e d _ m a t r i x 
d a l l o c 

N N s o f t _ M y A d d i t i o n s - c : M y _ I n i t _ W e i g h t s 

LATEST m o d i f i c a t i o n : 16-05-199B 

MODIFICATIONS - A. C. B e r n a r d (JRC/Durham) 
- Menu o p t i o n s moved t o N N s o f t _ H a i n . c 
- Added o p t i o n o f s e e d i n g w e i g h t s w i t h t i m e r a t h e r * 

t h a n a c o n s t a n t 
- For a l l q u e s t i o n s , added l o o p i n g i f i n v a l i d 

t y p e o f answer 
- Header comnents added (06-01-1998) 

u s a i n g r e m 

FILE: NNaoft_i 

s t a t e , added (16-05-1993) 

f o r a l l o c a t i n g memory 
and f r e e i n g memory and a few o t h e r t 

AUTHOR: I . K a n e l l o p o u l o s (JRC) 

LIST o f r o u t i n e s : u l l o c 
i l l o c 
f a l l o c 
d a 1 l o c 
B y t e _ m a t r i x 
i n t _ m a t r i x 
f l o a t _ m a t r i x 
d o u b l e _ m a t r i x 
f r e e _ B y t e _ m a t r i x 
f r e e _ i . j n a t r i x 
f r e e _ f _ m a t r i x 
f r e e _ d _ m a t r i x 
g e t _ i n t 
g e t _ d o u b l e 

f i l e _ o p a n 

DEPENDENCIES: NONE 

LATEST M o d i f i c a t i o n : 16-05-1998 

A l l t d e f i n e , v a r i a b l e and r o u t i n e d e c l a r a t i < 
e t c . moved t o N N s o f t _ n e u r a l . h f i l e 
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FILE: NNsoft.Matn.c 

DESCRIPTION.-
Top level r o u t i n e s t h a t control 
the choices of the three basic 
modulesi 
A- f i l e m a n i p u l a t i o n s 
3- neural network 
C- analysis routines 

AUTHOR: A. C. 

LIST of r o u t i 

Bernard 

Mali 
Main_Select_Choice 
NNao f t_ Prep* re 
Prepare_Select_Choici 
NNsoft^Analyee 
Analyae_Select„Choici 
NNsolt_NeuralNet 
NNet_Select__Chai ce 
NNao ft_CreateTar 
Target_Select_Choice 

DEPENDENCIES: ! 

MODIFICATIONS: 

<1 i n c l u d e " NN soft_neunU h" 

/•ttt**tlt*$t MAIN lt»tt0witif/ 

Print the header of the program and activatt 
which printa the Main Menu '/ 

p r i n t f ( 
p r i n t f C " Neural Net work Soft Classification Program •\n"l 
p r i n t f ( " ' * \ n " ) i 
p r i n t f C " "to"),-
p r i n t f C" (c) JRC-SAl-EMAP. 1991-1998 "to" J . 

th e f u n c t i i 

p r i t f C 

Repeat the menu u n t i l EXIT is chosen. Depending on 
the choice, activate the relative f u n c t i o n . If Che 
choices are not 1,2,3 or q (=-1) the choice ia 
invalid '/ 

f o r (;;] 
( 

c h o i c e = H a i n _ S e l e c t _ C h o i c e 1 ) ; 

s w i t c h ( c h o i c o ) 
I 

C I H 1 : N N a o f t _ P r e p a r e < ) ; 
b r e a k ; 

ce.ee 2 NNso£t_NauralNet | ) ; 
b t M k ; 

ce.ua J : NNsof t _ A n a l y s e l ) ; 
break: 

M M - i ; e x i t C0> ; 

d e f a u l t ; p r i n t f Ctatovalid Choke . ..to") ; 

Main. 

c h a r chosen(SMALL); 

/• P r i n t the Main Menu to screen '/ 
p r i n t f C\n\n MAINMENUWn'l ; 
p r i n t f (" I : Prepare fuei for input to the neural network1^" I 
p r i n t f (" 2 : Neural networkclassification^•); 
p r i n t f ( " 1: Analyse outputs from the neural network^' 1 , 
p r i n t f (" q : Quittato" I ; 
p r i n t f ("ENTER te lection 11-3 or q) > " I ; 

/• I f q u i t waa chosen then set the return value to -1 
otherwise return the integer equivalent of the choic< 
NOTE t h a t i f the user inputs -1 will assume t h a t hav 
input 'q' or 'Q '/ 

it ( t o l o w * i ( • c h o s e n ) " 'q' 1 
r a t u r n (-1)-

mime 
I 

p r i n t f I "VoKEPORTprogreacverv bow many rowi? > • I ; 
s c a n t I "5W, 4EVERY_HOW); 
r e t u r n a t o i ( c h o s e n ) ; 

) /' END of Main_Select_Choice s u b r o u t z j 

N N s o f t _ P r e p a r e i 

/* Repeat the menu u n t i l EXIT is chosen. Depending on 
the choice, activate t h e relative function. If the 
choices are not 1-11 or q <=-ll or b (=-21 the choice ia 
i n v a l i d . Choice b brings the user up one menu '/ 

tor {;;) 
I 

c asa -2 : r a t o r a . ; 
case 1 D i v i d e _ I n t o T r T s O 

b r e a k ; 
c a s t 2 m o d i f y } ( 1 : 

b r e a k ; 
esse 3 : Randomise() ; 

b r e a k ; 
**•• 4 : D i v i d e _ F i U ( ) ; 

came 5 NlJsoft C r e a t e T a r O 
b r e a k ; 

case 6 Change_Pixel_Codefl 

came 7 J o i n C o l s [ ) ; 
b r e a k ; 

c a t * 8 Rrn Some Codes I) ; 
br e a k ; 

case 9 Check Gmd () ,-
b r e a k ; 

c a t * 10 ; S o r t _ C r a d ( ) ,-

came -I ; e x i t ( O ) ; 

d e f a u l t : p r i n t f fVnlnvalid Choke ....W 1 ; 

P r e p a r e . S a l a c t _ C h o i c e ttttttttttf, 

char chosen{£HALL] ; 

/* P r i n t Che P r e p a r a t i o n Menu to the scree, 
p r i n t f ( -\n\n PREPARATION MENU\n\n') . 
p r i n t f (" b : Go BsckAn") .-
p r i n t f (" 1 ; Divide data into training tod testing telsVi") ; 

p r i n t f ( * 2 : Modify training or testing file for input to the NNeiVn" 1 ; 
p r i n t f (" 3 : Randomise fileVi* I ; 
p r i n t f I • 4 : Divide file vertically {e.g. into ON file and Class file) \n' 1 : 

p r i n t f (' 5 : Create target from file of ground dm\n") ; 
p r i n t ( (• 6 ; Change puiel codes using a Look Up TableVt" 1 , 
p r i n t f (" 7 ; Join Ttlei venically \n" 1 ; 
p r i n t t {• 8 : Remove pixels thai have the code given in the Uxik Up Table \r 
p r i n t f (" 9 : Check whether ground dais percentages sum to I009<3\n' i ; 
p r i n t f (* 10: Sort ground data and produce itatisticsVi •) ; 
p r i n t f (* q : QuitVita* ) ; 

p r i n t f ('ENTER (election O-I0. b or q i > ") ; 

It quit was chosen then set the r e t u r n value to -1 e l s i 
back was chosen than set the r e t u r n v a l u e to -2. 
otherwise return the integer equivalent of the choice 
NOTE that if the u s e r i n p u t s -1 vill assume that h i v e 
i n p u t 'q' or 'Q' and similarly for -2 •/ 

It I t o l o w n r t * c h o s e n ) -= ' q ' I 
r e t u r n (-11; 

e l s e I f ( t o l o w e r f - c h o s e n ) == ' b ' i 
r e t u r n ( -2); 

NNsoft_Main.c 2/3 

r e t u r n a t i L(chOEl 

) /* End of Prepace_Select_Choice subroutine 

/* Repeat the menu until EXIT is chosen. Depending on 
the choice, activate t h e r e l a t i v e f u n c t i o n . I f t h e 
choices are not 0-11 or q i~-ll or b l=-2> the choice : 
invalid. Choice 0 brings the user up one menu •/ 

f o r I ; ; I 
I 

c h o i c e = ( I N e t _ S * l e c t _ C h o i c e ( I ; 

s w i t c h ( c h o i c e ) 

aawe -2 : r e t u r n ; 
case 1 •. n e u r a l _ n e t I ) .-

b r e a k ; 
case 2 : g e n e r a l i s a t i o n ( 1 ; 

b r e a k ; 
case 3 •. M y _ C l a s B i f y _ I a a g e ( ) ; 

brea k ; 
case -1 - e x i t I D ) ; 
d e f a u l t : p r i n t f ( • Invalid Choice ..An") ; 

c h s r chosen[SMALLI; 

Print Neural Network Menu to the s 
p r i n t f C V t \ n NEURAL NETWORK MENU\n\n" 1 
p r i n t f C b;GoBaclt\n-) ; 

p r i n t f (' 1 ; Traintng\n • I ; 
p r i n t f (" 2 : Testing\n") ; 
p r i n t f C 3 :Cla»ification\o-) ; 
p r i n t f C q : QuitWui") ; 

n t f ("ENTER selection! 1-3. b or q) > *) : 

/* If quit was chosen then sec the r e t u r n value to -1 
back was chosen then set the return value to -2, 
o t h e r w i s e r e t u r n t h e i n t e g e r e q u i v a l e n t o f the cho: 
NOTE that if the user inputs -1 will assume that tu 
input 'q' or 'Q' and similarly for -2 '/ 

I f ( t o l o w e r ! ' c h o s e n ) == 'q') 
r e t u r n ( -1); 

• l e e I f ( t o l o w e r ( ' c h o s e n ) == 'b') 
r e t u r n 1-2); 

e l s e 
r e t u r n a t o i ( c h o s e n ) ; 

End of NNet_Select_Choice a u h r o u t i . 

/• Repeat t h e menu u n t i l EXIT is cho 
the choice, activate the relative 
choices are not 0-11 or q f = - l ) o 
i n v a l i d . Choice 0 brings the user 

f o r (;;) 
( 

••en. Depending on 
function. If the 
- b (=-2) the cho: 
up one menu '/ 

case -2 •• r e t u r n ; 
case 1 : Cre«te_Index_Fil*() ; 

b r e a k ; 
caae 2 C r e a t e _ R a n k _ H a t r i c e s O ; 

br e a k ; 
case J : C r e a t e L i n e a r ! ) ; 

b r e a k ; 
case 4 : n o r m a l i s e ! ) ; 

b r e a k ; 
eaae 5 -. S u m . D i f f O ; 

b r e a k ; 
case 6 • Make I m a g e ( ) ; 

b r e a k ; 
eaee -2 : e x i t (0) ,-

d e f a u l t : p r i n t f CUiInvalid Choice ....Vi") .-

c h a r chosen | SHALL ] .-

dee *»*»*4t*»tf / 

/' Print Analysis menu to the i 
p r i n t f C\n\n ANALYSIS MENUWn" i ; 
p r i n t f C b:GoBack\n') ; 
p r i n t f C 1 : Create index file\n") ; 
p r i n t f (" 2 : Calculate rank matricetVn") ; 
p r i n t f (" 3 : Linearise NNet o u t p u o ^ ' l : 

p r i n t f I " 4 : Scale and/or normalise and/or noise' treat NNet ouipuis\n~ l 
p r i n t f (" 5 : Calculate sum. max. 2nd max. and dtfference\n") ; 
p r i n t f C 6: Make pixel Ref/NNetcorrespondance imagesVn*) .-
p r i n t f ( " q;Quil\n\n") ; 

p r i n t f (" ENTER selection 11-6. borq) > - ) ; 

- A .18 -

http://ce.ee
http://ce.ua


NNsoft_Main.c 3/3 
otherwise return t h e i n t e g e r e q u i v a l e n t o f Che choice 
NOTE that if Che u««r i n p u t * -1 will assume that have 
input 'q' or 'Q' end similarly f o r -2 */ 

I f ( t o l o w e r C c h o a e n l " 'q') 
r e t u r n (-11; 

e l e o I f I t o l o w e r C c h o a e n ) == 'b') 
r e t u r n I - 2 ) ; 

r o t u r n a t o i ( c h o s e n ) ; 

) /* END o f Analyae_Smlect_Choice subroutine'/ 

/•tnttttltft SUBROUTINE: NNsoft_CreateTar ttfUII*!**'/ 
v o i d N H s o f t C r e a t e T a r ( v o i d > 
[ 

int c h o i c e =0; 

/* Repeat the menu u n t i l EXIT ia chosen. Depending on 
the choice, activate the relative function. If the 
choices are not 0-11 or q l*~l) or b i=-2) the choice is 
invalid. Choice 0 brings the user up one menu '/ 

f o r (;:\ 
( 

c h o i c e = T a r g e t _ S e l e c t _ C h o i c e ( ) .-

e t r l t c h ( c h o i c e I 
I 

case -2 • r e t u r n ; 
case 1 : Pure_Integ«r(); 

b r e a k ; 
ce.ee 2 •. P u r e _ T a r g e t 1 1 : 

b r e a k ; 
ceee J : S c a l e d _ T a r g e t 1 ) ; 

b r e a k ; 
caae a : B l n n e d _ T a r g e t < ) r 

b r e a k ; 
caee 5 : Oc c _ T a r g e t 1 1 ; 

b r e a k ; 
caee 6 •. Reecale V e c t o r ! ) ; 

b r e a k ; 
case -J • e x i t (01 ,-

d e f a u l t : p r i n t f ( " tela valid Cbo ice ,...\n" I ; 

} /* End of for <;;> loop •/ 
} /' END of NNsoft_CreateTar subroutine '/ 

/'########### SUBROUTINE: Target^Select_Choice *•»»*»****••/ 
T a r g e t _ S e l e c t _ C h o i c e ( ) 
( 

char choaen(SHALL); 

/* Print Target Creation Menu to the screen '/ 
p r i n t f i C\n\o CREATE TARGET tubmcnutata" 1 ,-
p r i n t f {* b ;GoB**nM ; 
p r i n t f C I : Pure integer - class given as • oolumo of iMegenVi" 1 ; 
p r i n t f (* 2 : Pun Urge* -class info d i u treated u i f pure\n" I ; 
p r i n t f (* 3 : Scaled ti/ga -class % 5 t (died between min end muto •) ; 

p r i n t f (• 4 : Binned Urge! - clssi % % placed in buu'Vn') ; 
p r i t t t E (* 3 : Occurence target - class given max. target value i l i t occurs ta*) ; 
p r i n t f | • 6 : Resell* *eco>r - vector compooenu scaled one by oneVi* I ,-
p r i n t f ( • q : QuitWn- 1 ; 
p r i n t f | "ENTER selection (1-6. bor q)> •) .-

/* Read i n Choice V 
a c a n f ( * * s % " e - , c h o s e n ) ; 

/* If quit was chosen then set t h e return value to -1 else if 
back was chosen then set the return value zo -2, 
otherwise return the integer equivalent of the choice 
NOTE t h a t I f t h e u s e r i n p u t * -1 will assume t h a t have 
i n p u c 'q' or '{?' and similsrly for -2'/ 

I f ( t o l o w e r ( * c h c - s e n l «» 'q') 
r e t u r n ( - l ) ; 

e l e e i f < t o l o w e r ( * c h o e e n ] = - 'b'] 
r e t u r n ( -2); 

e l e e 
r e t u r n a t o i ( c h o a a n l , -

] /* END of Targec_Sel»ct_Choice subroutine •/ 

http://ce.ee
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FILE: NNaoft_Prepare.c 

• DESCRIPTION: 
Module o f program NNaaft programs used t o p r e p a n 
f i l e s f o r use with the neural network. 

LIST of routines: <__TrTs 

NNsoft^Utils.c 

MODIFICATIONS: 

Di v i d e _ I n t < 
Randomise 
Divide_File 
Chin g»__Pixel_Codes 
Join^Cola 
Hm_ Som e_Codes 
Check_Omd 
SortjGrnd 

My_Write_R*ault 
dalloc, double_matri: 
free, free_d_oatrix 

• i n c l u d e "NN(oft_tKuxal.ti" 

Divida_lnto_TrTs ######«###*, 

/* R o u t i n e used to divide a film i n t o t r a i n i n g and tasting gets. 
Division can be done by row ratio or by looking up t h e code* 
o f the pixela which s h o u l d be placed in the training sec •/ 

FILE " f p o u t _ t r , *£pout_ts, , ( p i n _ f i l e , * f p i n _ l u ; 
char o u t e r j i a n e ( M A X FILENAME!. outt6_name(MAX^PILSNAME]; 
char in£tl9_name(HAX_PILEMAHB), inlu_name(MAX_FILENAHEl; 
Char codd(MAX STRING_SIZE]. l u code(MAX_STRING_SIZE!; 
ch a r ans, inputslMAX_STRING_SIZE]. 
d o u b l e " i n p u t _ v a l u e ; 
i n t n r t s . n r t r , mna_cola, r o w . c o l , row_num=0; 

Open f i l e s And obtain information 
d e l _ h e a d e r is used to ignore any header li 

fpin_file=Hyj3«t_File(-WNPUT. Data fite;» •, i n f i J 

i o r codes '/ 

d e l _ h e a d e r ( f p i n _ f i l e ) ; 

p r i t i c f ("\nDivide into Training and Testing file by') ; 
p r i n t f (• rowralxHR>OTbycode(C)?> * ] ; 
sc a n f ("%<:%"c". Sans); 
I f ( t o l o w e r ( a n s ) « 'r' || t o l o w e r l a n s l 

|br«U; ) 
p r i n t f I "Invalidchoice ...An") ; 

Epout_cr=My_G*t_File(-W3l/rpUT: TRaining file > •, 

Ipout_ts=My_G«t_Pile|-\nOinTUT: TeSling file > ". « 

/* If the choice is by row ratio, then 
The assumption is that the file has 

i f I t o i o w o r ( a n s i == T ' t 
! 
/* F i n d ouC i n f o r m a t i o n f o r division •/ 

p r i n t f 1 *\nNainbetof ratio rowt in the TJUining file? > 
s c a n t I "ShWe", i n r t r ) ; 
p r i n t f C\nNuroberofratwrowiintbeTe5Einifile?> 1 

a c a n f CfM**c* ,tnrt»l ; 

p r i n t f ("\nDividing...\n°) ; 

/* while the eof character of the input file 
has not been reached...than do */ 

f o r I . - ; 1 

/* If the EOF character has been reached then come oui 
I f ( f e o f ( f p i n _ f i l e ) I 

I b t M k : ) 

/* For number of training rows, p r i n t t h e rova to 
the training file. Check the end of file at every i 
f o r (row = 0; row < n r t r ; row **1 
{ 

i f I !feo£(fpin_fil«n 
! 

fgets(inputs,HAX_STRING_SIZE, fpin_£ilel; 
f s c a n t ( f p i n _ f i l e , *\n" 1 ,-
fput»(inputa. f p o u t _ t r l ; 

/* Keep t r a e * o f progress by printing the row 
number when it is a m u l t i p l e o f EVERY_RO» •/ 

row_num •= 1; 
I f (row_num»EVERY_ROW o i 

( p r i n t f ( 'Row = 3W\n", row_mnn) ;) 

/* For number of t e s t i n g rows, print the rows to 
the testing file '/ 
f o r (row = 0; row < n r t a ; row + •) 
I 

I f ( I f o o f ( f p i n _ f i W ) I 
( 

£get«(inputa,H>JC_STOn*l SIZE. f p i n _ f i l e l ; 
£scan£(fpin_file, 
£puts(inputs, £pout_ta) ; 

/* Keep track of progress by printing the row 
number when it is a multiple of EVERY_ROW */ 

row_num *= 1; 
I f (row_num»EVERY_ROW =•= 0] 

( p r i n t f ( "Rows *d\n", row_num> i i 

) /* End o f w h i l e I! feof) loop •/ 

) / * End o f i f * r * p a r t of condition. Start of if 'C p a r t V 

/* else if f t o l o w e r f ' a n a ) 'c'f and choice is therefore by Code ' 

' * Obtain relevant information 
p r i n t f ('VnNtunber of column* in (he in 
scanf [•'fcdfc'c- . i n u m . c o l s l ; 

f p i n _ l u = Ky_G«t_Fila (-\nINPUT: Nunc of LU file (codes for TRlining file) > • 

p r i n t f [ "\nDivkiing.Jin*) ,-

f o r ( ; ,- ) 

/* If the EOF character has been reached then i 
i f [ f e o f ( f p i n _ f i l e ) 1 

( b r e a k ; ) 

/• Keep track of p r o g r e s s by printing the row 
number when it is a m u l t i p l e o f EVERY_RCM *, 
row_num •= 1; 
I f trow_numiEVERY_ROW »=. 0) 

I p r int£ ( "Row = fcd\n", row_numl ; ) 
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Read each input data source column and then the code, 
print the input data source to the new file '/ 

f o r l c o i = 0; c o l < num_cols - l ; c o l .+) 
(fscan£|fpin_fil«. - 9 i r * ' c " , fcinput_value(col( I ; | 

f s c a n f (£pin_flle.-**s^'c*. c o d e I ; 

has been reached thei • If the EOF character 
I f ( f e o f ( f p i n _ f l i e ) ) 

( b r e a k ; ) 

' w h i l e o l d c l a s s in the input file and in the LU < 
are not e q u a l and EOF in LU hasn't been reached, i 
the new information icless or ground data! '/ 

' lu^code = ' *' -. 
t r h l l a ( s t r c m p ( l u ^ c c d e , coda) 

t f s c a n t ( f p i n _ l u . -r.s*»c* , l u . 

if class was found m t h e LU file 
otherwise (eof reached) print the 
I f ( B t r c m p l c o d o , l u _ c o d e ) == 0) 
( 

f o r l c o l = 0; c o l < num_colB -
( f p r i n e f ( f p o u c _ c r , " * l 8 f i f f ". i n ( 

£print£ ( f p o u t _ t r , " ^s\n", codel 

f o r l c o l = 0; c o l < num_cols - i ; • 
I f p r i n t f (£paut_ts, "S8.6lf •, i n p u t , 

f p r i n t f I f p o u t _ t s . - ^ i \ n " , c o d e } ; 
) /* End o f if tscrcmp) condition ' 

owindl£pin_lui; 

'* End of while 

End of if -r' 

feof loop '/ 

>r 'c* c o n d i t i i 

fclose(fpin_£ile): 
fclose(£pout_trl .-
f c l o s e I f p o u t _ t 3 ) ; 

it£ I " ^PREPARE : I - OnTde d i u into uaining and testing si 

r e t u r n ; 

* END of Divide_Inco_TrTa subroutine •/ 

...COMPl.KTEVi\n-

Uses random number; 
( 
/* R o u t i n e used 

which it then sorts. Alternative is to use 
systemlsort -x.y filenamein > filename out! but 
this is dependant on the operating system there fori 
portable '/ 

FILE *epin_£ile, -fpout.new: 
c h a r infile_name|MAX_FILENAME], 
c h a r " i n p u t s ; 
i n t * i n p u t a _ r a n , * i n p u t s _ i ndex,-
i n t rand_num. rcw_num=0, row, nis 

e[MAX_FILEHAME); 

; My_Get_Filel*\nOUTPUT:RandomL!edd3«rile 

/* A l l o c a t e memory '/ 
i n p u t s a c h a r _ m a t r i x i n \ 
i n p u t s _ r a n = i H o c (num_r: 
i n p u t a _ i n d e x - i l l e c in\ 

n p u t s f i ] = "0" .-
w h i l e (!feof(fpin_£ile 

._rows+l,HAX_STRIHG_SIZEi. 
s * l ) : 

tgets|inputs{i|,HAX_STRING_SIZE. f p i n _ f i l e I 

• i t h o u t the , ndom number 1 

i f (row^numtEVERY.ROW «= 01 
( p r i n t f ( "Row u *id\n'. row_numl J 

f p u t s I inputs(input«_index(row)1, £pout_newi 

/* Free arrays and clcse files 
f r e e ( i n p u t E _ r a n ) ; 
f r e e ( i n p u t s _ i n d e x ) ; 
£re«_c_matrix(input8. nuni_rowsl . 

p r i n t f (" \nPREPARE : 3 - Randomise fiJe...COMPLETE\ii\n -: 

r e t u r n ; 

) / * END o f Randomise subroutine '/ 

/' R o u t i n e used t o di\ 
columns in one file si 
mainly for dividing n 

ide file verticall 
i y columns in ano 
zo data and target file. 

FILE *£pin_£ile, * f p o u t _ d n , • f p o u t _ c l ; 
c h a r i n f il«_name(MAX_FILENAKE1, outdn_nacie!KAX_FILEKAKE]; 
char outcl_name[HAX_FILEMAHEl, * g r n d _ d a t a : 

d o u b l e i n p u t _ v a l u e ; 
i n t num_cols. c o l . i , row num=0; 

/* O b t a i n f i l e n a m e and information 
del header used to ingore any header line '/ 

f p i n _ f i l e = «y_Get_File ( 'WNPUT; Data file (e.g. file.modo * , i n f i l e . 

d e l _ h e a d e r { f p i n _ f i l e ) 

- A. 20 -

file:///nDivide
file://-/nINPUT
file:///nDivkiing.Jin*
file:///nPREPARE


f p o u t _ d n = H y _ G e t _ F i l e 1 "VDOUTPUT: R n i Tile (e.g. DN) > •, 

f p o u t _ c l = M y _ G e t _ F i l e I " ^ O U T P U T : Second file le g. class) > 

/* Allocate memory and initialise arrays 
g r n d _ d a t a = C 1 1 O C ( H A A _ S T R I N G _ S I Z E ) ; 
f o r <i=0; 1<HAX_STRING_SI2E; i * * ) 

g r n d _ d a t a [ i ) = '0' ; 

p r i n t f ("\nDivfcfcng..\n") ; 

' If the EOF character has been reached then i 
i f ( f e o f l f p i n _ f i l e ) ) 

( b r e a k ; 1 
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f progress by printing the tow 
is a multiple of EVERY_R0W '/ 

Keep ti 
number whi 

row_num 
I t [row_nunv%EVEBv_ROW 

I p i i n t £ I' Ro w = 'Mvt" 

1 Bead in data band v. 

f scanf ( f p i n _ f i l e , "^\Pk,cm . & i n p u t _ v a l u e ) ,-
E p r i n t f [Ipo«t_dtY. •%10.6lf ", ( f l o a t ) i n p u t _ \ 

I 
f p r i n t f ( £pout_dn, "\n* 1 ; 

* Get ground data information, orint it to i 
f g e t s ( g r n d _ d a t a . M A X _ S T R I N G _ S I Z E . f p i n _ f i l < 
f s c a n f ( f p i n _ f i l e . "u>") r 

•utput gmd data file 

tputs(grnd_data,£pout_c] 

* End of for (;;) loop 1 

Free a r r a y s and close files '/ 
f r e e ( g r n d _ d a t a > ; 
f c l o s e [ f p i n _ f i l e ) ,-
f c l o e e f f p o u t ^ d n ) ; 
f c l o s e ( f p o u t _ c l ) ; 

p r i n t f | "\nPREPARE: 4 - Divide file vertically (e.g. b 

' END of Divide_File subroutine V 

a DN file and Class file ..COMPLETE\n\n -1 

- i t h o t h e r s i 
V 

FILE * f p i n _ f i l e , * f p i n l u , *fpout_new; 
char i n f i l e name(MAX FILENAME], inlu.name(MAX_FILENAKE1; 
Char outnew_name(MAX_FILENAHE], class{MAX_STRING_SIZE]; 
c h a r l u _ c l a . s e [HAX 5TRING_SIZE], grnd_data(HAX_STHING S I Z E ] ; 
char thiscime(MAX_STOIKG_SIZEt. lasttime(MAX_STHING_SISE1; 
double input„value; 
i n t c o l , num_cole, row_nun=0; 

d e l _ h e a d e r { f p i n _ f i l e ) 

f p i n _ l u = My_Get_File(-\n[NPUT:L<»kuprile> " , i n l u _ n a i 
d e l _ h e a d e r ( f p i n _ l u l ; 

fpout_new= H y _ G e t _ F i l e (-\nOUTPUT: New file >" , outnew. 

p r i n t f (*V)Changing tbe codes... VT) ; 

For each row, u n t i l the end of the i n p u t f i l e ' 

If the EOF character has been reached then < 
i f Ifeof(£pin_file)) 
( b r e a k ; ) 

* Read each input d a t e s o u r c e t 
print the input data source i 

f o r ( c o l = 0; c o l < num_eols -
the new film 

the class. 

f s c a n f ( f p i n _ f i l i 
f p r i n t f ( f p o u t _ m 

•"SIP&'c" , s i n p u t _ v a l u e ) , 
•*8,61f * . i n p u t _ v a l u e ) ; 

f 3cant (fpin_£ile, - < * i * * c " , 

While old class in the input file and in the W file 
are not e q u a l and EOF in LU hasn't been reached, read 
the new information ( c l a s s or ground data) */ 

0) tfc I f e o f ( f p i n _ l u | | 

facanr(fpin„lu,"*s%'c-,lu_class); 
fgate(grnd_data,MAX_STBING_SIZE,fpin_lu| ; 

* i f you have reached the end of the lu file check whether 
it is because actually the old code d i d n ' t e x i s t - o n l y 
print error message once per class not f o u n d - o t h e r w i s e 
p r i n t t h e new information to the new file */ 

i f f e o f i f p i n l u ! 
( 

s t r c p y ( t h i s t i n e , c l a s s ) ; 

i f ( e t r c m p f t h i B t i m e . l & s t t i j n e ) ! =01 { 
n t f ("\nTtiere was no new LU class for old class :' 

p r i n t f (" in Ibe input file.ui', c l a s s ] ; 

r e w i n d ( f p i n _ l u ) ; 

/* End o f do w h i l e not eof i n p u t f i l e l o o p */ 

/* Free a r r a y s and close files •/ 
f c l o s e ( f p i n _ f i l e ) ; 
f c l o s e ( f p i n _ l u ) ; 
f c l o s e ( f p c u t _ n e w ) ; 

p r i n t f (" \nPREPARE : 6 - Change pixel codes using a Look Up Table...COMPLETEVnVr) ; 

r e t u r n ; 

) /* END of Change_Pixel_CodeB subroutine'/ 
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/* R o u t i n e used t o j o i n x columns of a first 

file with all the columns o f a second f i l e */ 

FILE "fpin_£irst, * f p i n _ s e c o n d , *fpout_new, 
c h a r i n f irst_naine(MAX_FILENAHEi , ineecond_na-e [HAX_FILENAME 

outnew name{MAX FILENAMEJ; 
char inputs_second[MAX_STKING_SIZE]; 
d o u b l e * i n p u t s _ f i r s t , i n p u t _ v a l u e ; 
i n t c o l , nu i n _ c o l s . row, row_nuin-0; 

/* F i n d o u t i n f o r m a t i o n and open files 
delheader used to skip any header lines •' 

f p i n _ f i r a t = M y _ G e t _ F i l e ( "\nPlease input oame of HRSTfile > ", i n f i r s t name "r") • 

del_header(fpin_£irst); 

p r i n t f (-\nHow many columns from the first? > • 1 ; 
scanf (•Ctd'Jt'c-, _ n u n _ c o l s ) ; 

f p i n _ s e c o n d = M y _ G e t _ F i l e ( "\nPtease inpul name of SECOND file > - , i n name, " r " 1 ; 

d e l _ h e a d e r ( f p i n _ s e c o n d ) ; 

f p o u t _ n e w = M y _ G e t _ F i l e ("\nPlease inpul name of OUTPUT joined file > . .nan-e.-w-); 

/* A l l o c a t e memory '/ 
i n p u t s _ f i r s t = d a l l o c { n u n _ c o l s ) ; 

p r i n t f [ '\nloining files ... \rr ) ; 

/* Print header to output file '/ 
f p r i n t f ( f p o u t new.-#FIRST file :**s\n", i n f i r s t namel ; 
f p r i n t f ( f p o u t _ n e w . "#SECONDfile ; %s\n\n" , insecond_name i , 

I 
J* If the EOF character has been reached then come out ' 

i f ( f e o f ( f p i n . f i r s t l | i f e o f I£pin_secondl] 
( b r e a k ; l 

/• Keep track of progress by printing the row 
ntunber when it is a m u l t i p l e o f EVEPY^ROW •/ 

it 7row_num%EVEHY_R0W == 0) 
( p r i n t f < "Row = -RdVi", row_nuni) ; ] 

/* i?ead in the columns of data for the row of the 
first file and p r i n t thejn to t h e o u t p u t f i l e * / 

f o r [ c o l = 0 ; c o l < n u m _ c o l s ; c o l * + 1 

f s c a n f ( f p i n f i r s t , "^lf» ,c", i i n p u t v a l u e ) ; 
f p r i n t f ( f p o u t ^ n e w . "?18.6lf " , i n p u t _ v a l u e ] ; 

/* I f t h e EOF c h a r a c t e r has been reached then ccme out * 
i f I f e o f ( f p i n f i r s t ) ) 

(break,-} 

/* Print some spaces and obtain and print che 
corresponding row of data from the second file "/ 

f p r i n t f ( f p o u t new," ") ; 
f g e t s ( i n p u t s , s e c o n d , MAX_STRING_SIZE , £pin_secc-nd 1 ; 
f p u t s ( i n p u t s _ s e c o n d , f p o u t ^ n e w ) ; 

} /* End o f f o r l o o p */ 

/* Free arrays and close files '/ 
f r e e l i n p u t s _ s e c o n d l ; 
free!inputs_£irsti ; 

f c l o s e ( f p i n _ f i r s t ) ; 

f c l o s e 1 f p i n _ s e c o n d l ; 
£close I f p o u t _ n e w ) ; 

p r i n t f 1 "\nPREPARE 7 - Join files vertically...COMPLETER-] ; 

r e t u r n ; 

1 /* END of J b i n ^ C o i s */ 

/*####*###### SUBROUTINE: Rm^Some^Codes »##########•/ 
v o i d Rm_Some_Codes 1 v o i d ) 

/* R o u t i n e used to remove pixels with a given code. 
Uaed for example if a polygon is found Co be 
erroneously digitised or a class spectrally indistinct 
•/ 

FILE •fpin_file, * f p i n _ l u , *fpcut_new; 
c h a r i n f i l e _ n s m i e [ H A X FILENAME], i n l u name[MAX FILENAME]. 

outnew_name[MAX_FILENAME!; 
int num_cois, c l a s s , l u _ c l a s s , c o 1 , row_num; 
do u b l e ' i n p u t _ v a l u e ; 

/* Open files and obtain information 
del header used to ignore header lines if any '/ 

£pin_file = H y _ G e t _ F i l e ("ViPTease input name of input data file >•, i n 

del_header(£pln_tilei ; 

print£ ( * How many columns tit there in this f i k > ' ) . -
s canf ( " W c - , t n u m _ c o l s ) ; 

fpin„lu=My_Get_File(-\nPlease input name of LOOK UP file > " , i n l u 
f p o u t _ n e w = M y _ G e t _ F i l e ( '\nPlease inpul name of NEW data file > ". out 

/• A l l o c a t e meeiory */ 
i n p u t _ v a l u e = d a l l o c lnu*n_cole) ; 

p r i n t f ("\nRemoving. .\n") ; 

f a r I ; ; } 

/* I f t h e EOF character baa been reached then ccme out • 
I f ( f e o f { f p i n f i l e ) 1 
( b r e a k ; ) 

/* Keep t r a c J t o f progress by printing the row 
number when it is a multiple of EVERY_F9W '/ 

i f Tcow_num*EVERY_ROH — 0) 
( p r i n t f [ "Row =f?d\n", row_num) ; 1 

/* Read i n all the non code information */ 
f o r l c o l = 0 ; col^nuni c o l s - 1; c o l + + l 

f s c a n f l£pin_file.,'Stlf3',c*, i i n p u t _ v a i u e ( c o l ] ) : 

/* Read i n the code •/ 
f s c a n f ( f p i n _ f i l e . "^d»*c-, fcclass); 

l u ^ c l a s e = - 1 ; 

/' w h i l e t h e class read and t h e LU do not correspond, re 
LU file '/ 

W h i l e ! ( c l a s s != l u c l a s s ) ( I f e o f 1 f p i n lul) ) 
f s c a n f ( f p i n _ l u , " t f d ^ ' c " , 4 1 u _ c l a a s ) ; 

/* i f class is not equal to a LU code then it wasn't in 
therefore keep that raw , otherwise discard it '/ 

t h e LU file and 

i f ( c l a s s ! = l u _ c l a s s ) 

f o r f c o l = 0; c o l < n u m _ c o l s - l ; c o i **) 
f p r i n t f ( f p o u t _ n e w , •*J8.6lf", t n p u t _ v a l u e [ c o l | 1 ; 

f p r i n t f ( f p o u t new, " "Sd\n", c l a s s ) ; 
) 

r e w i n d ! f p i n _ l u ) ; 

) /* End o f f o r ,•; l o o p •/ 

/* Free a r r a y s and c l o s e f i l e s */ 
f r e e ( i n p u t _ v a l u e ) ; 

f c l o a e ( f p i n _ f i l e ) ; 
fcloee(£pin_lu); 
fclose(£pout_new) ; 

p r i n t f I "\nPREPARE: 8 - Remove piiels that have the code given in tbe Look Up Table . COMPLETED' I : 
r e t u r n ; 

) /* END of Rm_Some_Codes s u b r o u t i n e */ 
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d e l _ h e a d e r ( f p i n _ t a r ) ; 

p r i n t f (-\nCbecking... \a° ] 

f o r { : ; ] 
( 
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#»**<####<« SUBROUTINE: Check_Gmd ilttttltllf/ 

v o i d Check_Gmd() 

* R o u t i n e used Co checJc w h e t h e r t h e g i v e n g r o u n d dat, 
p e r c e n t a g e * sum t o 100% '/ 

FILE * f p i n _ t a r ; 
c h a r intar_namelHAX_PILENAME) , c; 
i n t p e r c e n t a g e , c1a a e, suB_per; 

/* O b t a i j 
f p i n _ t a r 

f i l e n a m e * and i n f o r m a t i o n */ 
= My_Get_File("\n!NPUT: Ground dan file > •, 

If the EOF character has been reachod Chen cone < 
i t ( f e o f I f p i n t a r | ) 
{break,-} 

/* Keep crack o f p r o g r e s s b y printing the cow 
number when i t i s a m u l t i p l e o f EVERY^ROM •/ 

row num *= 1; 
i f (raw_num*EVER¥_ROW 0) 

I p r i n t f ("RownMn- , row_num);) 

/* Read i n a i l Che p e r c e n t a g e * and c 
sum_per = p e r c e n t a g e ; 
c = g e t c ( f p i n _ t a r ) ; 
w b i l e t c != '\n'l 

• u l a t s t h e sum f o r chat p i x e l 

f a c a n f ( f p i n _ t a r . "fcd%*e ftdWe". t p e r c e n c a g e , 
c = g e t c ( f p i n _ t a r ) ; 
sum_per = »um_j>er * percentage,' 

:sium(ol00'*%.\n") I-

nu> !00**...COMPLETE\n\n-) ,-

C l o s e f i l e V 
D s e ( f p i n _ t a r ) ; 

p r i n t f ( -VtPREPARE: 9 -Check whether ground data percentage-, s 

r e t u r n ; 

) /* END o f Ch*cJt_Crnd */ 

/•#####*##### SUBROUTINE: Sort_Crnd tH»t$»tttf/ 
v o i d S o r t _ G r n d ( v o i d ) 
( 
/* R o u t i n e used Co s o r t ground d a t a i n i n c r e a s i n g o r d e r 
o f p e r c e n t g e c o v e r and t o c a l c u l a t e c o m p o s i t i o n m a t r i x . 
C o m p o s i t i o n matrix reports for each c l a s s t h e number of 
t i m e s i t o c c u r s as a do m i n a n t , secondary, 
t h i r d . . . c l a s s . If there are more than one percentage 
the same then for both c l a s s e s counted in the higest 
p o s i t i o n s . E.g. 40* 40% 20%, both classes w i t h 401 
w o u l d be added 1 in their dominant c l a s s */ 

FILE * f p i n _ t a r , ' f p o u t _ t a r , 'fpout_comp,-
c h a r intar_name[MAX FILENAME|, outtar_namefMAX_FILENAME|; 
c h a r outcomp_name(MAX_FILENAMEl; 
i n t " p e r c e n t a g e , ' c l a s s , * s o r _ p e r , c; 
i n c i , j,num_class«s, row_num=Q. o l d _ p e r , newj>er, equal=0. num_equal=0; 
int " c o u n t _ c l a a e , * c o u n t _ c l a s s _ t o t , • c o u n t _ p o s _ t o t , t o t _ t o t - 0 , t r a c k = < 
i n t o l d _ t r a c k » 0, x; 

/' Obtain f i l e n a m e s and i n f o r m a t i o n and open files 
del header used to ignore any header lines "/ 

f p i n _ t a r = H y _ G e t _ F l l e (-\nINPUT: grounddala filename >", i n t a r _ n a m e , " * " ) ; 

d e l _ h e a d e r ( f p i n _ t a r l ; 

p r i n t f { "\nHow many 'pure' clasiei are there 7 > ") ; 
s c a n f ( " ^ d ^ * c " , J<num_classeB); 

f p o u t _ t a r = M y _ G e t _ F i l e ( 'WJUTPUT: new grounddaia filenames •, o u t t a r _ n a m e , "w" I ; 

fpout^comp - Hy_G«t_Pile I "VnOLTTPUT; oomposuioamatrix > ". eutcomp_name, ' w I ; 

/* Allocate memory and i n i t i a l i s e arrays */ 
p e r c e n t a g e = i l l o c ( n u m _ c l a s s e s + l ) ; 
c l a s s = i l l o c | n u m _ c l a s s e s + l ) ; 
s o r _ p e r = i l l o c ( n u m _ c l a B B e a * l ) ; 
c o u n t _ c l a s s = i n t _ m a t r i x l n u m _ c l a B s e s * l , n u m _ c l a B a e s * l I ; 
c o u n t _ c i a s s _ t o t = i l l o c l n u m _ c l a s s e s * l ) ,-
c o u n t _ p o s _ t o t = i l l o c ( n u m _ c l a s s e s + l ) ; 

f o r t i = 0; i • num_claases; i + -

c o u n t _ c l a s s _ t o t I i ) * 0; 
c o u n t _ p o s _ t o t [ 1 1 " 0; 
f o r l j = 0; j " n um_classes; 

( c o u n t _ c l a a s [ i J ( j ] = 0 ; J 

p r i n t f ( -\nSarting & Calculating ... In") ; 
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* index the percentage array in increasing order < 
percentage from left to right '/ 
i n d e x x ( n u m _ c l a s s e s . p e r c e n t a g e , s o r _ p e r ) ; 

* I V h i l e c l a s s e s have 0 percentage, ignore them '/ 
i = 1 ; 
e q u a l = 0: 
w h i l e [ p e r c e n t a g e [ s o r _ p e r [ i ] 1 == 01 { i : i * l ; l 

* Keep track of the mixture componei 
l d _ t r a c k = num_classes - i + 1 ; 

i t ( t r a c k < o l d . t r a c k ) 
( t r a c k = o l d _ t r a c k ; ) 

o l d _ p e r = p e r c e n t a g e | s o r _ p e r ( i l l ; 

/* P r i n c t h e arrays in the sorted order '/ 
fprintf(£pout_tar, '"502d<*02«J ", p e r c e n t a g e ( so r _ p e r ! i ] ] , c l a s s |soi_P«r|i! I 
x = l ; 
w h i l e ( p e r c e n t a g e [ s o r _ p e r ( i l l == p e r c e n t a g e [ s o r _ p e r I i *y.) 1 1 

l x = x * l ; 1 

/* Count t h e occurence of each class in each position •/ 
c o u n t _ c l a s s ( c l a s 6 ( s o r _ p e r | i l J 1 [ n u r a _ c l a s s e s - i - ( x - 1 1 - 1 1 • = ! : 

f o r ( j = i + l ; j < = n u m _ c l a s E e s ; j**) 
{ 

f p r i n t f ( f p o u t . t a r . "'SÔ d <*02d " •ncage|sor_per [j 1 i . 

t a g e [ e o r _ p e r ( j ] J == p e r c e n t a g e ( s o r _ p e i 

1 Account f o r e q u a l percentages '/ 
new_per = p e r c e n t a g e ( s o r _ p e r I j 1 1 ; 
I f (new_per o l d _ p e r ) ( e q u a l = 1 : | 

old_per=new_per; 
I 

• p r i n t f ( f p o u t _ t a r . "\n" 1 ,-

' Kepp track of whether there are pixels with equal 
percentages in their c o m p o s i t i o n e.g. 40% 40% 20% 

i f ( e q u a l = = l } (num_equal = num_equal+l;) 
" End o f f o r <;;! loop '/ 

/* Print t h e header o f the matrix */ 
f p r i n t f ( fpout_comp, -\n COMPOSITION MatrUVAn" 
f p r i n t f ( f p o u t _ c o m p , " Pos id l->\n") ; 
f p r i n t f (fpout_comp, "Class Numl" 1 .-
f o r i i = 1; i <= t r a c k ; i * + ) 

( f p r i n t f ( f p o u t _ c o m p , "^6d*. i l ; } 
f p r i n t f ( f p o u t _ c o m p , * Class"); 
f p r i n t f ( fpout_comp, -\n '") ; 
f o r ( i = 0; i < t r a c k ; i * * 1 

( f p r i n t f ( fpout_comp. " " ) ; ) 
f p r i n t f ( f p o u t _ c o m p , " — - ) ; 
f p r i n t f (fpout_comp, " Total") ; 

/* F o r as many positions as t 

f o r U = l ; i <= num.classes ; 
( 

f p r i n t f I f p o u t _ c o m p , "\n16d I 

f p r i n t f ( f pout_corap, 

p r i n t f ( f p o u t _ c o m p , 

_ t o t ( i ) - t o t _ t o t ; ) 

f p r i n t f ( f p o u t _ c o m p , " 1") 
f o r t i = 0; i < c r a c k ; i+» ) 

1 f p r i n t f I f p o u t _ c o m p , " *) 
f p r i n t f ( f p o u t _ c o m p , - — -) ; 

f p r i n t f ( fpout_comp, "\nPos Totail") ; 

t f ( fpout_comp. " f56d", 

f p r i n t f ( f p o u t _ c c m p . • = 
f p r i n t f ( f p o u t _ c o n ^ i . "Vi^nTl 

/* Free a r r a y s and c l c s e f i l e s */ 
f r e e ( p e r c e n t a g e ) ,-
f r e e ( c l a s s ) ; 
f r e e ( s o r _ p e r ) ; 
f r e e ( c o u n t _ c l a s s _ t o t ) : 
f r e e ( c o u n t _ p o s _ t o t ) ; 
f r e e _ i _ m a t r i x ( c o u n t _ c l a s B . n u m _ c l a s s e s * l ) : 
f c l o s e ( f p i n _ c a r ) ; 
f c l o s e ( f p o u t _ t a r l ; 
f c l o s e ( f p o u t _ c o m p ) ; 

p r i n t f ( -\nPREPARE: 10 - Son ground data and produce nausiks...COMPLETE\n\n-
n t u r a ; 

) /* END of Sort_Grnd */ 

/* If the EOF character has been reached then come out '/ 
i t ( f e o f ( f p i n _ t a r l ) 
( b r e a k ; ) 

/' Keep track of progress by printing the row 
number when it is a m u l t i p l e o f EVERY_ROW •/ 

row num •= 1; 
I f (row_num»EVERY_ROH •= 0) 

( p r i n t f ("Row a *d\n", row_num) ;) 

/* Initialise arrays which much be initialised every 

o l d _ t r a c k = 0; 
t o r i i = 0; i <= num_classes; i»* ) 
1 

p e r c e n t a g e [ i ) = 0; 
c l a s s l i ] = 0; 
s o r _ p e r ( i l = 0: 

/* Read in the information into a percentage array and 
a c l a s s array which correspond u n t i l an eol 

character has been reached '/ 
i = 1; 
f s c a n f ( f p i n _ t a r , " t*d £d", ^ p e r c e n t a g e [ i j , t c l a s s [ i l l ; 
c o u n t _ c l a s 9 _ t o t ( c l a a s ( i | 1 * = l ; 

c = g e t c ( f p i n _ t e r ) ; 

/* I f t h e EOF character has been reached then come out '/ 
I f ( f e o f ( f p i n . t a r l ) 
( b r e a k ; > 

w h i l e ( c 'V)-) 

f s c a n f ( f p i n . t a r , "Shi %d' . £parcentage(i) , {.class ( i j ) ; 
c o u n t _ c l a s s _ t o t [ c l a s s l i ] 1 * = 1 ; 
c = g e t c ( f p i n ^ t a r ) ; 
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• FILE: NNaoft^Analysa.c 

' DESCRIPTION: 
• T h i r d raain module of Soft Neural network program. ' 
• Containa routines for the analysis of the o u t p u t • 
• from the neural network. In particular, routinaa 
' for indexing the outputs in ascending order, 
' producing position and confusion matrices 
' scaling, normalising, removing noise carta, a m a t i n g * 
• the o u t p u t s and p r o d u c i n g a 'bar' image that 
• compares the ground data percentage coverage and ' 
• that predicted by the n e u r a l network. 

• AUTHOR. A. c. Bernard 

• LIST of r o u t i n e s 

* W N s c f t _ u t i l s 

* MODIFICATIONS : 

Create_Index_Fi1e 
Create_Rank_tta tri ces 
Create_Liaear 
Normaliso 
Sum_Max_Difterence 
Make^Image 

My Fila_Open 
My_Get_File 
illoc, dalloc. 

( t i n e l u d e - riNsoft_neural.fl" 

" R o u t i n e used t o c r e a t e a f i l e c o n t a i n i n g f o r each pixel, 
a vector of around d a t a classes ordered in i n c r e a s i n g o r d e r 
o f coverage of t h e pixel; a vector of neural network data 
classes ordered in increasing order of value; a vector which 
»hieh i n d i c a t e s c o r r e c t classification of a position by 1, 
incorrect classification by 2. 0 indicates positions of 
no relevance. For example, ordering of classes with Ot on 
the ground. Classes with the same percentages are accounted 
for '/ 

FILE " f p i n nn, " f p i n g r n d , * f p o u t _ i n d e x ; 
c h a r i n n n name[KAX_FILENAHE), ingmd_naiao(MAX_FILEKAME| ; 
char outindex_nan«> [HAX_FILEHAMH]; 
f l o a t ' v e c t o r _ n n , * t a r g e t _ g r n d , min=0.0, min_nn=0 . 0 ,-
i n t * n n _ i n d e x _ a r r a y , * g r n d _ i n d e x _ e r r a y ; 
int num_classe8, c o l , tow_num=0; 

/* Open f i l e s and o b t a i n i n f o r m a t i o n 
del_header is used to ignore any header lines '/ 

f p i n _ g r n d = Wy_G«t_Filo (-\nINPUT: Ground data target/coverage file > -
d e l _ h e a d e r I f p i n _ g r n d ) ; 

n_nn = M y _ C e t _ F i l e ("\nINPUT; Neural oerwork outputi file > • , i n n i 
d e l _ h e a d e r ( f p l n _ n n ) ; 

The ranking of classes with minimum coverage (or neural network o u t p u t 
valuel eg 0% for the ground (or e.g -1.7 for the neural network! is noi 
of interest. Values below which data are not to be considered eg 0% fo, 
ground data (or e.g. -1.6 far t h e neural network! are chosen here '/ 

p r i n t £ [ "\n Value in (he ground target vector for the minimum? > " I : 
s c a n f C*fft»c' ,4min) ; 

fpout_ind«x = H y _ G e t _ F i l e [ "\nOUTPUT: Inde* file > • , 

/* Set aside memory and initialise arrays '/ 
v e c t o r _ n n = f a l l o c { n u m _ c l a a s e s * l ) ; 
t a r g e t _ g r n d = f a l l o c ( n u a _ c l a s s e B + l ) ,-
n n _ i n d e x _ a r r a y = i l l o c ( n u m _ c l a e s o s + l ) ; 
g m d _ i n d e x _ a r r a y = i l l o c ( n u m _ c l a s a e a * l ) ; 

f o r i c o l = 0; • num_clasaes; o l * 

: t o r _ n n ( c o l ] = targ»t_grnd[col] = 0.0; 
,index_«rray(col] = g r n d _ i n d e x _ a r r a y | c i 

/* P r i n t header on index file '/ 
f p r i n t f ( f p o u t _ i n d e x . " " T A R G E T f i l e : * i \ n " , ingrnd_najn«l ,-
f p r i n t f ( f p o u t _ i n d e x . * #NNET file : % i \ n * , innn_najii«) ; 
f p r i n t f ( f p o u t _ i n d e x , -#Mtn for GRND: %3.3f\n-, m i n i ; 
f p r i n t f ( f p o u t _ i n d a x , "#Min for NNet: %3.3fW*T . m i n n n ) ; 

p r i n t f I "\n\nlrjdering.... \n*) ; 

/* w h i l e t h e eof character of the n e u r a l n e t w o r k f i l l 
has not been reached... then do '/ 

f o r I ; ; 1 

* I f the EOF character has been re a c h e d thai 
i f I f e o f ( f p i n _ n n ) | j f a o f | f p i n _ g r n d ) I 

(b: 

'* Keep track of progress by printing the row 
lumber when i t ia a multiple of EVERY_RO» V 

i f 7row_nu»%EVEHY_R0H " 0) 
( p r i n t f ("Row= SW\n* , row_nua) ;) 

'• Read in the values of each claaa tor the ground 
d a t a t a r g e t and t h e n e u r a l network 1 o u t p u t s */ 

f o r ( c o l = 1; c o l <e num_claaaes; col»* 1 
1 

f s c a n t ( f p i n _ n n . " S t r a f e " , t v e c t o r _ n n ( c o l ) ) ; 
f s c a n f ( f p i n _ g r n d , * * r e * c * , fctarget_grnd|col) 1 ,-

* If the EOF character has been r e a c h e d th e n come < 
i f l f e o f l f p i n _ n n l || f e o f ( f p i n . g r a d ) 1 

( b r e a k ; ) 

/* Rank classes in a s c e n d i n g o r d e r of percentage coverage 
but do not modify arrays, instead produce an index array '/ 
i n d e x x ( n u m _ c l a s s e s , v e c t o r _ n n , n n _ i n d e x _ a r r a y l ; 
i n d e x x l n u m _ c l a s s e s . t a r g e t _ g r n d , g r n d _ i n d e x _ a r r a y ) ; 

/• P r i n t t h e g r o u n d i n d e x a r r a y . I f t h e v a l u e i n t h e g r o u n d t a r g e t 
is leas than or equal to the minimum s p e c i f i e d above, e.g Ot 
coverage, then print 0 - we are not interested in the ranking of 
classes with minimum (e.g.0%1 coverage '/ 

taxi c o l * 1; c o l <- num.claaees; c o l t * | 
I 

t f ( t a r g e t _ g r n d [ g r n d _ i n d e x _ a r r a y ( c o l ) } > m i n i 
( f p r i n t f ( f p o u t _ i n d e x , "%4d", g r n d - i n d e x _ a r r a y [ c i 

e l e e 
( f p r i n t f I f p o u t _ i n d e x , • O 0);) 

f p r i n t f ( f p o u t _ I n d e x . ' 

* P r i n t t h e n e u r a l n e t w o r k a r r a y . I f t h e v a l u e i n t h e neural network 
target is less than or equal t o t h e minimum specified above, e.g - i 
t h e n p r i n t 0 - we are not interested in the ranking of 
classes w i t h minimum (e.g. -1.6) output values V 

f o r i c o l * 1; c o l <» num_cl asses,- c o l * + ) 
( 

i f ( v e c t o r _ n n I n n _ i n d e x _ _ a r r a y [ c o l l J > min_nnl 
( f p t r i n t f ( f p o u t _ i n d e x , "*4d" , nn_ind«x_arr«y [ o 
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f p r i n t f < f p o u t _ i n d e x . 

C o u p j r e index arrays. For classes where the ranking was s e t Ci 
comparxson ia 0. If c l a s s e s of the same rank are t h e same, then 
print 1. if they are different, check that the ground cover of 
calculated class is the same as the ground cover ot the target 
class. If it is, then the ranks are t h e same print 1, if not, tl 
they are different p r i n t 2 

Dl = . c o l * COl* * ) 
V 

f o r ( . 
( 

I f I ( v e c t o r _ n n | n n i n d e x _ a r r a y [ c o l ] ] <= B i n _ n i 
a y [ c o l ] ] <= m i n i 1 

( f p r i n t f ( f p o u t _ i n d e x , " 0 " ) ; | 
e l s e I f I i g r n d _ i n d e x _ a r r * y f c o l | == nn_index. 

i r i d e x _ a r r a y ( c o l ]1 == t a r g e t _ g r n d { g r n d _ i n d a x . 
( f p r i n t f ( f p a u t _ i n d e x , " I " ) ; ] 

• l e e 
i f p r i n t f ( f p o u t i n d e x , " 2 " ) , 1 

] 

f p r i n t f ( f p o u t _ i n d e x . "to" ] ; 

) /" End of f o r (,-;) loop */ 

Free arrays and close files '/ 
f r e e ( v e c t o r _ n n ) ; 
f r e e ( t a r g e t _ g r n d | ; 
f r e e ( n n _ i n d e x _ a r r a y ) ; 

j ( g r n d _ i n d e x _ a r r a y ) : 

f c l o s e ( f p i n _ n n > ; 
f c l o s e ( f p i n _ g r n d ) ; 
f c l o s e I f p o u t _ i n d e x ) ; 

p r i n t f I -\n\nANALYSE: I - Create inde* fit...COMPl.ETEVtVT 1 

r e t u r n ; 

/* END of Creace_Index_File subroutine '/ 

•_Rank_Matric< 

n g e c _ g r n d ( g r n d _ i n d e x _ a . 

•ol]) || I t a r g e t _ < j r n d [m 

/* Set aside memory and initiali 

. ^ . _ i n d e x _ a r r a y = i l l o c ( n u m _ c l a s a 
g r n d _ i n d e x _ a r r a y = i l l o c ( n u r a _ c l a 

t o r _ c o r r = i l l o c I n u m _ c l » s s e s * 
n t _ t r u a = i l l o c ( n u m . c l a s s e B + l 
_ t o t = i l l o c { n u m _ c l a s s e a * l ) ; 
s _ t o t = i l l o c l n u m _ c l a s o e s * l ) ; 

p e r = d a l l o c [ n u m _ c l a s s e » * l 1 ; 
m i s s _ p a i = d a l l o c ( n u m _ c l a s s e s * 1 ) 

_ t r u e = d a l l o c lnuin_claBBeB* 1) 

f o r ( c o l = 0; c o l <= num_claaaes 

l i d ) 
1 R o u t i n e used t o c r e a t e 2 matrices for an 
network outputs. The first 'Rank Matrix' 
every position of the array. It is like 
that it provides information as to where 
has been classified. However it makes no 
cl The 

i l y s i s of the n e u r a l 

1 c o n f u s i o n m a t r i x in 

differentiation betwe. 
2nd matrix analyses the arrays for misclassi 

looks at the class which the neural network gives for 
ch position compared to the n e u r a l network. '/ 

FILE * f p i n _ i n d e x , * f p o u t _ m a t r i x : 
c h a r inindex_naae(MAX_FILEHAME], outm a t i 
c h a r del_linelHAX_STRIWG_5IZE]: 
i n t '*pos_count, • • m i 8 B _ c l a s s , *poa_to' 
i n t * n n _ i n d e x _ a r r a y , • g m d _ i n d e x _ a r r a y 

e[4AX_FILEHAHE]: 

doubla *per, *per_ 
o l . OmO. j . 

/• O b t a i n 
dal_header is used to ignore any header lines '/ 

f p i n _ i n d e x = M y _ G e t _ F i l e (-VnlNPUT Index file >- , i m n d e x _ i 

d e l _ h e a d e r ( f p i n _ i n d e x ) ,-

•• My_Get_File("\nOUTPUT:M3tricesrile 

f o r ( j = ' 
(pos^coui 

nn_index_ai 

c l a 
-1] M l = m i a a _ c i a s s | c o l ] [ j ] = 
c o l j = g r n d _ i n d e x _ a r r a y [ c o l ] 

i e ( c o i ] = 0 ; p o s ^ t o t f c o l ] = m i s s _ t o t [ 
= m i s s _ p e r [ c o l ] = p e r _ t r u e [ c o l ) = 0 . 0 : p e r [ c o l ] 

p r i n t f f •\n\nCaIculaiiiig...\n" ] ; 

/* W h i l e t h e EOF character of the index file 
has not been reached...then do */ 

f o r I ; ; ) 

/* I f t h e EOF character has been r e a c h e d then come out V 
I f ( f e o f ( f p i n _ i n d e x ) ) 

( b r e a k ; 1 

/* Keep track of progress by printing the row 
number when it is a multiple of EVERY^ROii •/ 

row_nuja *= 1; 
H(row_nUB%EVERY_RoW == 0) 

( p r i n t f 1 "Row = fld\n". row^num) ; ) 

/• Read i n t h e g r o u n d i n d e x array, the neural network index 
array and the array showing correctly/incorrectly classified 
classes. Since the arrays are in ascending order, read chem 
in backwards for ease of comprehension of the matrix afterwards '/ 

tor I c o l = 1; c o l <= nuj n _ c l a s a e * ; c o l * + ) 
{ f s c a n f ( f p i n _ i n d e x . "*d* ,c',*grnd_index„array(num_classes - c o L * l J ) ; ) 

f o r i c o l = 1; c o l <= 
( f scanf ( f p m _ i n d e x . 

f o r i c o l = 1; c o l <= 
( f scanf ( f p i n _ m d e x . 

ium_claseesr c o l * * ) 
"^Mft"c" , * n n _ i n d e x _ a r r a y [ n u i 

"Wd^'C , & v e c t o r _ c o r r l n u n t _ c 

* I f t h e EOF characcer has bean reached then 1 
i f ( f e o f l f p i n _ i n d e x ) l 

( b r e a k ; } 

pixel vector 
c o l = 1; 
a l l = TRUE; 

/* W h i l e the ranging o f the ground data i s < 
therefore not indicated by 01 and there t 
to compare, then produce the p o s i t i o n mat 

w h i l e ( ( c o l <= niun_clasBee) kt lvector_c< 

-.ialised for each 

on of the class given in the ground i n d e x array 
.etwork index array while they differ, 
tion in the g r o u n d array, j is t h e p o s i t i o n i n 
'orx a r r a y */ 

I f the classes of the t 1 rank are different but havi 

file://-/nINPUT
file:///nINPUT
file:///nOUTPUT
file:///n/nlrjdering
file://-/n/nANALYSE
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on the g r o u n d f v e e e o r _ e o r r == 1) then the 

misclassiflcaticn and rarJc matrices count the class as 
classified correctly otherwise the relevant incorrectly 
classified m i s c l a s s i f i c a t i o n and rank counters are 
increased by 1 */ 

I f ( v e c t o r _ c o r r ( c o l } « 1) /* and therefore rank is the 

{ 
a i s s _ c l a . B B ( g r n d _ i n d e x _ * r r a y [ c o l ) ) ( g r n d _ i n d e x _ a r r a y ( c < 
p o a _ c o u n t [ c o l l ( c o l ] *= l r 

el a* /' if (vector corrlci 
( 

miss c l a s s | g r n d _ i n d e x a r r a y ! 
a l l = FALSE; 
p o s _ c o u n t ( c o l l ( j l * = 1; 

) 

2) and therefore ranking : 

1 ) ) [ n n _ i n d e x _ a r r a y ( c o l l ] 

/* If previous positions were correctly classified and true has therefore 
not been set to falsa, then increment the counter for t r u l y c o r r e c t l y 
classified positions by 1. Truly correctly classified positions are those 
where previous p o s i t i o n s l i r e a l s o c o r r e c t l y c l a s s i f i e d */ 
i f ( a l l != FALSE) 
[ c o u n t _ t r u e [ c o l ] •= l ; > 

COl *= 1; 

) /* End o f while ( c o l < = num_classess l o o p "/ 

* Keep a tag on the l a r g e s t number o f m i x t u r e s */ 

End o f f o r (;;) loop '/ 

calculate the i 
c o l * * ) 

f o r l j = l ; j<=num_clae»ee; j * * ) 
t 

p o s _ t o t ( c o l ) = p o s _ t o t [ i 

) 

/* F o r each p o s s i b l e p o s i t i o n w i t h i n a m i x t u r e (e.g. dominant, secondary etc) 
u n t i l t h e largest, calculate the percentage of the correctly classified 
pixels for that position and the percentage of truly correctly classified 

f o r l c o l = 1 ; c o l < prev_m*x; c o l •+) 
I 

o n i c 

/* F o r each c l a s s , c a l c u l a t e the percentage of correctly classifed 

f o r f c o l = l ; c o l <= num_clos»ea; c o l +•) 

I f ( r a i s a _ t o t ( c o l ) •= 0) 
(misB_per i c o l 1 » ( d o u b l 

e l s e 
[mia»_per(col] = 0.0;1 

l i B B _ C l a s s ( c o l I [ c o l ) / I d o u b l e 

P r i n t t h e rank confusion matrix and the modified misclassification 
matrix to a file. Print t h e h e a d e r : name of the index file on which 
the matrices are based */ 

f p r i n t f ( f p o u t _ m a t r i x , "#Rle tts*d in confusion matrix: % i \ n ' , inindex_name) .-

P r i n t t h e h e a d e r of the Rank matrix '/ 
f p r i n t f I f p o u t _ m a t r i x , "\n RANK confusion tnaim\n\n') ; 
f p r i n t f l f p o u t _ m a t r i x , " p o s _ i d l " l ; 
f o r ( i = 1; i <= num.claaeee; i t f ) 

[ f p r i n t f ( f p o u t _ r a a t r i x , "*6d", 11.) 
f p r i n t f ( f p o u t j a a t r i x , " Total - TRUE - Number o f ) ; f p r i n t f I f p o u t _ m a t r i x . 

-1*1 ; 
f o r i i = 0; i < mun_class«a; l * * - I 

[ f p r i n t f I f p o u t j n a t r i x . * ') ,1 
f p r i n t f ( f p o u t _ m a t r L x . " Accuracy Accuracy Pixels") ; 

' For as many positions as t h e maxim ma number of mixture components 
p r i n t t h e rank matrix values, the percentage correctly claeaifed 
per rank, the t r u e p e r c e n t a g e and t h e number o f p i x e l s which contain 
that many components '/ 

tort c o l = 1; c o l <prev_jnaj(,- c o l * + I 
1 

f p r i n t f l f p o u , t _ j n a t r i x , "vA6d I * , 
f o r l j = l ; j < = num.clasBes; 

( f p r i n t f ( f p o u t j n a t r l x . "*6d" 

c o l l ; 

t [ c o l ] [ j l ) ; l 

f p r i n t f ( f p o u t _ m * t r i x , • =r96.2P*%-, p e r [ c o l ] ) ; 

f p r i n t E ( f p o u t _ m a t r i x , ' - % 6 . 2 f * * " , p e r _ t r u e [ c o l 1) ; 

f p r i n t f ( f p o u t _ m a t r i x . • - < % d > " , p o e _ t o t ( c o l l ) ; 

f p r i n t f ( f p o u t _ m a t r i x , "\n") ,-

P r i n t t h e he a d e r o f t h e m o d i f i e d m i s c l a s s i f i c a t i o n m a t r i x */ 
f p r i n t f ( f p o u t _ m a t r i x , "\n\n\n Modified MIS CLASSIFICATION confusion matraWn • 
f p r i n t f ( f p o u t _ o a t r i x . 'clawjd I " ) ; 
f o r i i = 1; i <* n u n ^ c l a s a e s ; i*» ) 

{ f p r i n t f I f p o u t _ t n a t r i x . *^6d*, i ) ; ] 
f p r i n t f ( f p o u t _ m a t r i x , " Total - Number of' 1 ; 
f p r i n t f I f p o u t _ m a t r i x , "\n 1") ; 
f o r i i = 0; i « nun_claee«BI' I 

( f p r i n t f ( f p o u t . m a t r i x , * — I ;) 
f p r i n t f l f p o u t _ m a t r i x , " Accuracy Pixel*"); 

F o r all the claasee, print the misclaasification matrix and 
the percentage of correctly classified pixel positions '/ 

f o r I c o l = 1; c o l <'nuin.cl«aitt: c o l * + ) 

f p r i n t f I f p o u t _ m a t r i x , "WWd I " , c o l ) ; 
f o r ( j = l ; j < = num_classes; J**) 

( f p r i n t f ( f p o u t _ m a t r i - X . "*6d*, r a i s s _ c l a s s ( c o l ] [ ] 1 ) ; J 
f p r i n t f 1 f p o u t _ m a t r i x , • =»*6.2F*%" , m i s o j s e r ( c o l ] ) ; 
f p r i n t f 1 £pout_matrix, " - ( W ) * , m i s s _ t o t ( c o l l ) ; 

f p r i n t f I f p o u t _ m a t r i x , "\n" 1; 

' Free arrays and close files 
e t c e) ; 

f r e e ( p e r ) ; 
f r e e ( m i s s _ p e r > ; 
f r e e ( p e r _ t r u e ) ; 
f r e e ( p o s _ t o t ) ; 
f r e e ( m i s s _ t o t l ; 
f r e e ( g r n d _ i n d a x _ a r r a y ) 
f r e e ( n n _ i n d e x _ a r r a y l ; 
£r. r l ; 

f c l o s e ( f p i n _ l n d e x ) ; 
f c l o s e ( f p o u t ^ m a t r i x ) ; 

p r i n t f I -VnANALYSE: 2 - Calculate rank . COMPLETE\n\n *) ; 

} /• END o f Cr*ate_Rank„Hatricea subroutine V 

flttlttlttf 

' R o u t i n e used t o linearise the neural network outputs. The sigmoid 
function i s applied Co t h e neural network o u t p u t s before their 
value is produced, t h i s r o u t i n e inverts its effect a-posteriori so 
that neural network values are as if no sigmoid had been applied V 

FILE • f p i n . n n . " f p o u t l i n ; 
c h a r innn_naine[MAX_PILEMAHE1. o i 
d o u b l e n n _ v a l u e . o u t _ n n _ l i n ; 
i n t c o l . nujn_claea«s. row_num=( 

ie(MAX_FILENAME); 

Obtain filenames and information 
del_header is used to ignore any header lines •/ 

f p i n _ n n = M y _ G e t _ F l l e ("VilNPUTi Neural network outputs filename > ", innn_name. 

d e l _ h e a d e r ( f p i n _ n n ) ; 

f p o u t _ l i n = H y j 3 e t _ F i l e ("VnOUTPUT: Linearised ouinuis ftkrume > 
i f f I *ViNuirtbi!t of classes ? > ' ) ; 
if (*5cd3-»c" ,tnmn_claflaeBi ; 

i n t f [ "\n Linearising... Wi" I 

W h i l e t h e EOF character of the : 
has not been reached... then do 
= FALSE; 

f o r i ; ,-) 
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* If the EOF charac 
it ( f e o f l f p i n _ n n ) ) 

{ b r e a k ; ) 

f o r ( c o l = l ; co. 
{ 

f s c a n f I f p i n . 

ig read the 

• has been reached then > 

a c t i v, r a t i o n f u n c c i c , 
a c t i v a t i o n f u n c t i o 
FACTOR =1.3. 

c". i n n . v 

n e t v o r A i s u i t of applying the 
t the e f f e c t of the 
SCFACT = 1 . 7000; 

[ 
-1.0; 

i n f = TRUE; 
) 
• l e e l t l n n v a l u e == 
[ 

7.0; 

1 
e l s e 

: TRUE ; 

( o u t _ n n _ l i n = Ilog(SCFACT*i 

1 /* End o f f o r 

f p r i n e f ( f p o u t _ l 

•*3 6lf • .o 

[ I l o o p "/ 

-log(SCFACT-E alue))/FACTOR:) 

) / • End o f f o r (;;} loop •/ 

/• I f t h e r e was a neura. 
w h i c h therefore causi 
of 0 which is i n f i n i i 

I f ( i n f ) 

letvorJt output value which equaled . 7000 • 
the inversion algorithm to have to take the . 
print a warning message •/ 

p r i n t f I "\nThere was at least one neural network output values = W-1.7000" ) ; 
p r i n t f I " »bicb meani that the linearised output was *l—ln( and itierefutc" i ,-
p r i n t f | - set to +/-7.0. CHECK output fik!\n") ; 

/• Close files '/ 
f c l o s e ( f p i n _ n n ) ; 
f c l o s e ( f p o u t _ l i n 1 ; 

p r i n t f ( "mANALYSE: 3 - Linearise NNet ouiputs .COMPLETE\n\n" 1 

r e t u r n ; 

* END o f Create_Linear subroutine •/ 

/' Routine used to scale and/or normai2 
set value from each neural network c 
to creating correspondence images '/ 

FILE 

char ana_sca. 
double * s c a l e d _ ' 
d o u b l e n o i a e , m 
double a.b. chk 

f p o u t _ s c a l e d , • f p o u t _ n o r m e d , * f p o u t _ n o : 
u t s c a l e d name(HAX FILENAME]. outnormed 
nnn_name[MAX_FlLEKAME]. o u t n o i j (HAX_FILENAME1; 

enorm, a n s _ a l l ; 
•normed; 

files and o b t a i n information V 
= Hy_Get_File(-\niNPUT:Neuralnetwork ouiputs file > -

del_h«ader(fpin_i 

u t w h e t h e r o u t p u t s have a i r e a d y been i 

p r i n t f ("toScaleRle 7 
s c a n f C ^ r i i ' c * . 4a. 
I f I t o l o w e r l a n a _ 9 < 

{ b r e a k ; } 
p r i n t f ("\nlnvalid ans« 

( o l o i 

f i l e does not contain scaled outputs 
t h e s c a l i n g V 

= = - y ) 

f p o u t _ s c a l e d = My _G«t_File I "\nOUTPUT" Scaled file 
p r i n t f | •\nMin. value or scaled output ?> " I ; 
a canf I "5Hf" . i m i n l ; 
p r i n t f CViMax. value of scaled output ? > ") . 
sc a n f I '^ira»c- , I J M K I ; 
p t i n t f I "\nOU Min. value 7 > ") ; 
8 C i n f C * i r a V . i o l d m i n ) ; 
p r i n t f I 'VOW Max. value 7 > •) ; 

s c a n f [ " % i r a " c " , fcolctoax); 
a = (tain-max) / I o l d m i n - o l d m a x ) ; 
b = 1 (oldmin'max) - [ m i n ' o l d j n a x l ) / ( o l d n i i n - o l d n i a x ) , 

;) 

p r i n t f I 'tnNormalisc output file ?(y/n) > " t ; 
sca n f ("'frc^'c", i a n s _ n o r t n l ; 
i f ( t o l o w e r i a n s norm) « 'V || tolo> 

[ b r e a k ; ) 
p r i n t f I * Invalid answer...") .-

k s l i s e d , find i /* If the input file is t o J 
name of o u t p u t n o r m a l i s e d f i l e */ 

i f ( t o l o w e r l a n a _ n o r m ) == ' y ' l 
( fpout_normed = My_Get_File(-ViOUTPUT: Normalised file ; 

from each output 

iormad_name. 

- A. 24 -

file:///n/n/n
file:///nThere
file:///nOUTPUT
file://�/nMin


I E ( t o l o w o r f a n s n o i o t 
( b r o o k ; J 

p r i n t f ("\oI_v_jdenswei... 

It ( t o l o w e r < a n s _ t 
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'f' || t o l o w e r l a : 

: how and how much */ 

/' Find o u t whether to remove the fixed aaount from each output 
whether to sac o u t p u t s with a v a l u e <» t o t h e fixed amount d 
0.00 but leave the other o u t p u t s u n t o u c h e d */ 

tOT (;;) 
I 

p r i n t f |-\_Remove from all?{v/n}> ") ; 
scanf (•%c%*c', 6 a n s _ a l l ) ; 
i f I t o l o w e r ( a n a _ a l l ) == 'y' I I t o l o w e r ( a n a . a l l ) == 'n' ) 

( b r a a k ; ) 
p r i n t f (• Invalid answer—" 1; 

w h e t h e r t o r e n o r m a i i s e r e s u l t i n g [ 
!or |; ; ) 

p t i n t f ("\nRe-HMJi_uuise as well 7 {>'/•)> • ) ; 
c c a n f { -<&c% mc" , _ana_renorm) ; 
i f ( t o l o w e r ( a n a renorm) == '>" | [ 

( b r e a k ; ) 
p r i n t f ("Invalid answer..." I ; 

' F i n d o u t name o f o u t p u t f i l e containing modified t 
f p o u t _ n o i s e = M y _ G e t w F i l e {'\nOUTPUT: 'Noise' treated file > 

* P r i n t h e a d e r s of files according i 
i f I t o l o w e r ( a n s _ s c a ) -- ' y ' l 

f p r i n t f ( f p o u t _ e e a l e d , "iScaled fue calculated from : * i \n", innn_name) ; 
f p r i n t f ( f p o u t s c a l e d , "eOld.Min : ftlf; Old Max.: ̂ l A n * , o l d m i n , o l d m a x ) ; 
f p r i n t f (fpout_«ceied, *#Min : % l f : Max. : **lf\_vT , min. max); 

i f ( t o l o w e r I a n s _ i 

*#'Noise' treated file calculated from : *sto", f p r i n t f ( f p o u t _ n o i * e , 
f p r i n t f ' f p o u t _ n o i e e . "•Noise level : * f \ n " 
f p r i n t f (fpout_nol»e, "'From all outputs : *c\n", 
f p r i n t f ( f p o u t _ i '•Retnrmalised :^c\n\n". 

/• A l l o c a t e memory and initialise arrays 
t n p _ i n = d a l l o c ( n u _ _ c l a a e e e | ; 
B c a l e d _ v a l = d a l l o c ( n u n _ c l a s s e a ) ; 
noiee_norm - d a l l o c l n u - _ c l a » « e a ) ; 
normed = d a l l o c ( n u - _ c l * B B e e ) ; 

p r i n t f (*\nCalculaiinf...\n" 

the input file '/ 

• If the EOF character has been reached then i 
i f { f e o f ( f p i n _ n n l ) 

( b r e a k ; ) 

* I n i t i a l i s e v a l u e w h i c h must 
chk_fium = 0.0.-
noifla_sum = 0.0; 
f o r ( c o l = 0; c o l < n u n _ c l a s t 

If scaling is necessary, scale • 
i f (tolower<ans_ec«l == ' y ' l 

s c a l e d _ v e l ( c o l ] = t m p _ i n l c o l 1 • a * b ; 
f p r i n t f ( f p o u t _ e c a l e d , "*3.6f " , s c a l e d _ ' 

= s c a l e d _ v a l I c o l ] ; 

he removed, remove noise • /' If noise mi 
was chosen V 

i f ( t o l o w e r ( a n a _ n o i e e ) *= 
< 

i f ( t o l o w e r ( e n e _ a l l l == 

i f ( a c a l e d _ v o l ( c o l ] < = n o i a e ) 
n o i e e _ n o r m ' c o l ) = 0.00; 

e l e e 
n o i s e _ n o r m | c o l l • e c a l e d _ v a l [ c 

/* End of if fans. 
1 End o f f o r f c o l j 

in which ever way 

'* I f e i t h e r suras o f o u t p u t s a r e 0 set them to 1 - Highly 
unlikely for scaled v a l u e , more likely for noise sum '/ 

It (crtk_aum =« 0.01 
(chX_sum = 1.0;1 

a l e d / n o r a a l i s e d / n o i s e v a l u e s as r e g u e - t e d ' 
c l a i 

i f ( t o l o w e r ( a n > _ n o n a ) == ' y ' i 
fprintf(£pout_normed, "*3.6f * , 

i f (tolower(an«_renorm) = = 'y') 
f p r i n t f ( f p o u t n o i e e , "*3.6f", i 

e l s e 
f p r i n t f ( f p o u t _ n o l B B , *%S.6f*. i 

) /* End o f f o r i 

•ol+ + ) 

a c a l e d _ v a l [ c o l ) / c h k _ s u m ) 

3iae_non»[eol] /noise_euin 

? i B e _ n o n n t c o l ) ) : 
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Free arrays and close files •/ 
f r e e ( n o i e e _ n o r m ) ; 

<scaled„val] ,-
f r e e ( t m p _ i n ) ; 
£reefnonaed) ; 

i f ( t o l o w e r ( a n s _ s c a ) == ' y ' l 
f c l o s e ( f p a u t _ s c a l e d ) ; 

i f ( t o l o w e r t a n f i . n o i e e ) == ' y ' l 
f c l o 5 e ( f p o u t _ n o i e e l ; 

i f l t o l o w e r ( a n B _ n o r - l == ' y ' l 
l o s e (fpouT-_nonned); 

f c l o s e l f p i n _ n n ) ; 

p r i n t f ("\nANALYSE: 4 - Scale and/or normalise and/or noise' treat NNet ouipuit...COMPLETE\n\n" 

ret u r n , -

' END o f N o r m a l i s e s u b r o u t i n e "/ 

/* R o u t i n e w h i c h identifies classes ; 
neural network values. Prints the 

and t h e difference between the two 

FILE * f p o u t _ c h k , • f p i n _ n n ; 
char outchx_name[MAJC_FILENAMEl, i 
i n t row_mna=Q, c o l , n u a _ c l a s s e s ; 
d o u b l e * t m p _ i n , max_one, max^two. [ 

e[HAX_FILENAME); 

Tpen files and obtain information '/ 
f p i n _ n n = Ky_Get_File("\nlNPUT. Neural network outputs file >-

d e l _ h e a d e r ( f p i n _ n n l ; 

f p o u t _ c h k = Hy -Get_File(-\nOUTPl/TrSumand/ordifferencesrae : 

/* P r i n t header */ 
f p r i n t f < f p o u t _ c h k , -IfSums calculated for NNet file : «sui", i n n n _ 
f p r i n t f ( f p o u t _ c h k . '((Pixel Sum First Second Oifference\n\n") ; 

l i t i a l i s e arrays '/ 

p r i n t f ("_CalcuIalinB...\n-) ; 

/* w h i l e t h e e o f character of t h e n e u r a l n e t w o r k f i l e 
'las not been reached... then do '/ 

f o r t ; ; ) 

'* I f t h e EOF character has been reached then come o u t 
i f ( f e o f ( f p i n _ n n ! ) 

( b r e a k ; ) 

/* Keep track of progress by printing the row 
number when it is a multiple of EVERY^ROW •/ 

i f (row_num%EVERY_ROW 01 
( p r i n t f ( "Row = cAd\n', row_nu—) ; ) 

/* Initialise the sum of the neural newtwork outputs for each i 
Read in the neural network output vector, sum i t s ccmponent! 

sun = 0.0; 
f o r ( c o l = 0; c o l < nvun_classes: col»») 

f s c a n f (£pin_nn. " ^ l f ~ - * c - . i . t - p _ i n l c o l | ) 
sum = aura • t i r t p _ i n [ c o l ) ; 

/' Determine which is the maximum of the neural network o u t p u t i 
and which is the second maximum '/ 

prevmax = t — p _ i n | 0 J ; 
max_two = m i n ( p r e v m a x . t m p _ i n ( 1 1 1 ; 
f o r ( c o l = 1; c o l < num_claeees.- c o l * * ) 
( 

max_two = prevmax; 

(max^two = -ax(max_two. t m p _ i n ( c o l I I ; ) 
I 

/* P r i n t the pixel number, the sum of the vector, the first i 
t h e second maxintu- and t h e d i f f e r e n c e between the l a s t two t o the 
output file '/ 

f p r i n t f ( f p o u t _ c h k , "<34d*5.41f»5.JU"^S.4lf,»5.4lf \n" , row_nurn. sum. max_one.max_two, 
_ one - max _ two I ; 

/• Free arrays and close files '/ 
f ree ( t m p _ i n l ; 
f c l o s e l f p o u t _ c h k ) ; 
f c l o e e ( f p i n _ n n l ; 

p r i n t f ('\nANALySE : 5 - Sum end/or differences between first two maximumu...COMPLETE^\n" 

r e t u r n ; 

) /'END of Sum_Diff s u b r o u t i n e * / 

" R o u t i n e which produces a ground data / neural net: 
correspondence image f r o m a f i l e c o n t a i n i n g t h e 
vector of ground d a t a {e.g. target file! and the 
of neural n e t w o r k o u t p u t s . File produced is a raw 

FILE " f p i n _ d a t , • f p o u t new; 
ch a r indat_name[MAX_FILENAME!, oui 
B y t e buffer„grnd(«AX_BUFFER_SIZEl 
Byt e buffer_btwn(BTATO_SIZSJ; 
d o u b l e " g r n d , * n n e t ; 
i n t t h i c l c n e i s , pos, pos_»tart, p o s _ f i i 
i n t c o l . row_nu-=0, n u a _ c o l a , i ; 

/* Open f i l e s and o b t a i n i n f o r m a t i o n */ 
£pin_dat = My _ G e t _ F i l e ( "\n!NPUT: Image Data file >", i n d a t _ i 

d e l _ h e a d e r ( f p i n _ d a t ) ; 

fpout_new = Hy_Get_File|"\oOUTPUT:Correspor_ancelmijefile ; 

/* Allocate memory and initialise arrays 
g r n d - d a l l o c ( n u m _ c l a s a e a l ; 
n n e t = d a l l o c ( n u m _ c l a s s e s | ; 
f o r ( c o l = 0; c o l < nu*n_classea; c o l **) 

( g r n d ( c o l | = n n e t l c o l T = 0.0;I 

- A. 25 -

file:///oI_v_jdenswei
file:///nRe-HMJi_uuise
file://'/nOUTPUT
file:///nANALYSE
file://'/nANALySE
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t o r t c o l a 0| c o l < BTWN_SIZE; c o l ••) 

( b u f f a r _ b t w n [ c o l ) = ( B y t e ) " , - ] 

( o r ( c o l = 0 ; c o l < MAX_BUFFBR_SIZE; c o l • *) 
[ b u f f e r _ g r a d ( c o l ) = b u f f a r _ n n e t ( c o l ] = (BytelO.- I 

p r i n t f | 'VnMaking Image AD" ) ; 

row num = 0; 
f o r I ; ; ) 
I 
/• Keep track o f progress '/ 

row.num 1; 
if(row_num%EVERY_ROW == 0) 

( p r i n t f ("Row = *d\n*. row_nua) ;) 

/* Read i n arrays '/ 
t o r ( c o l = 0; c o l < num_claBses,- c o l +*) 

( f s c a n f ( f p i n _ d a t , - * I f % * e - , 4 g r n d [ c o l ] ) ; 1 

f o r t c o l = 0,' c o l < nion_claaaaa; c o l * * l 
( f s c a n f ( f p i n _ d a t . "frWc, Annet I c o l ] ) ,• ) 

/* I f t h e EOF character has been reached then come out •/ 
i f ( f e o f ( f p i n _ d a t ) ) 

[ b r e a k ; 1 

/* Calculate positions of start and end for each class and 
assign the appropritata class to the b u f f e r arrays '/ 

p o s _ f i n i a h = 0 ; 
f o r ( c o l = 0 ; c o l < num_claflses; c o l **) 
( 

p o a _ s t a r t = p o a _ f i n i B h ; 
p o a _ f i n i B h *» ( i n t ] I g r n d l c o L ] * n u m _ c o l 8 ) ; 
f o r i poa = p o a _ e t a r t ; po* < p o e _ f i n i a h ; pos»*l 

b u f f e r g r n d l p o s ] = I B y t e ) ( c o l + 1 1 ; 

p o a _ f i n i s h * 0 ; 
f o r ( c o l s O ; c o l < num_clasaes; c o l **) 
( 

p o s _ o t a r t = p o s _ f i n i s h ; 
p o s _ f i n i s h •= ( i n t ] ( n n e t [ c o l ) • n u m _ c o l 8 ) ; 
f o r i pos * p o s _ s t a r t ; pos < p o s _ f i n i s h ; pos»+) 

b u f f e r _ n n e t ( p o s ) =• ( B y t e ) < c o l * l ] ; 

f o r ( c o l = 0 ; c o l < BTWN_SIZE; c o l * + ) 
( b u f f e r _ b t w n | c o l ) = ( c h a r ) O r ) 

f w r i t e ( b u f fer„grnd, e l z e o f ( B y t e ) , n u m _ c o l B - l . fpout_new) ; 
f w r i t e ( b u f f e r _ b t w n . » l s » o f ( B y t e ) , BTWTJ^SIZE, f p o u t new); 
f w r i t e ( b u f f e r ^ n n e t , s i t e o f ( B y t e ) , n u m _ c o l s - l . fpout_new| 

f p r i n t f ( f p o u t ^ n e w , "\n") ; 

) /'end o f f o r t;:i loop */ 

/' Free arrays and close tiles '/ 
f r e e ( g m d ) ; 
f r e o ( n n e t ) ; 
f r e e l b u f f e r _ b t w n ) ,-
f r e e l b u f f e r _ n n e t ) ; 
f r e a ( b u f f e r _ g r n d | ; 

f c l o s e ( f p i n _ d a t l ; 
f c l o s e ( f p o u t _ n e w ) ; 

p r i n t f (' V L A N A L Y S E : 6 - Make pixel Ref/NNct info rarrwpoodance imagei...COMPL£TE\n\n• I ; 

r e t u r n ; 

) /* END of Hake_Image s u b r o u t i n e '/ 
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* FILE: NNaoft_CreateTar.C ' 

' DESCRIPTION: 
* R o u t i n e s c a l l e d by the Create Tar Menu of Prepare ' 
' Menu within NNsoft_Main. Contains d i f f e r e n t t a r g e t * 
* o p t i o n s , namely, scaled between a min and max * 
' (e.g. -1 and +1J, from a pure integer (usual * 
* t a r g e t m i n and max as e.g. above), f r o m ground 
* d a t a b u t r e p r e s e n t a t i o n i s p u r e (i.e. SO 3 40 2 is' 
* represented as pure in class 31 and binned target * 
* where according to the percentage coverage get a * 
* v a l u e /e.g. 0 = -1, 1-30* = -0.4 etc 1. Also has * 
* so called occurence target option where i f a class* 
* i s p r e s e n t t h e n i t i s s i g n a l l e d by a 1 and if not " 
* by 0, regardless of percentage * 

' AUTHOR: A. C. Bernard 

' LIST of routines: Pure_Integer 
* Pure_Target * 
' Scaled_Target 
' Binned_Target * 
* Occ^Target * 
* Rescale_Vector * 

• DEPENDENCIES: 
• NNsoft MyAdditions.c: My File Open ' 
• Hy_Get_File ' 
• NNsoft_utils.c: d a l l o c , i l l o c ... 

• MODIFICATIONS; 

9 I n c l u d e ' NN soft_DeuraLh" 

/'##<####*### SUBROUTINE-• P u r e . r n t e g e r ########«#'•/ 
v o i d P u r e _ I n t a g a r ( v o i d ) 

/* R o u t i n e used t o c r e a t e a t a r g e t f r o m t h e g r a d d a t a 
g r n d d a t a i s provided as a p u r e c l a s s i n t e g e r '/ 

when t h e 

FILE * f p i n t a r , ' f p o u t t a r ; 
c h a r intar_name[MAX_FILENAHB], outtar_namelMAX_FILENAME); 
d o u b l e max, min, ' t a r g e t ; 
i n t i , j , num_classes, c l a s e _ i d , row_num=0; 

/* O b t a i n filenames and information */ 
f p i n _ t a r = M y _ G e t _ F i l e ( "\nINPUT: Integer class number file > ", i n t a r _ n a m e , "r ) ; 

d e l _ h e a d e r ( f p i n _ t a r ) ; 

p r i n t f (" \n Total number of pure classes ? : * ) r 
s c a n f ( "%d*c", fcnum_classes) ; 

p r i n t f ("ViMax value l e the value which " >; 
p r i n t f ("is given to (beclass with 1 00%% > " ) ; 
scanf ( " ^ l f c " , &max) ; 

p r i n t f ("\nMin value te the value which * ) ; 
p r i n t f (- is given to the class with 0 % % > ') ; 
sca n f I " % l f * c " , brain) ; 

f p o u t _ t a r = My -Get_Filer\nOUTP*JT:TargeiQle> " , o u t t a r _ n a m e , "w") ; 

/* A l l o c a t e memory* */ 
t a r g e t = d a l l o c ( n u m _ c l a s s e s ) ; 

p r i n t f 1 Making the target...\n*); 

f o r <;;) 

/* If the EOF character has been reached then come ot, 
i f ( f e o f l f p i n _ t a r ) l 

( b r e a k ; ) 

t V 

/* Keep track of progress by printing the row 
number when it is a m u l t i p l e o f EVERY_R0N •/ 

row num +•= 1 ; 
i f (row_num%BVERY_ROW == 0) 

{ p r i n t f ("Rows%d\n" , row_num) ;) 
/* I n i t i a l i s e t a r g e t v e c t o r f o r e v e r y p i x e l */ 

f o r 1 i = 0; i < num_classes; i * + ) 
t a r g e t I i j s w i n ; 

/* r e a d i n i n t e g e r number, c r e a t e t a r g e t •/ 
f s c a n f ( f p i n _ t a r , "%d ,c*, * c l a s s _ i d ) ; 
t a r g e t l c l a s B _ i d - l ) = max; 
f o x ( i = 0; i < num_clasaea; i * * ) 

f p r i n t f ( f p o u t _ t a r , i % 6 . 4 i f *, t a r g e t ( i j > ,-
f p r i n t f ( f p o u t _ t a r , "\n") ; 

) /* end of for <;;) loop */ 

/* Free arrays and close files */ 
f r e e ( t a r g e t ) ; 
f c l o s e ( f p i n _ t a r ) ; 
f c l o s e ( f p o u t _ t a r ) ; 

p r i n t f (•\nCTARGET: 1 - Pure integer...COMPLETEVata") ,-

r e t u r n ; 

) /* END of P u r • _ I n t e g e r s u b r o u t i n e */ 

/•**##*#####« SUBROUTINE: Pur•_Target: ••«#####*• #*/ 
v o i d P u r e _ T a r g e t ( v o i d ) 

/' routine w h i c h p r o d u c e s a target which ignores all 
besides the dominant class in a ground data file 

i n f o r m a t i o n 
/ 

FILE * f p i n t a r , * f p o u t t a r ; 
c h a r intar_neme [ H A X_FILENAMEJ, o u t t a r _ n a i n e [HAX_FIL 
d o u b l e max, min, ' t a r g e t ; 
i n t ' p e r c e n t a g e , ' c l a s s , prevmax, maxout, node, rou 
i n t i , j , num_clasaes r 

SNAME], c; 

_num=0; 

/* Obtain filenames and Information */ 
f p i n . t a r - M y _ G e t _ F i l e ("\nENPUT: Ground data file > " , i n t a r _ name, T); 

d e l _ h e a d e r ( f p i n _ t a r ) ; 

p r i n t f ("\nToUl number of pure classes ?:*),-
s c a n f ( "%d*c", &num_classes); 

p r i n t f ("VnMu value ue the value which * ) ; 
p r i n t f < "is given to the class with 100%% > *) ,-
s c a n f 1 " * l f * e " , tmax) ; 

p r i n t f (*\nMin value i.e the value which ") ; 
p r i n t f ('is given to the class with 0 % % > ' I ; 
s c a n f ( " % l f * C " , U n i n l ; 

f p o u t _ t a r = My_Get_File(-\nOUTPUT: Target file> ", o u t t a r _ name, °w°) ; 

/* Allocate memory */ 
t a r g e t = d a l l o c l n u m _ c l a s s e s + l l ; 
p e r c e n t a g e = illoc(nura_cloase»+l); 
c l a s s = i l l o c ( n u m _ c l a B s e s + l ) ; 

p r i n t f ("VnMaking the targei~.\n* ) ; 

f o r (;;) 

/* I f t h e EOF character has been reached then come o 
i f ( f e o f ( f p i n _ t a r l ) 

( b r e a k ] } 

t V 

/' Keep track of progress by printing the row 
number when it is a multiple of EVERYJROU •/ 

i f Trow_num%EVERY_ROW == 0) 
( p r i n t f ("Row = %d\n" , row_num) ; ( 
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/* I n i t i a l i s e a r r a y s at each pixel '/ 
f o r ) i = 0; i < num_classes; i** 1 

e l a s s U ] = p e r c e n t a g e l i ) = 0; 
t a r g e t [ i | = n i n ; 

) 

/* Read in the gmd data information w h i c h i s i n the format 
percentage class percentage class etc •/ 

j = 0; 
f s c a n f ( f p i n _ t a r , °*7rd*c %d*c" , ^ p e r c e n t a g e [ } ] , fcclass(j]); 
c = g e t c ( f p i n _ t a r ) ; 
w h i l e | ( c •= '\n'l 44 ! f e o f ( f p i n t a r ) ) 
{ 

/* Read in the gmd data information w h i c h i s i n the format 
percentage class percentage class etc •/ 

j = 0; 
f s c a n f ( f p i n _ t a r , °*7rd*c %d*c" , ^ p e r c e n t a g e [ } ] , fcclass(j]); 
c = g e t c ( f p i n _ t a r ) ; 
w h i l e | ( c •= '\n'l 44 ! f e o f ( f p i n t a r ) ) 
{ 

j * = l ; 
f s c a n f ( f p i n _ t a r , "^id'c %d*c", fcpercentage ( j I , i c l a s s j j ] ) ; 
c = g e t c [ f p i n t a r ) ; 

) 

/* Determine the class with the dominant coverage '/ 
node = c l a s s (0) ,-
prevmax = p e r c e n t a g e [ 0 ) ,-
f o r i i = 1; i < num^classes; i + + ) 

maxout = max(prevmax, p e r c e n t a g e l i ) ) ; 
i f f maxout > prevmax) 
( 
prevmax - maxout; 
node = c l a s s l i ] ; 

1 /* End o f f o r li) loop */ 

t a r g e t [ n o d e - 1 ) = max; 

/* P r i n t t h e target to the o u t p u t f i l e '/ 
f o r ( i = 0 ; i < num_classes; i * + ) 

f p r i n t f ( f p o u t _ t a r , "56.411", t a r g e t ( i ] ] ; 
f p r i n t f ( f p o u t _ t a r , n \ n " l ; 

} /* End o f f o r (;;) loop •/ 

/* Free arrays and close file */ 
f r e e ( p e r c e n t a g e ) ; 
f r e e ( t a r g e t ) ; 

f c l o s e ( f p i n _ t a r l ; 
f c l o s e ( f p o u t _ t a r ) ; 

p r i n t f ("lnCREATE_TAR : 2 - Pure target...COMPLETE\n\n•! .-

] /* END of Pure_Target s u b r o u t i n e */ 

/*########*## SUBROUTINE: Scalad_Target ###########•/ 
v o i d S c a l e d _ T a r g e t ( v o i d ) 

/* R o u t i n e which scales the grnd data between min and maxis 
e.g -1 and *1 or 0 and *1 '/ 

urn v a l u e s 

FILE * f p i n _ t a r . * f p o u t _ t a r ; 
c h a r intar_name[MAX_FILENAME], outtar_name[MAX_FILENAME], 
i n t num_classes, ' p e r c e n t a g e , ' c l a s s , i , j , row_num=0; 
dou b l e max, min, ' t a r g e t ; 

/* Obtain filenames and information V 
f p i n _ t a r = M y _ G e t _ F i l e 1 -\nlNPUT: Ground data file >". i n t a r _ n a m e , " f") ; 

d e l _ h e a d e r ( f p i n _ t a r ) ,-

p r i n t f (" ViToul number of classes 1: " ) 
s c a n f ("^Id'c" , t n u m _ c l a s s e s l ; 

p r i n t f (" ViMin value i.e the value which ") ; 
p r i n t f ("is given to the class w i t h 0 % % > ") . 
s c a n f C ^ l f e " . t m i n ) ; 

p r i n t f | "\nMax value i.e the value which "} ,-
p r i n t f ("is given to the class with IOO$-9r > ") ; 
sca n f ( " % l f * c " , imax) ; 

f p o u t _ t a r = H y _ G e t _ F i l e ("\nOLrTPUT: Target file > ". o u t t a r _ n a m e , "» M ) ; 

/* A l l o c a t e memory */ 
t a r g e t = d a l l o c ( n u m _ c l a s s e s * l ) ; 
p e r c e n t a g e = i l l o c ( n u m _ c l a s s e s + l ) ; 
c l a s s = i l l o c { n u m _ c l a s B e s + l ) ; 

p r i n t f ("ViMaking the target..An" ) ; 

f o r (;;) 

/• I f t h e EOF character has been reached then come out ',' 
I f ( f e o f ( f p i n t a r ) ) 

( b r e a k ; ) 

/* Keep track of progress by printing the row 
number when i t i s a m u l t i p l e o f EVEflr" ROW */ 

row num += 1; 
i f (row_num%EVERY ROW == 0) 

( p r i n t f ("Row = 5d\n". row_num) ;} 

/* Keep track of progress by printing the row 
number when i t i s a m u l t i p l e o f EVEflr" ROW */ 

row num += 1; 
i f (row_num%EVERY ROW == 0) 

( p r i n t f ("Row = 5d\n". row_num) ;} 

/* I n i t i a l i s e a r r a y s a t e v e r y pixel '/ 
f o r i i = 0; i < num_classes; i * * ) 

c l a s s l i ] - p e r c e n t a g e I i ) = 0; 
t a r g e t ( i ] ^ min; 

) 

/* Read i n g r n d d a t a i n f o r m a t i o n */ 
3 = 0.-
f s c a n f ( f p i n _ t a r , "*d*c%d*c°, i t p e r c e n t a g e | j ] , fcclass I j ] ) ; 
c = g e t c ( f p i n _ t a r ) ; 
w h i l e ( ( c != '\n'l 44 ! f e o f ( f p i n t a r ) ) 
( 

/* Read i n g r n d d a t a i n f o r m a t i o n */ 
3 = 0.-
f s c a n f ( f p i n _ t a r , "*d*c%d*c°, i t p e r c e n t a g e | j ] , fcclass I j ] ) ; 
c = g e t c ( f p i n _ t a r ) ; 
w h i l e ( ( c != '\n'l 44 ! f e o f ( f p i n t a r ) ) 
( 

j * - l i 
f s c a n f ( f p i n _ t a r , •*3d*c %d*c", ^ p e r c e n t a g e [ j ] , S c l a s s f j ] ) 
c = g e t c I f p i n t a r ) : 

) 

/* Calculate scaled equivalent of grnd data for each class 
f o r ( i = 0; i < num c l a s s e s ; i + * ) 

l f f c l a s s f i ] != 0) 
t a r g e t ( c l a s s ( i ] - 1 ] = idouble)percentage(i]/100.0*(max min) * m i 

/* P r i n t t a r g e t t o o u t p u t f i l e "/ 
f o r ( i = 0 ; i < num_classes; i + * l 

f p r i n t f ( f p o u t ^ t a r , "*6.41f-, t a r g e t [ i ] ) ; 
f p r i n t f ( f p o u t _ t a r , " \ n " l ; 

} /* End o f f o r {;;j loop '/ 

/' Free arrays and close files •/ 
f r e e ( p e r c e n t a g e ) ; 
f r e e ( t a r g e t ) ; 
f r e e ( c l a s s ) ; 

f c l o s e ( f p i n _ t a r ) ,-
f c l o s e [ f p o u t _ t a r ) ; 

p r i n t f (-\nTARGET: 3 - Scaled target...COMPLETE\n>n") ; 

r e t u r n , 

) /* END of Scalad_Target subroutine '/ 

/*#»######»## SUBROUTINE: Binned_Target ###########*/ 
v o i d B i n n e d _ T a r g e t ( v o i d l 

/* R o u t i n e used t o p r o d u c e targets where each class is placed in a 
'bin' on the basis of its coverage of the pixel */ 

FILE * f p i n _ t a r , * f p o u t _ t a r ; 
c h a r intar_name(MAX_FILENAME], outtar_name[MAX_FILENAME), 
d o u b l e *bin„value, ' t a r g e t ; -

i n t * b i n _ p o s , num b i n s , num c l a s s e s , ' p e r c e n t a g e . * c l a s s -
int i , j , row_num=0; 

/* Obtain filenames and information '/ 
f p i n _ t a r = M y _ G e t _ F i l e ( "\nINPUT: Ground data file >••, i n t a r _ n a m e . r - l ; 

a n 

file:///nINPUT
file:///nMin
file://�/nCTARGET
file:///nENPUT
file:///nToUl
file://-/nlNPUT
file:///nMax
file:///nOLrTPUT
file://-/nTARGET
file:///nINPUT
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d a l _ h e a d e r ( f p i n _ t a r t ; 

p r i n t f ( "\pTotal number of pure classes 7 : ") ; 
scanf("3M*c*,fcnum^claBseaI; 

p r i n t f I '\nNumberof bins> * ) ,-
s c a n f [ " % d " c " , i n u w _ b i n s ) ; 

/* A l l o c a t e memory '/ 
b i n j » 6 = i i i o c l m n O > i n B i ; 
b i n _ v a l u e = d a l l o c ( n u m _ b i n s ) ; 
t a r g e t = d a l l o c ( n u m _ c l a s B e s ) ; 
p e r c e n t a g e * i l l o c ( n u m _ c l a s B e a ) ; 
c l a s s = i l l o c f n u m ^ c l a s B e B l ; 

/' Find o u t t h e t a r g e t v a l u e (or each b i n */ 
f o r ( i = 0; i < nun _ b i n e ; i * * ) 

p r i n t f ( "\n Target value fee trinno- % d > ", i t l ) ; 
s c a n f l - ' i l f c - , * b i n _ v a l u e [ i | ) ; 

) 

/* F i n d o u t t h e range for each bin '/ 
p r i n t f I "ViO>*% <= x. <= = *3.2f > b i n _ v a l u e [ 0 ] ] 
scanf t'tA'C. i b i n j x j o ( 0 1 1 ; 
f o r d = l ; i < nusa_bin8; i + * l 

p r i n t f fta%dft«.<x<=?»* = * 3 . 2 f > - , b i n _ p o a ( i - 1 1 . b i n _ v a l u e [ i ] ) ; 

scanf ("%d"c", i b i n _ p o s ( i l ) ; 
) 

f p o u t _ t a r = HY_C«t_Fil*) •\nOOTPUT: Target file> •, o j t t a r _ n a m e , " w") ; 

p r i n t f ( M a k i n g the urget...\n*) ,-

f o r < ; ; I 

/* I f t h e EOF character has been reached then c 
i f ( f e o f ( f p i n t a r ) ) 

( b r e a k ; ) 

ome o u t */ 

/' Keep track of p r o g r e s s by printing t h e row 
number when it is a multiple of EVERY^ROW •/ 

row nujs +• 1; 
H (row_numtBVERY_ROW -» 0) 

{ p r i n t f ("Row = *d\n" , row_nuia) ;) 

/* I n i t i a l i s e arrays at every pixel */ 
f o r i i = 0; i < n u a _ c l a s e e s ; i * + | 

c l a s s ( i ) = 0; 
p e r c e n t a g e l i l = 0: 
t a r g e t [ i ] = ( d o u b l e ) b i n v a l u e ( 0 1 ; 

1 

/* Read in g r o u n d data i n f o r m a t i o n */ 
j»0, 

f s c a n f I f p i n _ t a r , -%d*c *d»c", (.percentage! j ] , 
c = g e t c ( f p i n _ t a r l ; 
w h i l e l l c ' t o ' l " l f e o f ( f p i n _ t a r ) ) 
( 

S c l a a s i j ] ) ; 

j + «l; 
f s c a n f l f p i n _ t a r , "%d*c *d'c* . ^ p e r c e n t a g e | j 
c = g e t c ( f p i n _ t a r ) ; 

1 

, i c l a s a l j } ) ; 

f o r ( i = 0 : i * num_claaBea; i t + ) 
( 

j = 0; 
v h i l e < p e r c e n t a g e { i ) > b i n _ p o s ( j ] l 

1 = J * l r 
titget(cl»s»(il-ll - b i n _ _ v a l u e i j 1 ; 

) 

j = 0; 
v h i l e < p e r c e n t a g e { i ) > b i n _ p o s ( j ] l 

1 = J * l r 
titget(cl»s»(il-ll - b i n _ _ v a l u e i j 1 ; 

) 

/* P r i n t t a r g e t t o o u t p u t f i l e V 
f o r ( i = G; i < num_classee; i*») 

f p r i n t f ( f p o u t _ t a r , *46.41f " , t a r g e t ( i j ) ; 
f p r i n t f 1 f p o u t _ t a r . -\n') ; 

1 /* End of for I,-;) loop •/ 

/' Free arrays and close files */ 
f r e e ( p e r c e n t a g e ) ; 
f r e e l t a r g e t ) ; 
f r e e ( c l a s B ) ; 
f r e e ( b i n _ v a l u e ) ; 
f r e e ( b i n _ j > o s ) ; 

f c l o s e ( f p i n _ t a r | ; 
f c l o s e ( f p o u t _ t a r l ; 

p r i n t f ["^TARGET:+ -Bmnedl«geL..COMrl.crrE\n\n-) ; 

) /* END of flinned_Target subroutine '/ 

/•ItttfUtt** SUBROUTINE: Occ_Target #####1 #!###*/ 
v o i d O cc_Target( w i d ) 

/* R o u t i n e w h i c h c r e a t e s a t a r g e t by assigning the maximum value 1*1) 
all classes which are present in t h e m i x t u r e , r e g a r d l e s s o f actual 
percentage cover, and minimum v a l u e (-1) to all classes which are 
not present in t h e m i x t u r e . I n e f f e c t , t h i s t y p e of target signals 
presence or not of a class "/ 

t h e 

FILE 'fpin tar, " f p o u t t a r ; 
char intar_nane(MAJC_FII.KKAMEl, outtar.name(HAX.FXLENAHBI , c ; 

d o u b l e max, rain, " t a r g e t ; 
i n t " p e r c e n t a g e , " c l a s e , prevmax, maxout, node, row_num»0; 
i n t i , j , nuzn_clas0es; 

/* O b t a i n f i l e n a m e s and i n f o r m a t i o n */ 
f p i n _ t a r = M y _ G e t _ P i l e ("\nlNPUT: Ground dau file > ', i n t a r _ n a m e , " r " I 

d e l _ h e a d e r ( f p i n ^ t s r ) ; 

p r i n t f ("ViTotal number of pure classes? : * ) ; 
acanf ( "k4*C , fcnum_claSBeB) ,-

p r i n t f {"VnMin value i« the value which ") ; 
p r i n t f ( " i i given to (he class with (Wfrft > ") ; 
acanf t "*U*e* , Am i n ) ; 

p r i n t f I "\oMax value Le the valoe which " ) ,-
p r i n t f r i i given to the class with 1 00%% > " ) ; . 
scanf ( - H i f C , fcmax) ; 

f p o u t _ t a r - Hy_Get -Flle('\nOUTPlJT:TanB!true> • . c u t t e r _ n a m e . "w") ; 

/* A l l o c a t e memory */ 
t a r g e t = d a l l o c ( n u B _ c l a s s e o + l I ; 
perce n t a g e = i l l o c ( n u m _ c l a s a e s + l ) ; 

c l a s s • L l l e c ( n u m _ c l a f l s e e * l ) ; 

p r i n t f ('\nMakirig the uuget_.An" ] ,-

f o r 1;.-1 

/* I f the EOF c h a r a c t e r has been reached t h e n 
i f i f e o f l f p i n _ t a r H 
( b r e a k ; ) 

come o u t */ 

/* Keep t r a c k o f progress by printing the row 
number when it is a multiple of EVERY_ROti 

i f Trow_nua%BVEHY_ROH == 0) 
( p r i n t f ("Row<= "Mta* , row_mun) ;} 

' / 

/' Initialise arrays '/ 
f o r i i = 0; i < num_claaseB; i + * ) 

c l a s a l i l - 0; 
p e r c e n t a g e ( i ] = 0; 
t a r g e t |1] = min,-

) 
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f s c a n f t f p i n _ t a r , •^ld'e*d»c'. (.percentage 1 j ] , i c l a s a l j l ) ; 
c = g e t c l f p i n _ t a r ) ; 
w h i l e ( ( c != '\n') ik ! f e o f ( f p i n _ t a r ) j 
t 

j - j * l ; 
f s c a n f ( f p i n _ t a r . •Ctd'e^W'c'. ^ p e r c e n t a g e { 3 | , i c l a s s l j j i 
c = g e t c I f p i n _ t a r ) ; 

n t a g e J a r g e r Chan the 1 • For any class which has a pel 
assign max value to it '/ 

f o r ( i = 0 ; i<num_claBse&; i * * ) 
i f ( p e r c e n t a g e ! i I > min) 

t a r g a t [ c l a s s l i ) - l | = max; 

/* Print t a r g e t t o o u t p u t f i l e 
f o r ( i = 0 ; i < num^claases; i t -

f p r i n t f ( f p o u t _ t a r . " <J6.4if •. t 
f p r i n t f l f p o u t _ t a r , ~\n"): 

) /' End of (or (;;) loop •/ 

Free arrays and close files 
f r e e ( p e r c e n t a g e ) ; 
f r e e ( t a r g e t ) ; 
f r e e ( c l a s B ) ; 

p r i n t f (- \riTARGET: 5 - Occureix* uu^ei. COMPLETPnto") 

r e t u r n ; 

) /* END of Occ^Target subroutine '/ 

FILE * f p i n _ t a r , " f p o u t _ t a r ; 
c h a r intar_name|HAX_FIL£NAME], o 
inC num_cla8ses, i , j , num_cols. 
d o u b l e max, min, o l d a i n , oldmax. 

ittar_name(HAX_FILEHAKE]. 
row_num=0; 
a, b. s k i p . * o l d _ t a r g e t . 

d e l _ h e a d e r ( f p i n _ t a r 

f i > A t f (*\nToul number of classes ?: ") ; 
scanf I "Srd'e* .*num_classes) ; 

p r i n t f ("\nMin value of new nerwork targei> 
i c a n f l " ^ l f * c " . t r a i n l : 

J t i n t f l"\nMi* value of new network targe 1 > 
i c a n f ( " 9 l f " c " , fcmax] ; 

p r i n t f (-XnOld Min value ? > " I ; 
sca n f ( " S H f V * , i o l d m i n ) ; 

p r i n t f l-taOtd Mar value ? > ") ; 
sc a n f ("ilf»c-, fcoldjDax); 

f p o u t . = Hy_Get_FileCtaOUTPUT:Targelfile> 

/* Allocate memory 
o l d _ t a r g e t = d a l i o 

_ t a r g e t = d a l l o 
' Inum_claa»es) . 

' C a l c u l a t e s c a l i n g f a c t o r s V 
= ( m i n - m a x l / ( o l d m l n - o l d m a x ) ; 
= ( ( o l d m i n ' m a x ) - ( m i n ' o l d m a x ) ) I ( o l d r a i n - o l d m a x ) ; 

p r i n t f I'ViMaking Ihe targei .An") ; 

f o r I ; ; ) 
1 
/'If t h e EOF c h a r a c c e r has been reached then • 

I f ( f e o f ( f p i n . t a r l I 
( b r e a k ; ) 

/* Keep track of progress by printing the row 
number when it is a multiple of EVERY^ROW •/ 

cow_num •= 1; 
i f (row^nujn*EVERY_BOW -= 0) 

( p r i n t f (*Row = <*d\n- . row_nmn) ;) 

* I n i t i a l i s e target 
f o r i i = 0; i < num 

n e w _ t s t g e t ( i l = 

/' Read i n o l d t a r g e t V 
f o r i i s 0; i * nwi_claaae«; i»* ) 

f a c a n f l f p i n _ t a r , * ^ l f " c " , * o l d _ t a r g e t 1 i ] ) ; 

/• Scale old target '/ 
f o r i i = 0; i < num_clasBes; i»* 1 

n a w _ t a r g e t ( i ] = old_targ«tUl "a *b; 

/• P r i n t new t a r g e t t o f i l e •/ 
f o r I i = 0 ; i < num_classes; i t + I 

f p r i n t f ( f p o u t ^ t a r . "^M.41f *, n e w _ t a r g e t [ i ) ) ; 
f p r i n t f ( f p o u t _ t a r , "\n"l ; 

) /* End o f for <;;) loop "/ 

/* Free arrays and close file •/ 
f r e e l t a r g e t ) ; 
f c l o a e ( f p i n _ t a r l ; 

f c l o s e I f p o u t _ t a r J ,-

p r i n t f I •\nTARGET: 6 - Rescale vector...COMPLETEDui" I .-

r e t u r n . -

/• Read i n g r o u n d data i n f o r m a t i o n •/ 

_ A OQ _ 

file:///pTotal
file://'/nNumberof
file://�/nOOTPUT
file:///nlNPUT
file:///oMax
file://'/nMakirig
file:///riTARGET
file:///nMin
file://�/nTARGET
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FILE: maoft_HyAdditione.c 

DESCRIPTION: 
Contains r o u t i n e * t h a t r e p l a c e some of t h e 
original routines written tor the neural network 
In addition, a few general utility routines 

AUTHOR: A. C. B e r n a r d 

LIST of r o u t i n e s : Hy_Cle»»ify_Ifflage 
My W r i t e , f l e * u l t 
M y _ I n i r _ w e i g i i e a 
Hy_Get_File 
Hy_Fila_Opea 
del_header 
clloe 

DEPENDENCIES: 
NNsoft_lipclaBeify.c 
NNsoft_necarch.c 

• MODIFICATIONS: 

raad^log 
archxead 
r s a d _ w e i g h t s 
f orwarcLpa s s 
initialise 

• i n c l u d e "NNsofi_neunUii* 

•ttttltttt* SUBROUTINE: My^Clasai ty_Image IHtttlftf/ 
> i d H y _ C l f t s s i f y _ L t n a g a U 

' Routine used to classify an image which must be in Band 
Interleaved by line f o r m a t - I n c l u d e s t h e possibility 
of producing fraction images. Requires neural n e t w o r k 
n o d u l e . Replaces t h e r o u t i n e Claaeify^Image written by 
loannis K a n e l l o p o u l o s i n t h e n e u r a l n e t w o r k s o f t w a r e */ 

FILE •fpin__coage, * f p o u t _ g i s , " f p o u t _ p e r , *£pout_«tate; 
c h a r Lntnage nameIKAX_FILENAMBI, outgia_nemelHAX_FILENAKEl; 
c h a r outper_n3-e|MAX_FIL£NAME), root_na-e|MAX_FILENAH81; 
char outotat»_naraa (KAX_FILZHAMB) ; 
c h a r ana, ana_norta, ext[SMALL+3),-
B y t e * c l a s s i f i e d , " b u f f e r ; 
double * °pixel_line, * • p i x e l _ l i n e _ n o r m , * * p i x e l _ l i n e _ s c a , * e u m _ l i n i 
i n t t o t a l _ n u — i _ p i x e l e , l i n e s , columns, i . j , o; 
i n t o f f s e t , prevmax, maxout. node, row, row_num=0, ' s t a t e ; 

Open files and obtain information '/ 
f p i n _ i m a g e = H y _ G e t _ F i l e (•tolNPUT: Image to be classified >". 

Read a r c h i t e c t u r e of network from weights file 
initialise network, read trained weights '/ 

f c l o s e ( H y _ G e t _ F i l e r \ n ! N P U T : Weigh-file > •, w e i g h t s _ n 

a t c h r e a d ( w e i g h t s _ n a m e l ; 
n i t i a l i e e l ) ; 
e a d _ w e i g h t e I ) ; 

r f r o m the training log file ' 

/• Open C l a s s i f i e d end S t a t s f i l e s */ 
f p o u t _ g i s - M y _ G e t _ P i l e [ •WoOUTPUT: Classified image fue > ", o u t g i a . 

f p o u t _ s t a t s = My_Get_FileC\nOUTPUT: Statistic* filename > •. o u t s t a t 

: w h e t h e r fraction image should be c r e a t e d */ 

p r i n t f ("\nProduee percentage coverage files ( I per class)? <y/n) > ") ; 
s c a n f i a n a ) ; 

i f ( t o l o w e r ( e n s ) == 'y' || t o l o w e r ( a n e ) == 'n') 
( b r e a k ; ) 

a l e e 
[ p r i n t f ("Invalid optioo... Vrr) ;) 

) /* End o f f o r /.-,•) l o o p V 

/* I f fraction images are to be created then find out how, 
find out the root name, create the full name, open tbe f i l e ; 

i f ( t o l o w e r ( a n s ) == 'y') 

p r i n t f ("\nNo-mali»ed or Scaled outpuu?([i/s)> ') ; 
sca n f ("Strft'c", t a n s _ n o r m l ; 
i f (tolower|an»_non_) « 'n' || tolowar(an»_i 

) /* End o f f o r {;;) loop •/ 

/* Allocate memory for each fraction image '/ 
f p o u t _ p e r "(FXLE **)melloc(nu*n_out_nodee"aiaeof(FlL£ ) ) ; 

* F i n d o u t name t o call each fraction image. Each image 
filename made up of root_name * _c + c l a s e number • . t o i l * 

p r i n t f (*\nRool filename for percentage files? > ") ; 
s c a n f (-*s**c* , r o o t _ n a n i e l ; 
s t r e a t ( r o o t _ n a m e , "_c") ; 
e t r c p y ( o u t p a r _ n a m e , r o o t _ n a ~ e l ; 
f o r ' m •= 0; m < num_out_nodee; m++ ) 
£ 

s p r i n t f ( e x t . *5td'. m * l ) ; 
B t r c p y ( o u t p e r _ n a t n e , root_name) ; 
s t r c a t I o u t p e r _ n a m e , e x t ) ; 
e t r c a t (outper_u_me. * . b i l ' 1 ; 

) /* End of for fm) loop 

I /' End o f i f ( t o l c w e r / a n i I y J c o n d i t i o , 

/* Print t h e number of rows, c o l s , and t o t a l number o f p i x e l s t o 
th e screen •/ 

t o t a l _ n u m _ p i x e l s = l i n e a * c o l u m n s : 
p r i n t f ('\juMgebifDnnaiiDfl: -Rows = *d_ Cols = SW.Total Pixels - %d>n~ , l i n e s , columns, t-
u m _ p i x e l e ) ; 
p r i n t f (• Number of Bands - % d . Number of Classes = W t a " . nu~_in_nodes . nu-_out_nodee I 

/* Set a s i d e Die-ory and i n i t i a l i s e a r r a y s '/ 
s t a t s - i l l o c ( n u m _ o u t _ n o d e s ) ; 
p i _ x e l _ l i n e * do_blej_atrix(num_out_node», columns) ,-
p i x e l _ l ine_nons= d o u b l e _ a a t r ix(cvua_out_node», column* \ 
p i x e l _ l i n e _ a c a = d o u b l e _ j n a t r i x ( n u i a _ o u t _ n o d e s , columne >; 
s u m _ l i n e = d _ l l o c ( c o l u m n . a ] ; 
c l a s s i f i e d = u l l o c l c o l u m n e ) ; 
f o r t m = 0; m < num_out_nodea; m+* J 
( 

p i x e l _ l i n e t m j ( j ] - 0.0; 
p i x e l ^ l i n e ^ o r r a ( m l I j ) = p i x e l _ l i n e _ s c a ( m ] [ j ) = 0.1 
s u m _ l i n e | j ) = 0.0; 
c l a s e i f i e d l j ) = ( B y t e ) 0 ; 

) /* End o f f o r {ml loop •/ 

b u f f e r = ulloc(columne*n_m„in_nodes); 

i n p u t = d c - b l e _ n _ t r i x t c o l u m n s . num_in_nodea); 
f o r l j = 0; j < num..in_nodes'columns; j * * l 

( b u f f e r l j l =• < B y t e ) 0 ; ) 

f o r ( j e 0; j < columns; j +•> 
forfmsO; nxnum in_ n o d e a ; m u l 

( i n p u t ! ] ] [ m ] = 0.0;) 

p r i n t f |"\n\nCUusifying....\n" 1 

ow < l i n e s ; row** ) 
I 
/• Keep t r a c k o f progress by printing the row 
number when i t i s a m u l t i p l e o f EVERY_ROii •/ 

row_num *= 1; 
i f lrow_nu-%EVERY_ROW == 0] 

( p r i n t f < "Row s*Jd\n", row^num) ;) 

' Read i n t h e DN values of 1 line, all bands, to the b u f f e r array'/ 
f r e e d ! ( B y t e M b u f f e r , e l s o o f ( B y t e ) . tolu-ns"nu-_in_node&,fpin_image), 

/* For each p i x e l in the line, for each band assign the ON to the 
input array, modify ic */ 

f o r ( j = 0; j < columns; j * * 1 

NNsoft_MyAddltions.c 2/4 

( d o u b l e ) b u f f e r | j . o f f s e t ) ; 

n(m} ) / s d e v i a t i i 

u t p u t s between 

f o r i m = 0; m < num i n nodes; m 
( i n p u t ( j ) | m ] a ( i n p u t ! j ] l m ] 

) /* End o f f o r l o o p •/ 

/* For each pixel in Che line '/ 
f o r 1 j * 0; j * c o l mans> j * * } 

/* I n i t i a l i s e all v a r i a b l e s f o r each pixel. 
Note t h a t t h e s c a l i n g assumes n e u r a l netw 
-1.7 and *1.7 •/ 
prevmax = o u t p u t a l n u m _ h i d d e n _ l a y e r s * l ] ( 0 ) ; 

p i x e l _ l i n e [ m j ! j ] = ( d o u b l e ) o u t p u t s [ n u m _ h i d d e n _ l a y e r s * l ) [ m ] 
p i x e l _ l i n e _ s c a ! t o ) | j l - p i x e l _ l i n e [ m ] ( j 1 / ( 2 - S C F A C T ) • 0.5, 
s u s _ l i n e [ j ] = p i x e l _ l i n e _ s c a ( m | ( j ] ; 

/* Determine the class with Che maximum o u t p u t */ 
maxout » mextprevmax, outputsInuin_hidden„laye: 
i f I maxout > prevmax ) 

I f f r a c t i o n images a r e t o be p r o d u c e d , c a l c u l a t e v a l u e s */ 
I f ( t o l o w e r ( a n s ) == 'y') 
( 

p i x e l _ l i n e ( - | I j J = ( d o u b l e ) o u t p u t s ( n u m _ h i d d e n _ l a y e r s * l ] [ t n ] , 
p i x e l _ l i n e _ s c a l m ) I j ) s p i x e i _ l i n e [ m ] ( j 1 / 1 2 " S C F A C T I +0.5; 
s u m _ l i n e ( j l = a u m _ l i n e ( i ) • p i x e l _ l i n e _ s c a [ m l f j ] ; 

! /• End o f f o r fmj l o o p •/ 

t o be normalised, calculate 

ir of dominant class array '/ 

/' The v a l u e o f t h e classified image f o r t h e p i x e l b e i n g c o n s i d e r e d 
\s the node with the maximum n e u r a l n e t w o r k o u t p u t v a l u e V 
c l a s s i f i e d ! j i = ( B y t e ) (node • 1 ) ; 

) / * End o f f o r ( j j l o i 

/* W r i t e t h e dominant class of the lineof pixels to the output 
classified file '/ 

f w r i t e l l B y t e * ) c l a s s i f i e d , s l i e o f ( B y t e ) , columns. f p o u t _ g i s l ; 

/' I f f r a c t i o n images were t o be p r o d u c e d w r i t e the value of the 
line to the respective files, scaled or normalised '/ 

i f ( t o l o w e r ( a n s ) == 'y' t o l o w e r ( a n a _ n o r m l == ' i f i 
( 

f o r i m = 0; m < nutn_out nodes; m** ) 
( 

f o r ( J = 0: ] < column*; j * * ) 
( f p r i n t f ( f p o u t _ p e r |ta| , "-Jc" , ( c h a r ! p i x e l _ l i n e _ n o r m [ m ] | j ) ) 

e l s e i f ( t o l o w e r ( a n a ) 
1 

f o r i m e 0; m < num_o 

i 'y' S i t o l o w e r ( a n s _ i 

a[m] [ j ] U 0 0 ) ) : ) 
f o r i j = Q; j < columna; j+» ) 

( f p r i n t f ( f p o u t _ p e r ( m ) , "1c", ( c h a r ) ( p i x e l _ l i i 
) 

) /' End o f i f c o n d i t i o n */ 

) /* End o f f o r j 

/* P r i n t t h e number of pixels for each class given by the 
neural n e t w o r k •/ 

f o r d • 0; i < num_out_nodee; i * * ] 
f p r i n t f (fpout_»tat a, "Class 9t2d bad %M pixels u percentage of total 96.Zf*^'\n*, 

a t a t s [ i ] * 1 0 0 / l f i o a t ) t o t a l _ n u m _ p i x e l a ) ,-

/* Free a r r a y s and c l o s e f i l e s */ 
f c l o a e ( f p i n _ i m a g e ) : 
f c l o a e l f p o u t ^ g i s ) ; 
l f ( t o l o w e r ( a n f l ) = = ' y ' ) 
( 

for(m»0; m<num_Out_nodes; m**l 
( f c l o a e ( f p o u t _ p e r ( m l ) ; | 

1 
f c l o e e l f p o u t ^ e t a t a ) ; 

free_<jj»atrix( fpout__per, num_out_nodes) ; 

f r e e ( b u f f e r l ; 
f r e a ( c l a s a i f i e d ) ; 
f r e e l m e a n ) ; 
f r e e l s d e v i e t i o n ) ; 
f r e e _ d _ m e t r i x ( i n p u t . c o l u m n s ) ; 
f r e e _ d _ m a t r i x ( p i x e l _ l i n e , num-ou^nodes) : 
f r e e _ d _ m a t r i x ( p i x e l _ l i n e _ n o r m , num_out_nodesi; 
f r e a ( s u m _ l i n e l ; 

p r i n t f t "ViViNKURAL NETWORK: 3 - CUssificauon...C(JMI,l.ETE\ri\*i -

o f My^Classify_Image subroutit 

/'ttltlfUtt SUBROUTINE: My„Write_Result ****ttttt*» • / 
void My W r i t e ^ R e s u l t l i n t n p a t t e m e , c h a r ' o u t v e c name) 
I 
/* R o u t i n e used t o w r i t e o u t a file of neural network 

outputs at t h e t e s t i n g stage of the neural network. 
Called in NNsoft^lipclaasify.c •/ 

. A 9 0 . 
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IMNsoft_MyAdditions.c 3/4 
/* Open the o u t p u t file provided as a parameter 
f p o u t _ v e c = My_File_Open(outvee_nanie, " a " ) ; 

/* F o r every input pattern In the teat 
f o r i row a 0; row < ^ p a t t e r n s , - row*+ ) 

* Peas the pattern t h r o u g h t h e n e u r a l netvorJc. V 
forward_pa.se [row) ,-

* P r i n t each o u t p u t v a l u e t o Che o u t p u t file V 
f o r | c o l i 0; c o l < nujn_out_nod«8j co l * * - I 

[ f p r i n t f [ f p o u t _ v e c , **331f*, o u t p u t s l n u n _ h i d d e a v _ l a y e r a • 

f p r i n t f I f p o u t _ v e c , -\n" ) ; 

/* End ot for (row) loop */ 
/* Cloae files •/ 
fcloae(£pout_vec); 

r e t u r n i 

) /* END of ttyjtlrite_fle>sult 

/»########## SUBROUTINE! Hy Init_Haights ttttittttf/ 
v o i d Hy I n i t _ W e i g h t f l ( ) 
[ 
/* F u n c t i o n t h a t uses t h e c u r r e n t t i m e 
t o seed t h e i n i t i a l w e i g h t s - c o n s e q u e n t l y , e v e r y 
t i i a e t h e n e t is r u n , t h e weights have a different 
initial value. The function ran3 which is part of 
numerical recaipes in C can be replaced by any other 
random number g e n e r a t o r w h i c h , like r a n J , p r o d u c e s values 
between 0 and 1. In this way weights are scaled between 
0.5 and *0.S. Routine called by NNsoft_nwural_nmt.eV 

/* For as many bidden layers and as many hidden nodes in each 
layer - so in other words for wan many weights as there are, 
initialise weights, deltas and gradient */ 

f o r i j = 0; j < num_hAdden_layere • 1; j * + ) 
f o r ( i <• 0; i < (num_hlddea_nodea 1J 1*1| * runn_h±ddenwnodes(j+ll; 
f 

* ( w e i g h t s ( j ] • i ) » ( d o u b l e ) f r a n J ( a i d u n ) - 0 . 5 ) ; 
• ( d e l t a a l j ] + i ) « 0.0; 
* ( g r a d i e n t l j j * i ) = 0.0; 

r e t u r n ; 

) /* END of My_Inlt_Heights subroutine */ 

/ * f # # # * M # # l > SUBROUTINE: Hy^Cet^Flle t*tHtt*tt'/ 
F I L E 'Hy_G«t_Pilelcfiar 'prompt, c h a r *£ilenajae. char *mode) 

i l a correct filename has been entered V 

* Ask for filename and read answer */ 
p r i n t f (*4ts* .prompt) ; 
s c a n f , f i l e n a m e ) ; 

* If the filename exits tfopen does not r e t u r n NULL), 
open the file, otherwise print that cannot f i n d file */ 

I f ( ( f p - fopen ( f i l e n a m e , m o d e ) ) != BULL) 
( b r e a k ; } 

p r i n t f {"Cannot find file '%s'\n", f i l e n a m e ) ,-

MyJlet_File 

/* Modified from Xoannis' file^ot 

FILE 'fp: 

p r i n t f ( "Cannot find ftla '^fca'Vn" . f i l e n a m e ) ,-
p r i n t f (*\nlNPUT filename again > " ) ; 
scanfC»»ft*c', f i l e n a m e ) ; 

r e t u r n f p ; 

} /* END Of Hy_Plla_Opan s u b r o u t i n e V 

/*#####**#*# SUBROUTINEi del_header 
void del_fread«r (FILE * f p l 

/* F i n d o u t how many lines to skip */ 
p r i n t f ("\nNumber of Deader lines to skip ? > " ) ; 
a c a n f (*StdWc", £num_heads); 

/* S k i p t h e l i n e * •/ 
f o x ( row » 0; row < nuxOieada; row** 

f g e t s l d e l _ l i n e , H A X _ S H H N G _ S I Z E , f p ) ; 

r e t u r n ; 

) /" End of del^header s u b r o u t i n e V 

/* R o u t i n e w r i t t e n on t h e model of those in 
NNsoft^utiIs.c written by loannis Kanellopoulos 
and used allocate memory tor a character matrix V 

I f I ( v a ( c h a r *) m a l l o c f o i s e o f ( c h a r ) * s i z e ) ) « HULL ) 

r e t u r n v; 

} /* END of clloc •/ 

' R o u t i n e written on the model of those in 
NNsofZ_uzils.c w r i t t e n b y Xoannis Kan ellot 
and used t o free a character matrix '/ 

NNsoftJWyAdditions.c 4/4 
f r e e ! ( c h a r M v j ; 

r e t u r n ; 

1 /* End of free__c_matrix subroutine '/ 

SUBROUTINE: Compare_Int_Arrays #**rtt*ti?S'/ 
int C o n p a r e _ I n t _ A r r a y s ( i n t *£irst_array, i n t *s«c«nd_array, i n t 

' R o u t i n e which i s no) 
e v e n t u a l use. Used I 
t h e y are equal r e t i u 

used anywhere b u t k e p t f o r 
•3 cosapara two integer arrays, 
is 1 else returns 0 '/ 

n t colaQ, are_equal=TRUE; 

Compare arrays element by element. As soon as a difference 
is e n c o u n t e r e d , l o o p ends */ 

w h i l e ( a r e _ e q u a l tb ( c o l < num_columns)) 

r o t u r n ( e r e _ e q u a l ) ; 

} /* END o f Compare_Int_Arrays subrout. 
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Appendix B 

R E F E R E N C E D A T A INFORMATION 

Sample Survey Sheet for the Portugal Site 

COMMISSION OF THE EUROPEAN COMMUNITIES - JOINT RESEARCH CENTRE 

CORINE LAND COVER UPDATING PROJECT - LISBON FIELD EXPERIMENT 1991 

FORM B: HOMOGENEOUS LAND COVER PARCEL DESCRIPTION (Min. 4ha 

TEST S I T E -

LAND COVER PARCEL NUMBER:- [ | | | | | 
[should be shown on air-photos & maps with boundary] 

DATE SURVEYED:-) [| |-f~J~|| U || N |-[~9~||"T| 

FILM/PHOTO:- | \ j \ | SURVEYORS'INITIALS:-1. 

LAND COVER TYPE:-

E S T SITES: 
a de Albufeira 

ilaTresca de Azartao 
3ambia 
Jelem 
roures 

Afonquer 
Samora Correla A 

?• Poceirao 
10: Coruche 

>11: Samora Correia 8 

TIME:- [JJ:[J 
2. 

(Please be specific and brief) 

GENERAL CONDITIONS:-

VEGETATION DETAILS:-

HEIGHT 

LAYER 1: 

%COVER DOMINANT SPECIES 

LAYER 2 

LAYER 3 

SURFACE DETAILS (Where not covered by vegetation):-

PREDOMINANT COLOUR: 

WETNESS: 

COMPOSITION: 

(AREA %)-

VERY WET / WET / DRY (Circle which one applies) 

y Type? 
WATER SOIL (circle one): STONES ROCK CONCRETE 

LTD LTD S LTD LTD LTD 
TILE METAL ASPHALT OTHER (Name: ) 

m a n am m 
ADDITIONAL COMMENTS:-

Pleaso continue on back of form if necessary 
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B.2 Quantile-Quantile Plots for the 'Portugal 16 Class5 Data Set 

001 08 09 Of 
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003 09 
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' 031 OEl 031 Oil 001 

s e n E A M n s e n E A Mn sen|BA NQ s e n i e A w n 
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Figure 15-1. Quantile-quantile plots for all the bands 
for classes 1-4 of the 'Portugal sixteen class' data set 
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Figure B-2. Quantile-quantile plots for all the 
bands for classes 5 to 8 of the 'Portugal sixteen 
class' data set 
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Figure B-3. Quantile-quantile plots for all the 
bands for classes 9 to 12 of the 'Portugal 
sixteen class' data set 
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Figure B-4. Quantile-quantile plots for all the 
bands for classes 13 to 16 of the 'Portugal 
sixteen class' data set 
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A.3 List of 

Mixtures in the 

'Portugal Fifteen 

Class' Data Set 

Mixture types are 

to be read as follows: data 

are in pairs, the f i r s t 

integer represents the 

percentage cover of a 

polygon by the second 

integer which is the class. 

The number of mixture 

components is indicated 

by the number of pairs on 

a line. Percentage cover 

must add to 100%. 

Mixtures present in the 
'Portugal fifteen class' data 

set 

100 01 

100 02 

100 04 

100 06 

100 07 

100 08 

100 10 

20 01 80 04 

10 01 90 05 

60 01 40 06 

80 01 20 06 

40 01 10 06 50 09 

50 01 10 06 40 10 

20 01 80 07 

30 01 70 07 

40 01 60 07 

1001 90 08 

30 01 70 08 

80 01 20 08 

30 01 70 09 

40 01 60 09 

60 01 40 09 

40 01 50 09 10 10 

1001 90 10 

20 01 80 10 

3001 70 10 

40 01 60 10 

70 01 30 10 

80 01 20 10 

20 01 50 10 30 11 

20 01 60 10 20 11 

20 01 70 10 10 11 

30 01 10 10 60 11 

30 01 40 10 30 11 

50 01 20 10 30 11 

50 01 30 10 20 11 

40 01 30 10 30 11 

60 01 10 10 30 11 

60 01 20 10 20 11 

80 01 10 10 10 11 

3001 20 10 40 11 10 13 

3001 50 10 10 11 10 13 

30 01 30 10 10 12 30 13 

1001 40 10 50 13 

1001 50 10 40 13 

20 01 30 10 50 13 

60 01 10 10 30 13 

1001 20 10 70 14 

1001 40 10 50 14 

1001 60 10 30 14 

1001 70 10 20 14 

20 01 40 10 40 14 

20 01 50 10 30 14 

50 01 30 10 20 14 

70 01 10 10 20 14 

20 01 20 10 50 14 10 15 

20 01 40 10 20 14 20 15 

20 01 40 10 30 14 10 15 

30 01 30 10 20 14 20 15 

1001 20 10 70 15 

20 01 40 10 40 15 

40 01 60 11 

60 01 40 11 

70 01 30 11 

80 01 20 11 

90 01 10 11 

40 01 50 11 10 13 

50 01 20 11 30 13 

50 01 30 11 20 13 

60 01 20 12 20 13 

1001 30 12 60 14 

20 01 60 12 20 14 
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20 01 30 12 20 14 30 15 

30 01 50 12 10 14 10 15 

10 01 30 12 60 15 

20 01 70 12 10 15 

60 01 10 12 30 15 

50 01 50 13 

10 03 90 12 

10 04 90 05 

20 04 80 05 

20 04 80 10 

50 05 50 10 

60 06 40 10 

40 06 60 12 

60 06 40 12 

50 08 50 10 

90 08 10 14 

10 10 90 12 

90 10 10 12 

20 10 40 12 40 14 

30 10 50 12 20 15 

50 10 40 12 10 15 

70 10 30 13 

80 10 20 13 

10 10 90 14 

40 10 60 14 

60 10 40 14 

30 10 70 15 

40 12 60 14 

20 12 30 14 50 15 

20 12 50 14 30 15 

10 12 90 15 

20 12 80 15 

30 12 70 15 

40 12 60 15 

60 12 40 15 

80 12 20 15 

Total Number of 
Mixtures = 108 
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A.4 List of 

Mixtures Removed 

to Form the 

'Portugal Fifteen 
r i o c c ' r i n + n G a t 

75 10 25 14 A.4 List of 

Mixtures Removed 

to Form the 

'Portugal Fifteen 
r i o c c ' r i n + n G a t 

98 10 02 14 

A.4 List of 

Mixtures Removed 

to Form the 

'Portugal Fifteen 
r i o c c ' r i n + n G a t 

05 10 95 15 

A.4 List of 

Mixtures Removed 

to Form the 

'Portugal Fifteen 
r i o c c ' r i n + n G a t 

02 12 98 15 

A.4 List of 

Mixtures Removed 

to Form the 

'Portugal Fifteen 
r i o c c ' r i n + n G a t 

06 12 94 15 

A.4 List of 

Mixtures Removed 

to Form the 

'Portugal Fifteen 
r i o c c ' r i n + n G a t 

65 12 35 15 

85 12 15 15 

Mixtures not included 
in the 'Portugal 
fifteen class' data set 

99 12 01 15 Mixtures not included 
in the 'Portugal 
fifteen class' data set 

40 01 02 03 58 11 

Mixtures not included 
in the 'Portugal 
fifteen class' data set 05 01 05 03 90 12 

02 01 98 07 08 01 02 03 90 12 

25 01 75 07 15 01 15 03 70 12 

50 01 50 07 15 01 15 04 70 05 

05 01 95 08 50 01 25 06 25 09 

65 01 35 08 78 01 20 06 02 09 

85 01 15 08 38 01 60 08 02 10 

95 01 05 08 90 01 05 08 05 14 

50 01 50 09 93 01 02 09 05 10 

75 01 25 09 60 01 25 09 15 13 

85 01 15 09 05 01 85 10 10 11 

05 01 95 10 2001 65 10 15 11 

50 01 50 10 20 01 75 10 05 11 

75 01 25 10 65 01 05 10 30 11 

99 01 01 10 65 01 20 10 15 11 

15 01 85 11 70 01 05 10 25 11 

50 01 50 11 7501 10 10 15 11 

75 01 25 11 90 01 01 10 09 11 

85 01 15 11 90 01 05 10 05 11 

95 01 05 11 02 01 90 10 08 12 

97 01 03 11 02 01 97 10 01 12 

98 01 02 11 09 01 90 10 01 12 

05 01 95 15 15 01 80 10 05 12 

95 04 05 10 03 01 69 10 28 13 

05 06 95 10 08 01 90 10 02 13 

02 03 98 12 45 01 05 10 50 13 

95 08 05 13 75 01 05 10 20 13 

99 10 01 12 05 01 35 10 60 14 

75 10 25 13 50 01 48 10 02 15 

25 10 75 14 50 01 48 11 02 13 

65 10 35 14 65 01 30 11 05 13 

70 01 25 11 05 13 

80 01 15 11 05 13 

01 01 95 12 04 13 

01 01 60 12 39 14 

02 01 18 12 80 14 

02 01 63 12 35 14 

01 01 49 12 50 15 

01 01 98 12 01 15 

02 01 08 12 90 15 

02 01 40 12 58 15 

02 01 58 12 40 15 

02 01 94 12 04 15 

02 01 97 12 01 15 

18 01 80 12 02 15 

01 01 40 14 59 15 

15 03 05 06 80 12 

02 03 70 10 28 12 

05 03 05 10 90 15 

01 03 90 12 09 15 

50 06 45 10 05 12 

04 06 81 10 15 13 

05 06 05 10 90 15 

98 10 01 12 01 14 

06 01 90 03 03 06 01 10 

1001 03 03 83 12 04 15 

47 01 02 03 04 06 47 09 

02 01 02 06 18 12 78 15 

05 01 65 06 15 12 15 15 

20 01 15 06 60 10 05 13 

40 01 05 06 50 10 05 13 

50 01 15 08 20 09 15 13 

05 01 65 10 28 11 02 13 

20 01 50 10 25 11 05 13 

35 01 30 10 30 11 05 13 

35 01 50 10 10 11 05 13 

40 01 05 10 50 11 05 13 

40 01 25 10 15 11 20 13 

40 01 50 10 05 11 05 13 

75 01 05 10 15 11 05 13 

80 01 10 10 05 11 05 13 
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05 01 15 10 40 12 40 14 

05 01 54 10 40 12 01 15 

1001 40 10 25 14 25 15 

20 01 10 10 35 14 35 15 

05 01 45 12 35 14 15 15 

03 03 02 06 80 12 15 15 

04 03 06 06 70 12 20 15 

02 06 70 10 05 12 23 14 

1001 10 03 15 06 35 10 30 13 

45 01 03 03 02 06 45 10 05 15 

45 01 05 03 25 12 20 14 05 15 

02 01 02 06 35 10 05 12 56 14 

02 01 03 06 25 10 40 12 30 13 

05 03 60 06 10 10 15 12 10 15 

Total Number of 
Mixtures = 125 

Mixtures removed 
when buffering 

100 03 

60 01 40 05 

1001 90 07 

20 01 80 08 

50 01 50 08 

70 01 30 08 

70 01 30 09 

80 01 20 09 

90 01 1009 

97 01 03 09 

02 01 98 10 

60 01 40 10 

90 01 10 10 

95 01 05 10 

98 01 02 10 

99 01 01 11 

20 01 80 13 

90 01 10 13 

80 06 20 10 

85 10 15 11 

40 10 60 15 

80 12 20 13 

50 12 50 15 

90 12 10 15 

45 01 05 06 50 09 

1001 60 07 30 10 

40 01 50 07 10 13 

50 01 20 08 30 13 

60 01 20 08 20 10 

1501 70 09 15 10 

20 01 35 09 45 10 

60 01 20 09 20 10 

80 01 1509 05 10 

30 01 50 09 20 13 

40 01 10 09 50 13 

90 01 05 09 05 13 

45 01 50 10 05 11 

50 01 40 10 10 11 

80 01 05 10 15 11 

05 01 60 10 35 13 

1001 60 10 30 13 

1501 80 10 05 13 

20 01 20 10 60 13 

30 01 10 10 60 13 

30 01 20 10 50 13 

40 01 30 10 30 13 

40 01 40 10 20 13 

50 01 30 10 20 13 

70 01 05 10 25 13 

1001 80 10 10 14 

75 01 05 10 20 14 

1001 70 10 20 15 

75 01 05 12 20 14 

04 01 95 12 01 15 

15 06 80 10 05 12 

10 06 80 10 10 14 

1501 02 03 73 12 10 15 

01 01 24 06 60 10 15 13 

74 01 01 08 05 09 20 13 

65 01 10 10 20 11 05 13 

03 01 75 10 02 12 20 13 

05 01 50 10 20 12 25 15 

1001 86 10 02 12 02 15 

45 01 20 10 15 12 20 13 

1001 20 10 35 14 35 15 

60 01 05 11 20 12 15 15 

40 01 20 12 20 14 20 15 

1501 02 03 01 06 81 1C 01 13 

15 01 02 03 02 06 76 K 05 13 

50 01 05 06 25 10 10 11 10 13 

Total Number of 
Mixtures = 70 
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B.5 Composition Matrices for the 'Portugal 15 Class' Data Sets 
# F i l e used i n com p o s i t i o n m a t r i x : P o r t u g a l _ 1 5 _ D a t a s e t 

COMPOSITION M a t r i x 

Pos i d | - > 

C l a s s Nuin| 1 2 3 4 C l a s s 
T o t a l T o t a l 

1 | 5485 8119 4234 0 == 17838 
2 102 0 0 0 = = 102 
3 | 0 133 0 0 == 133 
4 1292 356 0 0 = = 1648 
5 1 208 0 0 0 == 208 
6 713 281 181 0 == 1175 
7 j 938 0 0 0 = = 938 
8 J 672 5 0 0 = = 677 
9 1 129 6 0 0 135 

10 | 11493 3 641 2238 0 17372 
11 1 2195 3970 72 0 = = 6237 
12 | 1640 2199 565 52 = = 4456 
13 | 63 135 72 129 = = 399 
14 | 1914 4564 765 0 = = 7243 
15 j 2141 1281 764 131 = = 4317 

Pos T o t a l j 28985 24690 8891 312 62878 

There were 52 5 6 p i x e l s wi th equal coverages. 

# F i l e used i n com p o s i t i o n m a t r i x : P o r t u g a l _ 1 5 _ T r a i n i n g 

COMPOSITION Matrix 

Pos i d - > 
C l a s s Num 1 2 3 4 C l a s s 

T o t a l T o t a l 
1 | 1779 2739 1419 0 == 5937 
2 j 33 0 0 0 == 33 
3 j 0 40 0 0 == 40 
4 j 428 151 0 0 =- 579 
5 | 91 0 0 0 == 91 
6 | 237 98 57 0 = = 392 
1 321 0 0 0 == 321 
8 231 1 0 0 == 232 
9 45 2 0 0 == 47 

10 3865 1175 724 0 == 5764 
11 712 1302 24 0 2038 
12 551 725 187 20 1483 
13 22 39 23 36 = = 120 
14 647 1496 252 0 = = 2395 
15 | 718 415 253 35 == 1421 

Pos T o t a l ] 9680 8183 2939 91 = = 20893 

There were 1734 p i x e l s w i t h equal c o v e r a g e s . 

# F i l e used i n com p o s i t i o n m a t r i x : Portugal„15„Testing 

COMPOSITION M a t r i x 

Pos i d | - > 
C l a s s Num| 1 2 3 4 C l a s s 

T o t a l T o t a l 
1 | 3706 5380 2815 0 = = 11901 
2 j 69 0 0 0 = = 69 
3 | 0 93 0 0 = = 93 
4 1 8 64 205 0 0 = = 1069 
5 | 117 0 0 0 = = 117 
6 | 476 183 124 0 = = 783 
7 | 617 0 0 0 = = 617 
8 1 441 4 0 0 == 445 
9 84 4 0 0 = = 88 

10 7628 2466 1514 0 = = 11608 
11 1483 2668 48 0 = = 4199 
12 | 1089 1474 378 32 = = 2973 
13 41 96 49 93 = = 279 
14 j 12 67 3068 513 0 = = 4848 
15 | 1423 866 511 96 = = 2896 

Pos T o t a l j 193 05 16507 5952 221 = = 41985 

There were 3522 p i x e l s w i t h equal c o v e r a g e s . 
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B.6 Composition Matrices for the 'Portugal 7 Class' Data Sets 

# F i l e used i n c o m p o s i t i o n m a t r i x : P o r t u g a l _ 7 _ D a t a s e t 

COMPOSITION M a t r i x 

Pos i d | - > 

Class Num| 1 2 Class 
T o t a l T o t a l 

1 j 1968 1536 == 3504 
2 | 102 0 == 102 
3 1196 162 == 1358 
4 | 528 0 = = 528 
5 372 0 = = 372 
6 | 4525 3121 == 7646 
7 j 3161 0 == 3161 

Pos T o t a l j 11852 4819 == 16671 

There were 0 p i x e l s w i t h equal coverages. 

# F i l e used i n c o m p o s i t i o n m a t r i x : P o r t u g a l _ 7 _ T r a i n i n g 

COMPOSITION M a t r i x 

Pos i d | - > 
Class Num| 1 2 Class 

T o t a l T o t a l 
1 | 1286 1023 == 2309 
2 j 69 0 = = 69 
3 j 799 113 = = 912 
4 j 363 0 = = 363 
5 j 253 0 = = 253 
6 | 3018 2068 == 5086 
7 2113 0 == 2113 

Pos T o t a l | 7901 3204 == 11105 

There were 0 p i x e l s w i t h equal coverages. 

# F i l e used i n c o m p o s i t i o n m a t r i x : P o r t u g a l _ 7 _ T e s t i n g 

COMPOSITION M a t r i x 

Pos i d | -> 
Class Num| 1 2 Class 

T o t a l 
1 682 513 == 1195 
2 33 0 = = 33 
3 | 397 49 = = 446 
4 | 165 0 = = 165 
5 | 119 0 = = 119 
6 j 1507 1053 == 2560 
7 j 1048 0 == 1048 

Pos T o t a l j 3951 1615 == 5566 

There were 0 p i x e l s w i t h e q u a l coverages. 
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B.7 Sample Survey Sheet for the Scotland Site 

my 
APRffc 11-13,1996 

DATE 12-1 OS I U SLOPE 
MAP-ID ASPECT — ' 

PHOTO-ID XCOORD 
POLY-ID YCOORD 
CMPT# PLOT* 1. 

3 / 1V6 

TREE* 

_ 1 _ 

1L 
1 2 , 

- 4 -

CIRCUM. HTANG. 
FOOT 

HT. ANG 
TOP 

±L 

M X . 
II 

SPECIES COMMENTS: 

Oyt— 
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B.8 Variograms for 'Scotland Bio AH' and 'Scotland Bio Box' Data 

Plot 101 
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Plot 54 Plot 49 
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Plot 76 
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Plot 24 Plot 101 
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Plot 54 Plot 49 
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