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6. Dynamic 3-D face sequence
In the last experiment, the dynamic 3-D face 
sequences are used instead of the static 3-D 
faces. The dynamic 3-D face sequences are 
captured by a dynamic 3-D scanner from 3dMD®. 
Using the face sequences, the trajectory of each 
specified facial expression can be recorded and 
displayed in the 3D feature space. It is postulated 
that analysis of these trajectories can improve 
classification for those facial expressions which 
are difficult to interpret from the static data e.g. 
angry and fear.

5. Faces from BU-3DFE database
In this stage, the data used is extended from the 
synthetic data to the real 3-D faces from the BU-
3DFE database(3). To establish a dense 
correspondence between faces in the database 
the modified ICP method is used to perform the 
correspondence search(1,2). The results show that 
the proposed method in general is working well on 
the BU-3DFE 3-D faces. A few expressions are 
sometimes difficult to distinguish between with 
angry and fear being the most difficult.

4. Synthetic faces
After the validation that the shape space can be 
used as a feature space for facial expression 
classification, the next question which needs to 
be answered is if the shape space can be 
effectively  build from all available 3-D face 
vertices instead of the selected landmarks. In this 
stage, the 3-D synthetic faces generated from 
FaceGen Modeller® are being used.  Since the 
correspondence information is provided in the 
synthetic data, the statistical shape model can be 
built directly without correspondence search.

1. Statisitcal shape model
A statistical shape model also known as a point distribution model (PDM) describes shape variations based on statistics of the position of the corresponding 
points in a training data set. The first step of building a 3-D statistical shape model is to establish point-to-point correspondence between each face in the 
training data set. For the 3-D synthetic data generated from the FaceGen Modeller®, the correspondence information is already provided. For others, the point 
correspondence is calculated using a modified iterative closest point (ICP) method(2,3). Subsequently after the principal component analysis (PCA), the faces in 
the training data set can be approximately represented in a low dimensional shape vector space instead of the original high dimensional data vector space:
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Provided that the faces in the training data set are a fair sample from the population of faces to be represented by the model the statistical shape model can be 
used to represent faces not present in the training data set.
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BU-3DFE database has been obtained from Binghamton University USA:
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Abstract
This poster describes a methodology for facial expressions representation, using 3-D/4-D data, based on the statistical shape modelling technology. The proposed method uses a shape space vector to model surface 
deformations, and a modified iterative closest point (ICP) method to calculate the point correspondence between each surface. The shape space vector is constructed using principal component analysis (PCA) 
computed for typical surfaces represented in a training data set. It is shown that the calculated shape space vector can be used as a significant feature for subsequent facial expression classification. Comprehensive 
3-D/4-D face data sets have been used for building the deformation models and for testing, which include 3-D synthetic data generated from FaceGen Modeller® software, 3-D facial expression data caputed by a 
static 3-D scanner in the BU-3DFE database and 3-D video sequences captured at the ADSIP research centre using a 3dMD® dynamic 3-D scanner.

2. Model fitting
Model fitting algorithm iterates between the pose estimation using ICP and the model 
refinement using projection onto the shape space

Correspondence search (ICP)                      Projection onto shape space

Similarity registration Model refinement

3. Facial landmarks
The proposed method assumes that the shape 
space vector can be used as a significant feature 
for representing facial expressions. This had 
been validated in the past using facial landmarks. 
Here the BU-3DFE database(3) was used to 
repeat that experiment. 83 landmarks were 
manually selected on the specified areas of the 
face such as eyebrow and lips. The experimental 
results show that low dimensional shape space 
vector build from this landmarks exhibit an ability 
to distinguish between the facial expressions.
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7. Summary
In this work, a methods for a compact representation of 3-D facial expressions based on statistical shape models have been presented. The effectiveness of the proposed method has been demonstrated by tests 
carried out on four types of 3-D data, and the experimental results show that the statistical shape modelling methodology can offer an efficient and effective 3-D faces representation which can handle large face 
variations and some subtle expression differences.
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