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Abstract

This thesis presents a study of multiple phenomena that wiisin the solar corona.
The structures explored in this work cover a range of sizes fa small-scale X-ray
bright point <10 Mm), to medium-scale coronal loops (10-100 Mm), and fyntdl

a large-scale prominence 100 Mm). Observational data and numerical simulations

were utilised in order to investigate the structure andw@iah of each type of feature.

A small-scale X-ray bright point (XBP) was investigatedngscomplete Hinode obser-
vations in order to examine it over its entire lifetimel@ hours). The XBP was found
to be formed directly above an area of cancelling magnetic dlu the photosphere.
A good correlation between the rate of X-ray emission andedese in total magnetic
flux was found. The magnetic fragments of the XBP were founehty on very short
timescales (minutes), however the global quasi-bipolarctire remained throughout
the lifetime of the XBP. Electron density measurements veditained using a line ra-
tio of Fexn and the average density was found to B %$1®°cm3 with the volumetric
plasma filling factor calculated to have an average value@t15%. Emission mea-
sure loci plots were then used to infer a steady temperaflog d¢[K] ~ 6.1+0.1. The
calculated Fen Doppler shifts show velocity changes in and around the brpgint

of +15 kms?! which are observed to change on a timescale of less than 3@esin



The results indicate that higher cadence spectroscopisureaents are required if the

velocity flows are to be related to corresponding changdsamtagnetic field.

The next feature investigated was a 100 Mm multistrandednadroop that was sim-
ulated in order to investigate how changing the various rmpdaemeters wouldfgect
the resulting dierential emission measure (DEM) distributions and intgngalues.
Once the model was fully understood, it was used to test a DéWesand quantify
the ‘goodness-of-fit’ that could be achieved. This allowleel limitations of the DEM
method to be understood. As the model parameter space vemsdalia number of
changes in the resulting synthetic DEMs were observed. Istwases these changes
were subtle and could be explained by the changing physitedafystem. The cooling
simulation showed the most unique changes where the tatadgof the system could
be identified by examining the evolution of the intensityned and DEM shape. The
iterative solver solution XRIDEM _iterative2 did an excellent job of reconstructing the
original model intensity values and DEM distributions ire tmajority of cases. The
only instance where the solver did not do well was when théhetic DEM was very
narrow i.e., only covering a few temperature bins. This hggtts the under-constrained
problem of using DEM solvers and shows that this particutdwes works best when

the original DEM being reconstructed is smoother and morkitiermal.

Finally, a large-scale prominence eruption was investidjasing observations from two
points of view. The structure and evolution of the promireenwaterial and cavity were
examined over the eruption process. Many possible irotiatiethods were investigated
to see if the cause of the prominence eruption could be pidlogah. It was found
that the polar-crown cavity could be defined as a densityadiepl sitting above denser
polar-crown filament plasma which has drained down from thétg due to gravity.
The eruption of the polar crown cavity as a solid body can b=ogosed into two
phases: a slow rise at a speed af@2 km s!, and an acceleration phase at a mean
speed of 15-250.6 km s!. The initiation of the prominence was concluded to be

caused by a combination of mass un-loading and a type of kistbility.
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Chapter 1

Introduction

This thesis presents results concerning the dynamics astdt®n of various phenom-
ena of the solar corona. The features analysed cover a rdrsgees from small-scale
(<10 Mm), to medium-scale (10-100 Mm), and finally to largels¢a100 Mm). These
structures take the form of observations of an X-ray brighhfp modelling of multi-
stranded coronal loops, and observations of a large proroeeruption. These three
features are diierent in terms of their scale, origin, evolution and dynantat they all
form part of the corona - a highly complicated and intercate@ region of the solar at-
mosphere. Similar use of satellite observations, datayaisalechniques and evaluation
methods were employed in each investigation which allowedramon thread to link

the diferent features.

This chapter gives a general introduction to the Sun, pdatity the corona, while more
thorough introductory material is presented at the begmoif each of the main chap-

ters.



CHAPTER 1

1.1 The Sun

For the entire span of human history, mankind has been emegpby the beauty and
complexity of the Sun. It has played an important role in thghs and religion of

many ancient civilisations, who viewed the Sun in awe. Todayknow that the Sun
is the same as the millions of stars seen in the night sky - argpdf hot ionized gas
powered by nuclear fusion that releases energy in the forsteatromagnetic radiation.
A slightly less romantic description but one that many sicgt® have spent their lives

trying to understand further.

Figure 1.1:Left: Continuum image from the SOBMI instrument showing the surface
of the Sun with few sunspot groups taken on the 9 March 2012agécredit: NASA.
Right: Small field-of-view image showing a fikerent sunspot group on the 15 July
2002 by the Swedish 1-meter Solar Telescope. The distartee®e the tick marks is
1000 km.

The left panel of Figure 1.1 shows a familiar view of the Suthvai smooth yellow disc
and a couple of dark sunspot groups. The right panel showsiage taken with the
Swedish Solar Telescope of a close up of a similar sunspapgio put these sunspots
in perspective, their sizes are on a par with the size of tnE&he granulation pattern
seen in this image gives an indication that the surface ofStneis not as quiet as it
appears in the left-hand figure. The granulation is obsienvakevidence of convective

motions at work in the upper part of the solar interior, arelgbnspots are evidence of
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regions of intense magnetic field. This gives a glimpse attmeplicated nature of the

Sun which is explained in more detail in the rest of this caapt

1.1.1 Overview

The Sun is a spectral class G2V star meaning that it is on the seguence and has a
surface temperature of around 5778 K. These features mak®uh an ‘average’ star
which is about half-way through its main sequence stage.Stirewas formed around
4.7 billion years ago and has an average diameter of 1.392 km@naking it 109 times
wider than the Earth. The Sun-Earth distance defines th@lAlY (astronomical unit)

and has a mean value of 149,600,600 km.

5
1996 2006 ?
2005 .

=

2004 "%

2008 1
2002 -

Figure 1.2: Series of full-disc images taken with the S@HEI® instrument in the
284A waveband. As time progresses over the 11 year solag iya@n be seen that the
activity levels on the Sun (indicated by the number and sizbeactive regions) goes
from a minimum value to a maximum (in 2001) and then back tor@muim again.

The internal dynamo mechanism of the Sun powers its contpticaagnetic field. Un-
like the simple bipole-type magnetic field of the Earth, thfedential rotation of the
Sun causes its field to wind up and intensify. The five stagds®process are described

by the Babcock-Leighton model (Babcock 1961; Leighton 3964

The level of magnetic activity on the Sun (i.e., indicatediiy sunspot number) is not

3
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constant and varies on a cycle of around 11 years. Figuréhbssobservations of the
solar cycle by the SoHO satellite where the activity can lemde go from a minimum

in 1996 to a maximum in 2001 and then back to a minimum.

1.1.2 Composition

The mass of the Sun is around 1.989 %Ky which accounts for 99.86% of the total
mass in the solar system. Its chemical composition is maax kpdrogen £€75%) and
helium (~24%) with other metals making up less than 2% of the massobkabmology

has allowed the complex internal structure of the Sun to berned (Leighton et al.
1962). The Sun is powered by nuclear fusion which takes prat®e core. This core
extends out to about 0.25RK and the energy released is transported outwards firstly by
radiation (from 0.25-0.78,) and then by convection to the solar ‘surface’ where it is

emitted from the photosphere (see e.g., Miesch 2005).

The atmosphere of the Sun is stratified into numerous lahetgiter in terms of tem-
perature and density. The way in which the temperature chtinsphere changes as
height increases above the surface is shown in Figure 1.8awhe photosphere, chro-
mosphere, transition region and corona are labelled asasdlie positions of various

observational wavelengths that are referred to througthositvork.
The Photosphere:

The photosphere is typically regarded as the visible ‘sarfaf the Sun as itis where the
bulk of the Sun’s energy is radiated and is the deepest lageican be directly imaged
with observations. This layer has an average temperatus@@d K and is thought to

have a thickness value of 10s-100s of kilometers (see etan 1998).
The Chromosphere:

Above the photosphere lies the chromosphere which has aage/éemperature of

4
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Figure 1.3: Temperature change with height through tfemdint layers of the solar at-
mosphere. The characteristic temperature and formatighthef various observational
wavelengths are also noted. Image from Yang et al. (2009).
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around 10,000 K and a density that is typically arountititBes that of the photosphere.
Features seen at this height include spicules and the $ma@e-chromospheric network.

More details on the chromosphere can be found in Judge (20ttDjeferences therein.

The Transition Region:

The transition region is the interface between the chromesgpand corona that encom-
passes the area of vast temperatufetence between them (for more details see e.g.,
Peter 2001). This is clearly shown in Figure 1.3 where thstdrancrease in temper-
ature can be seen as an almost vertical line connecting tloencisphere and corona.
The process or processes responsible for this sharp iecressmperature is one of the

most sought after answers in modern solar physics.

Figure 1.4 shows an illustration of thesdtdrent layers and how they appear in obser-
vations. Some of the features described in this thesis ¢laopl prominences) are also

shown in the figure.

Radiative
Zone

Core
(Nuclear Fusion)

Figure 1.4: lllustration showing the fierent layers of the Sun as well as some of the
features that are described in this thesis. Credit: NASSA.
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1.2 The Corona

1.2.1 Overview

The corona is the outermost layer of the Sun’s atmospherdeagids at the transition
region, before extending outwards for hundreds of thousanfdkilometres into inter-
planetary space. This layer consists of extremely hot,desplasma with an average
temperature of 1-2 MK. The total radiation from the coronangy a small fraction of
that outputted by the photosphere meaning that the coranardg be seen in white light
during an eclipse or with an occulting disc. Despite haviiggisicantly less radiative
output than the photosphere, the corona radiates in a muddr vange of wavelengths
(i.e., from radio waves to gamma rays). This allows a widgeaof observational tools

to be employed to investigate the corona and the variousrieEsthat are formed there.

The high temperature of the corona is reached over a heigbblgfone thousandth
of a solar radii (Golub 1996). This forms the basis of whatnswn as “the coronal
heating problem” which concerns the fact that as yet, nogg®bas been identified that
can account for the sudden temperature change between ahasphere and corona.
The temperature of the corona has been inferred due to tBenme of highly ionized
elements e.g., Ber which could only have been created in temperatures excgedi@

million degrees Kelvin (see e.g., Noci 2003, and refereticesein).

1.2.2 Features of the Corona

Before the advancements in rocketry of the 1950s and 60rilyeway to view the
corona was with a coronagraph or during a solar eclipse. r€i@lb shows an image
taken of a total solar eclipse which allows the emission ftbenwhite light corona to
be seen. Magnetic structures such as large helmet streaarebe seen as well as some

areas of open magnetic field. The white light portion of theooa is visible as scatted

7
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light and constitutes only a small part of the total coromaission, with the bulk of the

radiation in the ultraviolet and soft X-ray region of the sfpam.

Figure 1.5: Image of a total solar eclipse showing the whitlet corona. Credit: NASA

This type of emission cannot be viewed with ground-basetiunsents as the Earth’s
atmosphere absorbs them. Various rocket flights in the 18603 0s allowed scientists
to glimpse the hot X-ray corona for the first time. Using datef these rocket flights,
Vaiana et al. (1973b) classified the various features seémeilX-ray corona. A brief

overview of these coronal features is given here.

Active Regions

Active regions appear throughout the solar cycle, first g hatitudes but then at pro-
gressively lower latitudes as the cycle progresses. Eactispbere of the Sun has its
own active region belt (i.e., a strip of latitude where agtiggions are more likely to be

foungemerge) as shown in Figure 1.6.

The first dedicated mission to study active regions and the sorona in general was
Skylab. Skylab (1973-1979) was the USA's first space stadioth provided the first

data on coronal active region loops. The station’s slitigssctrometer was used to

8
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Figure 1.6: Image of the Sun taken with the SB@\ instrument in the 171A wave-
length (T~1MK) showing the northern hemisphere active region belhenlt Oct 2011,
Credit: NASA'SDO.

produce spectroheliograms that only provided partialrimfation about the loops bright
footpoints (Vaiana et al. 1973a; Cheng 1980). This gavelerancomplete view of

coronal loops although a baseline for the properties oeti@stpoints was established.

The in-depth study of coronal loops really began with thetduof TRACE (Transition
Region and Coronal Explorer; Handy et al. 1999) in 1998 as $hiellite had high
spatial resolution. Before this, the delicate structurthefloops could not be accurately

resolved with the available instrumentation.

Active regions are composed of loop structures of varyirgssi Figure 1.7 shows two
examples of active region loops captured by the HRA satellite. Table 1.1 shows
the classification of dierent types of loop structure according to parameters ssich a
length, temperature and density. Many studies have beep toaabserve and analyse
coronal loops (see e.g., Reale 2010, for a review of subjddise studies highlight
the diferent methods used to measure physical parameters suahsity,demperature,
and velocity flows. Some of the issues and methods involvéusrtype of analysis are

detailed in Section 1.3 below.



CHAPTER 1

A~

SDO/AIA 171 2010=11-29 “14:25:01 UT

Figure 1.7: SDQAIA images of active region loops in the 171A channkeéft: post
flare loops seen on the Eastern linfRight: active regions observed with two orienta-
tions - one straight on and one side on. Credit: NASIAO

Table 1.1: Typical X-ray coronal loop parameters. From B€2010).

Type Length Temperature  Density Pressure
[10° cm] [MK] [10° cm™®] [dyne cnT?]
Bright points 0.1-1 2 5 3
Activeregion 1-10 3 1-10 1-10
Giantarches 10-100 1-2 0.1-1 0.1
Flaring loops 1-10 > 10 > 50 > 100

10
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X-ray Bright Points

X-ray bright points (XBP) are small, compact loop systenensal over the solar disc.
Figure 1.8 shows an image from the HingdRT instrument which highlights how
numerous these features are. Chapter 3 concerns work dameomning a particular

XBP and so a fuller introduction to the topic is given there.

Figure 1.8: X-ray image of the solar disc showing a number-o&d)Xbright points over
the solar surface. The bright feature in the lower left ofithage would be classified as
a small active region and not a bright point. Bright points typically around 10-15”
in size. Credit: Hinod&XRT.

Coronal Holes

Coronal holes are large areas of open magnetic flux on thei®@lara the origin of the
fast solar wind (Krieger et al. 1973). There are two typesavboal hole: polar, and
mid-latitude such as those seen in Figure 1.9. They app&dsihimages as large, dark

areas because they are cooler than the surrounding plasma.

Coronal holes change their position and size as the solde pyogresses with polar

coronal holes being present and most prominent at solammimi. At this time the

11



CHAPTER 1

Coronal holes

/

() A 193 2011=01=12 12:20:44 UT

Figure 1.9: Two mid-latitude coronal holes observed in tf@8 & channel of
SDQAIA.Credit: NASA/SDO.

northern and southern polar coronal holes will have oppasiignetic polarities. As
the solar cycle progresses, these polar holes shrink anel midrlatitude coronal holes
appear - sometimes joining with a polar hole to create antegahextension coronal
hole (EECH). Towards solar maximum the polar holes disappad then reappear

towards solar minimum with opposite polarities (Wang efLl8b6).

Coronal Mass Ejections

Coronal Mass Ejections (CMESs) are large bursts of plasmiatteareleased from the
corona and expand outwards into interplanetary space.rd-igd0 shows a series of
images taken in white light by a coronagraph of an expandikidCThe black circle

is the occulting disc which covers 1.6 solar radii in ordeblkack out the intense light
from the disc to allow the faint CME to be seen. The releasdasiipa from CMEs can
lead to changes in the solar wind with théeets of an Earth-directed CME reaching us

in 3-4 days (Gilbert et al. 2000).

12
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10:04

ar Maximum Mission Archives

Figure 1.10: Series of images of an expanding CME. The darllbig disc is used to
allow the faint CME structure to be seen in white light. Theethpart structure of core,
cavity and front is clearly seen at 12.06. Credit: HSDIM.

This can have anfect on space weather with the high energy plasma potentiallg-
ing satellites to beféected. The origins of CMEs are not fully understood and treexeh
been linked with solar flares and prominence eruptions buteimitive link has been

established. This correlation between eruptive eventstailéd further in Chapter 6.

ProminencgFilaments

Solar prominences are composed of plasma with chromogpteenperature and den-
sity values but which are found at coronal heights, suspemuehe magnetic field.
Prominences and filaments are the same structure obsenmddifferent points of
view i.e., prominence is the term for the structure sethe limb (as shown in Figure
1.11), while filaments are seen on the disc. Chapter 6 coat¢kenstudy of a particular

prominence where this topic is discussed in more detail.

13
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Figure 1.11: Series of images taken with SB@ showing the eruption of a promi-
nence on the 15 September 2010. Credit: NASA0.

Solar Flares

Solar flares are characterised by a sudden burst of enerdned®uin which is observed
as a release of radiation across the entire electromagsictrum (i.e., from radio,
through optical, up to X-ray and gamma-ray). Solar flaresassociated with active

regions and are therefore more numerous at solar maximuarl¢Ghneau et al. 2001).

The total energy released by a flare can vary widely with theuwence of smaller
events being much higher than larger ones (Fletcher et &fl)20The size of a flare
is denoted by its classification: A (for background leveldgr followed by B, C, M
and X. Each level represents a flare with ten times more erikegythe previous level.
Figure 1.12 shows observations from the SoHO satellite ®&thn on the 28 October
2003 when an X17 class flare was observed. The active regamtitrred in released
many flares around this time including the ‘Halloween’ flaf@eh caused the aurora to

be seen at much lower latitudes than usual (Tsurutani e0@6)2 Studying solar flares

14
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11:30 UTC Large Angle and Specirometic Coronagraph (LASCT

-

i
- i
{

= X177 Solaf Fare

T

Ta:24 1182 UTC

Michakon Doppier imogar (MO0 Extrerne Litrorsciat Imaging Telescope (EIT)

Figure 1.12: Images from three of the SoHO instruments shgpwaisolar flare on the
28 October 2003. Top image shows the resultant CME imagedASAdO while the
bottom-left panel shows a continuum image from MDI showing sunspot group the
flare originated from. The bottom-right image shows thersditon caused by the flare
in EIT. Credit: NASASoHO
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is an important area of research as they have a profofiiect ®n space weather. Under-
standing the mechanisms responsible for them would alloneraocurate predictions

to be made which would help to safeguard future space missiod satellites.

1.3 Measuring Coronal Parameters

Today, with the abundance of solar observations availadeientists, there are numer-
ous ways in which this data can be analysed in order to infeiptiysical parameters
of the plasma. This section briefly outlines the primary rdthused to study coronal

features such as loops and various considerations thaldshekept in mind.

1.3.1 Background subtraction:

Before analysis can begin on a coronal structure a suitabtead of background sub-
traction is needed. This is due to the overlying intensityseal by other bright structures

lying along the line of sight of the observation and can beexied in a number of ways.

Cirtain et al. (2007) used the standard approach where tbfyed a quiet area near
the loop they were studying and used the average value afsityewithin this region
as their value for background emission. They also pickedraa aver some moss
structure (the area around loop footpoints) and definedthise maximum background
emission. Reale et al. (2000) decided against this methddretead picked a quiet
frame from their data set where the loop they were studyingddcoot be seen and took
the value of each pixel to be the background value. ffedent approach was conducted
by Tripathi et al. (2009) where the background levels weteitbby following a path
alongside the loop being analysed in order to get accuratdtsefor the background
levels at diferent heights throughout the plasma. Del Zanna (2003) atsdrthat the

effect of foreground and background emission was a greatetgunotor observations
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on the limb while on-disk measurements were less obstrudteid can be an important

consideration when choosing data or planning observations

1.3.2 Density determination:

The density of coronal plasma can give a lot of informatiortfenstructure and filling
mechanism of the loop. Throughout the literature the m@jafiauthors have used the
same method: the line ratio method. This involves using filata a spectrometer (e.g.,
SoHQCDS or Hinod¢EIS) and using the ratio of the intensity values from a dgnsit

sensitive pair (described in detail in Young et al. 2007)nthen to calculate the density.

An example of a coronal loop study which employed this mettsodripathi et al.
(2009) who measured several density sensitive pairsviVBB(278, Six 258261 and
Fexm 18§195) along one specific loop. They found that electron densitied from
10%m3 at the footpoints to &Fcm3 higher up on the loop apex. They noted a vari-
ation within the density values from the three ratios thdtrbt always fall within the
error range. This suggests it is worthwhile trying out a fewedent methods in order
to check the accuracy of the results. Results from otheroasittovering the topic of
density diagnostics can be found in Del Zanna & Mason (2098)ng et al. (2007),
and Tripathi et al. (2008).

1.3.3 Temperature determination:

One of the main issues surrounding the temperature detationof coronal loops is
whether or not the loops are isothermal or multi-thermahglthe line of sight. It can
be dificult to differentiate between an isothermal distribution and a naristsifoltion

measured by spectrometers due to limitations in the rasalof current instrumenta-

tion.
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Certain studies such as Warren et al. (2008) concludeddbaslwere not isothermal
in contrast to most of the literature. For example, Del Zaf2@®3) and also Del Zanna
& Mason (2003) looked at active region loops using SgEDS and TRACE in order

to accurately calculate density and temperature withip$cend found that many pre-
viously published results were overestimated due to pockdraund subtraction meth-
ods. They also found the the ‘1 MK loops’ seen most clearly RATE 171A were

nearly isothermal along their lengths with a constant dgasiross the loop. They made

note of the poor diagnostic ability of TRACE for temperatdegermination.

Accurately determining the temperature of coronal loopanismportant area of re-
search as pinning down this factor will help to understareditbating mechanisms at
work. This is not an easy thing to do however, as direct measents cannot be taken.
The information gathered by solar instruments is integratieng the line of sight so
contributions may be counted from other sources. Inforomaftiom imagers and spec-

trometers can be used to infer a plasma temperature of aydartstructure.

The five main diagnostic methods used to infer plasma terhperare:-

e Bandpass observationswhere the temperature of the plasma is inferred by the
wavelength of the bandpass filter the feature appears ins @dn be useful as
an indicator but cannot give an accurate measurement. éPnstduch as line-of-
sight dfects and contributions from double-peaked instrumenomespfunctions

can cause inaccurate conclusions.

e Filter ratio: authors such as Noglik & Walsh (2007) and Aschwanden et al.
(2000b, 2001) used the ratio of intensities seen in TRACE Ebahnels to infer
plasma temperature. This method can be unreliable as impeamised if one of

the filters has inherent inaccuracies.

e Lineratio: similarto the density determination described above jttaghod uses

the ratio of two temperature sensitive spectral lines teritiie thermal structure
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of the plasma. See Young & Landi (2009) for more details.

e Emission Measure Loci: the EML method (see e.g., Jordan et al. 1987; Del
Zanna et al. 2002) uses information from spectral lines oblaservation. This
method is very useful for determining isothermal plasmad badi et al. (2012b)
point out that this method fails at giving a measure of thesutainty in the results.

This method is described in more detail in Section 3.3.1.

¢ Differential Emission Measure (DEM):this technique has a fewftierent meth-
ods of reconstructing the thermal structure of coronalmkase., iterative, direct
inversion (see Section 5). The distributions calculatethizymethod give an in-
dication of the spread of the plasma oveffelient temperatures and also allows
conclusions to be drawn about whether plasma is isothermaldtithermal. A

full description of this method is given in Section 4.1.3.

1.4 Remaining issues in solar physics

The incredible advances in solar physics over the last S5syweake it a very exciting
field to work in. With more and more data coming in of higher dagher resolution,
scientists are in a unique position to try and tackle soméefrémaining unknowns.
Aschwanden (2008) outlined the ten outstanding problerasler physics over the past

60 years - only two of which have been solved.

The list includes remaining issues such as understandengdional heating problem,
magnetic reconnection processes, particle acceleratiflares, CME mechanics, and
the hydrodynamics of coronal loops to hame just a few. Thaspaint in particular is

very relevant to the work presented in the bulk of this theBinge issue of whether coro-
nal loops are in hydrostatic equilibrium or not is one thatesy important to theorists

and observers alike.
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1.5 Synopsis of thesis

This thesis is arranged as follows. In Chapter 2 the solaerebsion satellites used
within this work are described with special attention paidite particular instruments
utilised in the four main science chapters. These main seiehapters (3-6) progress
from examining small-scale<O Mm) coronal features up through medium-scale (10—
100 Mm) and finally to large-scale-£00 Mm) ones in order to tie together the common

observational techniques and analysis methods used thwatthis thesis.

Chapter 3 presents a case study of a small-scale corona} Xright point (XBP).
Results concerning the evolution and plasma parametemgekanbserved within the
XBP over its entire lifetime are detailed and various sogequestions are addressed.
Findings concerning how the physical attributes of theldrpint (e.g., temperature,
density, filling factor) change over time are used to infemitigins and track its evolu-

tion.

Chapter 4 explores the parameter space of a multi-straedgdsimulation in order to
achieve a number of goals: (i) to check the model is behavirgphysically realistic
way, (ii) to determine in what way the model ‘observablesj(eDEM distribution and
intensity values) change due to the changing input parasjedad (iii) to see if these

changes constitute a ‘unique signature’ that could be ugmfinterpreting real data.

Chapter 5 tests the accuracy of applying an iterative DEMesatode to the results
already produced by the loop simulation. By comparing theVDgblutions of the
solver with the ‘true’ DEM the simulation has calculateds tpplicability of the solver
to interpret real data can be tested. Firstly, a detailed sagly is conducted to define
all the parameters relevant to determining the ‘goodnésg-of each DEM solution
to the original. Secondly, the solver is applied to variaussrof the simulation in order

to see where it does and does not do well.

Chapter 6 moves on to study a large-scale coronal struatutesiform of an erupting
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polar-crown prominence. The structure and evolution ofgf@minence material and
cavity are investigated over the course of the eruption. mbest likely trigger mecha-

nism of the eruption is also investigated using dual séedbservations.

Lastly, Chapter 7 summaries the final conclusions reachedecning the structure and
evolution of the various coronal features investigatedriodes future directions that
each chapter could take (and the upcoming missions thataeilitate this future work)

are also detailed.
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Solar Observations: Satellites and

Instrumentation

Observations of our nearest star underwent a serious aranafion in the mid-20th
century due to the advancement in rocket technology. Befosetime, ground based
observations were the only available source of informatiosolar activity. The Earth’s
atmosphere and magnetic field help to ensure that high-gmadiation and particles
cannot reach the ground. This means that any instrumentngisb observe the solar

corona and the high energy phenomena that occur there nbedilaced into orbit.

The early solar observation programs of the 1960’s and Zisthe foundations for later
missions and uncovered the first views of the dynamic solesna Later missions
such as Skylab (1973-1979), the Solar Maximum Mission (+2889) and Yohkoh
(1991-2001) to name only a few, were instrumental in disdogeand analysing many

different types of coronal phenomena.

Today, we are lucky to have many operational solar satg|lgach contributing to the
vast knowledge base of observational solar physics. Thapteln describes the main

missions and instruments associated with the work pregemtiis thesis, as well as a
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brief summary of some of the future missions to look forwarthtat would complement

and help to extend this work.

2.1 SoHO

The Solar and Heliospheric Observatory (SoHO) satellitaiihgo et al. 1995), launched
in 1995 and still operational today, has made an incredibferibution to the field of

solar physics due to both the large number of instrumentsites, and its location.

Figure 2.1:Left: artist's impression of the SoHO satellite in spaBeght: photograph

of the SoHO satellite being prepared for launch. The stgalimensions are approx-
imately 4.3 x 2.7 x 3.7 metres with the solar arrays takingwidth to 9.5m when
deployed.

SoHO orbits around the First Lagrangian Point (L1) whichosated along the Earth-
Sun line at around 1.5 x $#&km from Earth. This allows the satellite to have an unin-
terrupted view of the Sun with no eclipse periods causinggaphe data. The satel-
lite houses twelve dlierent instruments, each capable of working together inrdale
measure dierent observables. The names of these instruments areigiVable 2.1.
SoHO has been operational for 17 years due to the numbereyigrns the mission has

been given. This has allowed the satellite to observe theo8enan entire solar cycle.

The instruments onboard SoHO are still operational but aaiestarting to have their
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operations scaled back due to newer satellites being |laghelith similar (but better

resolution) instruments.

Instrument Full name

CDS: Coronal Diagnostic Spectrometer
CELIAS: Charge, Element, and Isotope Analysis System
COSTEP: Comprehensive Suprathermal and Energetic Rafticlyzer

EIT: Extreme ultraviolet Imaging Telescope
ERNE: Energetic and Relativistic Nuclei and Electron expent
GOLF: Global Oscillations at Low Frequencies

LASCO: Large Angle and Spectrometric Coronograph

MDI/SOI:  Michelson Doppler Imaggolar Oscillations Investigation
SUMER:  Solar Ultraviolet Measurements of Emitted Radiatio
SWAN: Solar Wind Anisotropies

UVCS: UltraViolet Coronograph Spectrometer

VIRGO: Variability of Solar Irradiance and Gravity Osciil@ns

Table 2.1: List of the instruments that make up the scienpéigload of the SoHO
satellite.

Two of the instruments onboard SoHO are described in mor&ldetthe following
paragraphs as they have a bearing of some of the detailsivtrk. Descriptions
of the other instruments onboard SoHO are outside the scbffesowork but more

information can be found in Domingo et al. (1995).

211 EIT

The Extreme ultraviolet Imaging Telescope (Delaboudmigt al. 1995) observes the
full-disc of the Sun in four EUV wavelengths (171A, 195A, Z84nd 304A- shown in
Figure 2.2) allowing plasma from the transition region te kbw corona to be viewed.
Table 2.2 gives more details of the particular temperataneisobservational targets that

each channel has.

EIT is currently on reduced operations (due to the launchhefitnproved imager
SDQAIA, see below) but at its peak it took a full-disc image of then in each chan-

nel with spatial resolution of5 arcseconds approximately every 12 minutes. Since
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2012/06/04 1200

Figure 2.2: Images taken with the SoHEDT instrument in the four wavelength
channels available- 171A (top-left), 195A (top-right), 428 (bottom-left), and
304A (bottom-right).

Wavelength  lon Peak temperature Target observation
304 A Hen 8.0x 10K chromospheric network; coronal holes
171 A Ferx-x 1.3x1¢K corondtransition region boundary;
structures inside coronal holes
195 A Fexn 1.6x 10K quiet corona outside coronal holes
284 A Fexv 2.0x 16 K active regions

Table 2.2: SoHO EIT bandpass information. Adapted from Balainiere et al. (1995).
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August 2010, most of EIT’s telemetry bandwidth has beencatied to the LASCO
instrument with only a couple of EIT images being taken a aays§/noptic purposes.
EIT provided almost 15 years of observations and revoligeshthe way the corona was
viewed. Originally designed to provide context for the otimstruments, its workload
was increased after the amazing imaging power of its founiclis was seen. Many
major discoveries have been made with EIT. One example ifir8teobservations of

travelling waves (Thompson et al. 1998), correspondingiyied ‘EIT waves’.

2.1.2 MDI

The Michelson Doppler Imager (Scherrer et al. 1995) meadure-of-sight (los) mo-
tions on the solar surface as well as measuring the los madiedtl of the Sun. The
first measurement is very useful for solar oscillation stadvhile the second is cru-
cial for modelling the magnetic field of the Sun as well asnptteting coronal images.
Figure 2.3 shows an MDI magnetogram (left) and continuungen@ght). The black
and white pattern on the magnetogram represents areasitv@@shite) and negative
(black) polarity which can be thought of as magnetic fielchgaut of and into the solar

surface respectively.

MDI magnetograms were used in this work primarily to give teathto other smaller
field-of-view magnetograms (e.g., from Hing8&T, see below), as SoOHO has very
accurate pointing and MDI has been well calibrated over gay. This allows cross-
calibration of coordinates and magnetic field strengthlgetieebe made between instru-
ments. As of early 2011, MDI ceased normal science opeatioe to the launch of a
higher resolution magnetograph aboard SDO (see below).’d\iphtial resolution of
4” (full-disc) and 1.2” (high resolution partial disc) hasdn surpassed as well as its
temporal resolution. MDI typically produced a full-disc greetogram every 96 min-
utes (although it was also capable of making one per minot#)is generally not very

useful for studying small-scale changes that occur on gherf minutes) timescales.
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Figure 2.3:Left: SOHOQMDI magnetogram taken on the 22 July 19%ight: contin-
uum image taken with MDI twelve hours later.

2.2 Hinode

The Hinode satellite is a joint mission between the spacea@ge of Japan, the US,
Europe and the UK. It was launched on th82%eptember 2006, under its development
name Solar-B, into a polar sun-synchronous orbit. Thistorais chosen to allow 9
months of continuous observation of the Sun with 3 monthscopse seasons each

year.

The satellite observes the Sun at visible, EUV and X-ray Vesmgths with its three

instruments: the X-Ray Telescope (XRT), the Solar Optiedé3cope (SOT), and the
EUV Imaging Spectrometer (EIS). Hinode was designed fothitee instruments to
work together as an observatory in order to observe solangrhena from the photo-
sphere up through the chromosphere and transition regith@tocorona. The left image
of Figure 2.4 shows the layout of the satellite’s instrursent the satellite test model.
The ‘FPP’ (Focal Plane Package) and ‘OTA (Optical TelescApsembly) make up the

SOT instrument.
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3

Figure 2.4:Left: photograph of the Solar-B Mechanical Test Model which shtves
relative position and scale of the instrumerfRsght: artist’s impression of the satellite
in orbit. Image credits: JAXA.

221 EIS

Hinode’s EIS instrument observes emission lines with wavglhs in the ranges 170—
210A and 250-290A (Culhane et al. 2007). The instrument eanded to measure
spectral line intensities, Doppler velocities, and linelths. These measurements can
then be used to calculate values of temperature and dengfiynvhe plasma being

imaged.

1939 mm

Slit & Slit Exchange

1440 mm

1000 mm

Figure 2.5: The Optical Layout of Hinode EIS\SN and L\LW refer to the short (170-
210A) and long (250-290A) wavelength bands of the two CCBsage from Culhane
et al. (2007).

The instrument can observe plasma within a temperatureeran@.1MK up to 10MK
(Kosugi et al. 2007), has a spatial resolution of 2”, and camiged to measure plasma
velocity flows to an accuracy af5kms* (Culhane et al. 2007). All these factors go

towards making the EIS instrument an improvement upon &pectrometers such as
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the CDS (Coronal Diagnostic Spectrometer) aboard SoHO.

222 SOT

Hinode’s Solar Optical Telescope (Tsuneta et al. 2008)iges~arious information on
the magnetic field of the Sun. Unlike SoHO’s MDI, the SOT onésla partial field-
of-view of approximately 360x200 arcSemeaning that features up to the size of small

active regions can be viewed at any particular instance.

Heat dump mirror

| CFRP truss structure I

Primary mirror

[Collimator Lens Unit |

Polarization modulator: rotating quartz
waveplate, 0.625 Hz

Figure 2.6: The Optical Telescope Assembly (OTA) for the S&Trument. The aper-
ture of the telescope is 50cm. Image credit: JAXA.

The instrument comprises of two parts: the OTA (Optical Jetgpe Assembly) and
the FPP (Focal Plane Package). The SOT’s instrument padageains three main

sub-systems:

e The Broad-band Filter Imager (BFI),
e The Narrow-band Filter Imager (NFI),

e The Spectropolarimeter (SP).
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The spatial resolution of the SOT is 0.25” (c.f. SoHO’s MDlialihhas a resolution of
~1” for high resolution images and 4" for full-disc) and hasrag cadence range from
tens of seconds (for NFI) to a few hours for a wide-field scatin\8P (Tsuneta et al.

2008).

2.2.3 XRT

The X-Ray Telescope aboard Hinode images high temperatasenp and can be used
to study changes in the morphology and temperature of se#uifes. The XRT is a
grazing incidence telescope with an aperture of 50cm (sger€&i2.7). It focuses soft
X-rays from the Sun onto a CCD array and has nine X-ray arafiyigers (of varying

thickness and material) which allows plasma dfatient energies to be viewed.

Feed-Thru
Electrical™.

Graphite Tube
Assembly

Ascent Vents
2 places

Camera

Electrical Box

\ Front Door and
Hinge Assembly

Figure 2.7: The Hinode XRT Instrument. Image from Golub e{2007).

The XRT instrument is able to image features with tempeestwanging from 6.k
LogT/K < 7.5 and is able to discriminate between temperatures of £E0dZK (Golub
et al. 2007). The XRT has the highest resolution of any solaaytelescope to date
with the optical design and mirror quality allowing coromdhsmas to be images with
a resolution of 2” (Golub et al. 2007). The XRT has many imments on previous
coronal imagers: it has the broadest temperature rangeeondach allows many dif-
ferent types of feature to be studied as well as a high da¢aarad image cadence to

allow the study of features that show rapid changes in stra@nd temperature.
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2.3 SDO

The Solar Dynamics Observatory was launched on tifeFebruary 2010 and is now
studying the solar atmosphere at high spatial and tempesalution in multiple wave-
lengths simultaneously. The satellite comprises of thns&guments: the Atmospheric
Imaging Assembly (AIA), the Helioseismic and Magnetic IrragHMI), and the Ex-
treme Ultraviolet Variability Experiment (EVE). These ingnents are described in
more detail below except for EVE which is outside the scopisfwork. More details

on this instrument can be found in Woods et al. (2012).

The left panel of Figure 2.8 shows the satellite being preghdor launch and gives an
idea of the scale of the structure. The satellite measuges 2.2 x 4.5 metres and the
solar arrays are 6.5 metres across when deployed. The @aglet pf this figure shows

an illustration of where the three instruments are locatethe satellite.

AlA

£ o HMI

SOLAR ARRAYS
AN

)

HIGH-GAIN ANTENNAS

Figure 2.8: Images of the SDO satelliteeft: photograph of the finished satellite before
being stowed for launchRight: illustration of the satellite with the three instruments
highlighted.

The amazing stride forward that the AIA and HMI instrumergpresent in terms of

spatial and temporal resolution, is detailed below.
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231 AlA

The Atmospheric Imaging Assembly instrument (Lemen et @L.22) consists of four
telescopes that are designed to observe plasma in severaliimnd passes in the EUV
range. Figure 2.9 shows two representations of the AIA umsént. The top image
shows a photograph of the telescopes during the testingepiiabe mission while the

lower image shows exactly which of the telescopes produaels wavelength.

Y

< 1733mm

Figure 2.9:Top: photograph of the AIA telescopes taken during the satefitegration.
Bottom: Layout of the channels in the four telescopes. Telescop8sahd 4 rely on
filter wheels to change between channels while telescopep?ogman aperture blade
to select the dierent wavelength channels.
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Table 2.3 lists the diierent wavelengths imaged by AIA and the primary ions that con
tribute to each particular channel. The characteristignatures that these ions repre-
sent are also noted. It can be seen that some channels haygeradntributions which

can create problems when trying to interpret observatimm these channels.

Channel name Primary ion(s) Region of atmosphere CharT)og(
4500 A continuum photosphere 3.7
1700 A continuum temperature minimum, photosphere 3.7
304 A Hen chromosphere, transition region 4.7
1600 A Civ+CoNT. transition region, upper photosphere 5.0
171 A Ferx quiet corona, upper transition region 5.8
193 A Fexm,xxrv corona and hot flare plasma 6.2,7.3
211 A Fexiv active-region corona 6.3

335 A Fexvi active-region corona 6.4

94 A Fexvimn flaring corona 6.8

131 A Fevr,xxt transition region, flaring corona 56,7.0

Table 2.3: Information on the wavelengths imaged by AIA amel primary ions in-
cluded in each band pass. The target observation of eacinelhamd its characteristic
temperature are also noted. Table from Lemen et al. (2012a).

Figure 2.10 shows a selection of images taken with the tenreha listed in Table 2.3.

As with all solar images, the false colours are indicativéhefchannel being used.

The main advantage that AlIA has over previous coronal insaigehe very high spatial
and temporal resolution of the instrument. Although the TAsatellite (Handy et al.
1999) had a similar high spatial resolution (close to 1"pnty had a partial field-of-
view (8.5 x 8.5 arcminutes). TRACE also only took an imagegwanute (although in
certain studies it could take images much faster e.g., éeargeconds) and only imaged
in three EUV channels (at 171A, 195A, and 284A) as well as abua continuum and

UV wavelengths.

SDQAIA takes full-disc images of the Sun in six EUV channels gv&f seconds
making it a vastly superior imager compared to both TRACE @0HQEIT. The high
spatial and temporal resolution combined with its fulledfeeld-of-view, allows both

large and small-scale changes to be observed with an unjenetesl level of detail. An
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Observing the Sun's atmosphere with the Solar Dynamics Observatory

-

Figure 2.10: Selection of SD@IA images taken in the ten channels listed in Table 2.3.
The wavelength and characteristic temperature of eachnethamne noted next to each

image. Image credit: Dan Brown, UCLan.

SOHO/ET 1714 12—Jun—2010 12:59:23 UT SDO/AIA 1714 12—Jun—2010 13:00:11 UT

Figure 2.11: Comparison between the SgBII imager in the 171A channel (left)
and the SDQAIA imager in the same channel. The feature imaged is aneotgion
located towards the Western limb of the Sun on the 12 June.ZDA@ diference be-
tween EIT’s 5” spatial resolution and the 1” resolution ofAAk very apparent. The
field-of-view of each image is 260" x 220".
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example of this is shown in Figure 2.11 where an active reg@s been imaged by
both SDGQAIA (right) and SOHQEIT (left) in the 171A channel. The improvement in

spatial resolution from EIT to AlA is very clear.

Figure 2.12 shows a quick-look comparison between 8®and the other major so-
lar imagers of the last decade. As mentioned previously,i&Ehow in semi-retirement

due to the launch of AlA. For the same reason, TRACE ceasettpes in July 2010.

Temperature Coverage (MK)

Okk @3

10

LI !HHIl

N TRACE |

[ soware xrT__ N
I STEREO SECCHI e

Images per minute
[

I !IHIHl

o1l | | SOROEIT —
“E Granulation Moss Layer AR Loop Length Filaments
= < Pore > < « — > CMEs _ _______|
B D Chromospheric Thickness Sunspot Diameter Solar DiaTeter
- Vv M sraares W | . Nl —

! 10Spatial range (arcsec)100 1000

Figure 2.12: Comparison of traits of the five major coronagars of the past decade.
Image credit: K. Schrijver, LMSAL.

AlA Temperature Response:

The AIA wavelengths and characteristic temperaturesdisteTable 2.3 indicate that
one or more of the channels may have contributions from rthtimal plasma. The
effect of this is explored by looking at the temperature respafishe instrument in the
six EUV channels dominated by iron emission. Figure 2.13wsteplot generated from
the aiagetresponse.pro routine where each channel’s response idatelt from the
effective-area functions coupled with the solar emissivitguated from the CHIANTI

(Dere et al. 1997; Landi et al. 2012a) model.

Since the satellite was launched, a number of issues wiietfesponse functions have

been raised. Aschwanden & Boerner (2011) detailed a probligimthe 94 A channel
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AlA Temperature response curves
T
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Figure 2.13: Plot of the temperature response functionhéosix EUV channels. These
functions are generated using the_getresponse.pro routine within SSWIDL.

36



CHAPTER 2

where the #ect of the lower temperature contribution was questionetieyTnoted
that the double peak in the temperature response functioaused by the Felines

at log(T)»~6.1 and the Fevm lines at log(T)6.8, but that the strong emission seen at
log(T)~6.0 in 94 A suggests that some of thexFgansitions are missing from the

CHIANTI (v7.0) atomic database code. Thefjey a correction factor of:

Qoa=67+17 (2.3.1.1)

which should be applied to the data as follows,

Ro4(T)™™ for lo <6.3
Roo(T)™P = CJoaRo4(T) g(T) (2.3.1.2)

Roa(T)™™  for log(T) > 6.3

94 A Response Function
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Figure 2.14: Plot from Aschwanden & Boerner (2011) showireggmpirical fix applied
to the nominal temperature response function in the 94 A mblamsing the correction
factor given in Equation 2.3.1.1.
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As of February 2012, the aigetresponse.pro routine included keywords to update the
emissivities to the newest version of CHIANTI (v7.0) as wasl dfering an empirical

fix for the missing emission lines in the 94 and 131 A channEigure 2.15 shows
the replotted temperature response curves (calculatdédtiagychiantifix keyword) as
dashed lines over the older values (solid lines). The wortkig thesis relating to the
AlA temperature response functions was begun before thpsreral fix was available.
For consistency, all calculations were carried out usiegdmperature response curves

seen in Figure 2.13.

AIA Temperature response curves — with chianti fix (———)
107%° T T T T T T T T T T T T T T T T T T T T T T
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1 0725 [
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5.5 6.0 6.5 7.0 7.5 8.0
Log T

Figure 2.15: Plot of the temperature response functionthfosix EUV channels gen-
erated with aiggetresponse.pro routine and utilising tfehiantifix keyword. Dashed
lines are the corrected values with the solid lines reptesgthe nominal responses.

The details of the spectral lines included in each of the Atarmels has been looked at
in detail by O’'Dwyer et al. (2010) and Del Zanna et al. (201@)Dwyer et al. (2010)
highlighted the dominant contributions to each filter and lloey depend on the region

of the atmosphere being imaged (e.g., quiet sun, activemegoronal hole, or flaring
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region). They advised caution when using the channels terebsliterent types of fea-
ture as the dominant ion in each case can change. Del Zanhg281Hl) extended this
work and noted that due to the unidentified lines in the 9444, and 211A channels,
as well as the cross-talk identified between the 131A and 38BAnnels, that care
should be taken when drawing conclusions from the data. 3$weiof the uncertainties
with the AIA temperature response functions will be furthretestigated and corrected

for in all future work.

2.3.2 HMI

The Helioseismic and Magnetic Imager (Scherrer et al. 20hBpard SDO is designed
to investigate the Sun’s interior as well as measure varamgects of the magnetic
activity. The instrument makes full-disc observationshaf Sun in the Fe6173 A ab-

sorption line and can measure oscillations and the magfetioon the photosphere.

The instrument was developed from the heritage of the S&HID instrument but has
significant improvements in terms of spatial and temporsdlgion. HMI produces a
full-disc Doppler velocity, line-of-sight magnetic fluxnd continuum image every 45
seconds. It also produces vector magnetic field maps evefy3S&econds depending

on the observing run selected. The spatial resolutieriiscompared to MDI's 4”.

Another diference between the two instruments was noted by Fleck &2Cil1§ who
concluded that the formation height of the spectral linksetl in HMI is slightly lower
(~100km above the visible solar surface) than the spectralused in the MDI instru-
ment (125km). The Fe6173 A line was chosen for HMI as it is more magnetically
sensitive than the Ni6768 A and is better at measuring the vector magnetic field-(No

ton et al. 2006).
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2.4 STEREO

Launched in October 2006, NASA's STEREO (Solar TErrest&lations Observa-
tory) satellites are providing a unique view of the Sun frdmait two vantage points.
Launched as a pair, the nearly identical satellites orkiStn both ahead (STEREO-A)
and behind (STEREO-B) the Earth in order téen a 3D view of the Sun and the Earth-
Sun line. The separation of the satellites is increasing twee (around 22 per year)

with the angle of separation between the Earth and eacHiteael116° on the F' of

June 2012 (see Figure 2.16).
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Figure 2.16: Image showing the positions of the STEREO A asdiBllites relative to

Earth on the 1 June 2012.

The STEREO satellites carry a host of instrument packagagifeed in Figure 2.17.

These packages are named:

e SECCHI: Sun Earth Connection Coronal and Heliosphericdiigation, (Howard

et al. 2008)

0.0
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e SWAVES: STEREQ@NAVES, (Bougeret et al. 2008)

e IMPACT: In-situ Measurements of Particles and CME Transgib.uhmann et al.
2008)

e PLASTIC: PLAsma and SupraThermal lon Composition, (Gaétial. 2008)

Details of all these instruments can be found within thevah references but most are
outside the scope of this work. Information on SECEHIVI is detailed here as this

instrument was utilised in Chapter 6.

SECCHI
(SCIF}

S/WAVES F
antennas
IMPAGT

(Magnatometar)

IMPACT
(STE-D, SWEA)

Figure 2.17: Images of the STEREO satellitégft: schematic of the location of the
various instrument packages onboard STEREO-A anRight: artist's impression of
the two satellite in orbit before they move apart.

EUVI

The Extreme Ultraviolet Imager (EUVI; (Wuelser et al. 200#yms part of the SEC-
CHI instrument package onboard both STEREO satellites tdlbscope is designed to
image the surface of the Sun in four wavelength channelsdardp view structures at
different temperatures - particularly areas where Coronal Hgssions are thought to
have initiated from. The wavelengths imaged by EUVI are th@e as those seen by

SoHQEIT i.e., Hen 304A, Fex 171A, Fexn 195A, and Fev 284A.
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Figure 2.18: Image taken on 28 February 2010 of a promineeea §om the two
points-of-view of STERE@EUVI in the 304A channellLeft: view from the STEREO-
B EUVI instrument showing a rising prominendeight: same-time image of the promi-
nence seen by STEREO-A EUVI revealing another perspecIivis. helps to show the
importance of a multi-viewpoint observation as the streewf the prominence is seen
differently by both satellites.

The instrument was a significant improvement on SAEHD with higher spatial resolu-
tion and temporal cadence, as well #&adng a unique dual-perspective of the full solar
disc. The spatial resolution of the instrument3.2” (Aschwanden et al. 2008) com-
pared to the 5” resolution of EIT. The temporal resolutiothaf telescope is also higher
than EIT at 4 minutes (compared to 12 minutes). An exampleetiual point-of-view
of the satellites is shown in Figure 2.18 where a prominenggti®n is observed in the
304 A channel. The apparent structure of the prominenceysdifierent depending on
the viewing angle. This shows why the STEREO satellites argssful for interpreting

the 3D morphology of coronal structures.

The temperature response functions for the four EUVI chisnaw shown in Figure
2.19 where it can be seen the imager covers temperaturesdredb< logT(K) < 7.5

but that there is a lot of overlap between the each of the fauectfons (most of which
are also very wide). This suggests that the imager can betasefér temperature but

that robust calculations cannot be made based on the imagealkbne.
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2.5 Future Missions

Our understanding of the solar atmosphere has advanceficsigtly in the last 10-15
years with observations reaching a higher level of precisizery time a new mission
is launched. This progress is showing no signs of slowint) miany new and exciting

missions planned in the next ten years alone.

A feature a lot of the upcoming solar missions have in comm@shift towards study-
ing the chromosphere. This is an important layer that has bemewhat sidelined by
more high temperature observations in the past. The newatmeof missions feature
instruments which aim to study the dynamic chromosphm@rmsition region in more de-
tail than ever before in order to study the flow of mass andgnieetween the dierent

layers of the Sun.

Several of the upcoming missions that are pertinent to fhe ¢f work discussed in this
thesis are described in Chapter 7 where relevant detaitsesktmissions are provided

as well as how they could help to facilitate the proposedr&utuork on each topic.
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Figure 2.19: EUVI temperature response functions of the ébiannels. Legend notes
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10000 = 1 T T 7 T 1 T 1 L | T 1 T T T 7 L | e P ) =
2 17,1 — |1
- 19.5 . o |5
F _ 28.2 1
- N FEA i 1
L / A -

V4 N
Fi T
1000 = / % 3
e / \ & 3
C ! [ ]
- x’l E I'I_ 3 7
i A / I ]
" N / s A oE 1
H a i TR,

100 ! e R ,;E\, B -
= -4 '{‘ . i Ty 3
= 7 . - f '\\_-._\ 7]

T s L
C g1 e / \ b ]
i i il T
i .'ll. e \_“_,é V& \‘ -
] i r ! ‘v"\ -4
2 if g 4 -","1;_ 7
2 I Rt % ¥ 4 1
g ;-_f’ \ R . 7 |
E fjl N xR B 3
S L N 1
- e T 3 ]
] ¥ | VR 5
o P ¥ Bim o8 ]
| r :' | I'-, ‘\‘,"-' H
1 foc If R
: | e
1 il a0 T O T TR B T T 1 NS T |""|’"/\q| i RN I
4.5 5.0 5.5 6.0 0.5 7.0 7.8
leg T (K)

channel wavelengths in nm. Graph from Wuelser et al. (2004).

44



Chapter 3

X-Ray Bright Point work

The corona is an inhomogeneous and dynamic part of the doh@sahere containing
a vast array of features. As previously mentioned, thisisHesks at coronal features
ranging from small (a few Mm), to medium (10-100 Mm) and tg&100 Mm)

scale. This chapter showcases an example of a small-scaleatdeature called an X-
ray bright point. This work was written up and accepted fdslmation in January 2011
and all figures and text have been adapted from the articleafder, Del Zanna, and
Maclean 2011. This article and the work presented in thipthds a full re-analysis
and major extension of work begun in Alexander (2008). Thiedavork involved a

preliminary analysis of the XBP at one point in time. Much maletailed analysis,
covering a fuller range of topics, is presented in this chiapthere the bright point has

been analysed over its entire lifetime to study its evolutio

3.1 Introduction

X-ray bright points (hereafter XBPs) were first observed lyava et al. (1970) while
studying images of the X-ray corona taken during an Aeroloekat flight in 1969.
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The first detailed study was from Golub et al. (1974) using@adedm Skylab. They
found that XBPs have an average lifetime of 8 hours, an aeesage of 30", and are
composed of a diuse aspect and a bright core. The enhanced X-ray emissioinéya
exhibit is due to their electron density being typically #mes higher than the coronal
average (around 5 x 8&m3). NIXT (Normal Incidence X-Ray Telescope), as well
as TRACE (Transition Region and Coronal Explorer) obséwatlater showed that
XBPs are composed of multiple compact loops (see e.g., Betval. 2001a; Parnell

et al. 1994).

About one-third of bright points are associated with emmeggiphemeral regions, while
two-thirds are associated with cancelling magnetic fragsésee e.g., Harvey 1985;
Brown et al. 2001b). The process of flux emergence and caticsllin connection with
XBP occurrence is quite complex, as shown by Harvey et aB419XBPs can occur
from magnetic bipoles emerging, cancelling, emerging tacelling, or even when no
visible bipole exists. They also stated that two thirds bhagnetic bipoles observed
have no corresponding XBP and that bright points only ocduemthe magnetic field

lines of the bipoles interact and reconnect with the ovadyglobal magnetic field.

As in the general case of the solar corona, itis quite clesrttie XBP emission is pow-

ered by the release of magnetic energy, however the detailasive. Various models
have been put forward such as the Converging Flux ModelgPeisal. 1994) to explain

the interaction of the magnetic field and the creation of afPXBhe model consists of
three main stages: (1) “The Pre-interaction Phase” whexdwio unconnected areas
of opposite magnetic polarity approach one another, (2g*lhiteraction Phase” where
energy is released as the fields of the two areas reconnating¢he XBP, and (3) “The

Cancellation Phase” where the fragments cancel each otbetisappear. Another pos-
sibility is ‘stick slip’ magnetic reconnection, which sHdwccur along separator field
lines and should be associated with sporadic energy raleas@roposed by Longcope

(1998).
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It is still not clear if XBPs are heated in a steady or impudsiay. For example, Nolte
et al. (1979) used X-ray imaging at about 90 seconds cadenegeriod of 25 minutes
for a few XBPs to show that the emission appeared as stedldgugh rapid disappear-
ances were found, following brightening. Habbal & Withb(@681), on the other hand,
found evidence of variations of EUV emission in chromosphéransition region and
coronal lines, on timescales as short as 5.5 minutes (trencadf their Skylab obser-
vations). Some work based on SoHDS and SUMER spectroscopic observations to
study XBPs at transition region temperatures followed ésge Madjarska et al. 2003;

Ugarte-Urra 2004; Ugarte-Urra et al. 2005).

In this chapter, a case study of one particular X-ray brighmipobserved with the Hin-
ode satellite over a period of 12 hours is presented. Allghnstruments onboard
Hinode were utilised in order to investigate the measurablgsical characteristics
of the feature such as temperature, density, filling faddappler velocities, cooling
timescales and magnetic field strengths over the entitenhiéeof the XBP. Once these
measurements have been made, conclusions can be drawrtabbkely source of the

XBPs heating.

Measurements of EUV coronal line profiles and photospheagmstic fields, together
with estimates of coronal magnetic fields are fundamentigbtheories. A large liter-
ature exists, however a comprehensive study has been daciie suite of instruments
aboard Hinode (Kosugi et al. 2007) is extremely well suitesttidy XBPs for a variety
of reasons. First, XPBs small sizes and short lifetimes mbantheir entire evolu-
tion, from birth to disappearance, can be followed with thedde instruments. Indeed,
telemetry limitations and high temporal cadence normailystrain the FOV of the Hin-
ode instruments to be of the order of a few arcihimeaning that large regions cannot

be observed.

Second, the temporal cadence and spatial resolutions d¢ditltedle X-Ray Telescope

(XRT) and the Solar Optical Telescope (SOT) are higher coeth what was available
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with previous instruments. XRT has a resolution of 2” (Goétlal. 2007) while SOT
provides imaging and spectropolarimetry at 0.32 and 0.&60lution, i.e., far superior

than what was previously achieved with e.g., the SEWDI instrument.

As described below, SOT data show that the rate of magnekafnsity emergence
and cancellation in quiet Sun areas, where most XBPs areefiyrotcur on timescales
much shorter (i.e., minutes) than previously thought (tyeseen in the SOT Movie
xbp_sot.mov). Third, the Hinode EIS instrument (Culhane et @D7) is far superior
than any previous spectrometers flown on satellites in giogiaccurate measurements
of coronal densities and temperatures for XBPs. Also, feffitist time it allows detailed
studies of line widths and Doppler-shifts in coronal linegmething that has already
added a new dimension into the problem of understanding Hasna is heated and

cools in active regions (see e.g., Del Zanna 2008b).

The entire Hinode database was surveyed to find a suitableostrved case to be
studied. From the Hinode observations, described in Se8t, the physical properties
of an XBP such as density, temperature, velocity flows, miagfield strengths were
obtained for its entire lifetime. Cooling times were alstraated. This is the first time
that such a complete set of physical parameters has beemnprddor the entire lifetime

of an XBP.

As regards measurements of electron temperatures, in meysbps literature they were
obtained with broad-band filter ratios, which are inherestlbject to large uncertain-
ties. A few more direct measurements using spectral linest,exowever this is the
first time that the emission measure loci (EML) method (sexi@®3.3.1) is applied to

measure the temperature of an XBP d@fatent times over the feature’s lifetime.

Few results exist in the literature regarding direct measents of XBP electron den-
sities at coronal temperatures. In most cases, only measuits at one point in time
are provided, whilst here several measurements which $yalifétime of an XBP are

calculated.
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SOHO/MDI 11=0ct—2007 00:00:01 UT HINODE SOT/NB 11-0ct—2007 00:36:34 UT

Figure 3.1: The top panel shows a negative image of full dir@ XAl_poly/Open filter
showing the location of the XBP at 00:07:11 UT on 11 Octobé&720he over-plotted
boxes show the EIS and SOT full fields of view. The lower lefiglashows SOH@DI
data with the three magnetic source regions labelled asateeyeferred to in the text.
The lower right panel shows same-time SNFI data. The field-of-view of both lower

images is 100" x 85”.
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In most cases, estimates of cooling times have not been bastect measurements of
densities and temperatures. For example, Habbal et al0jE88umed the temperature
was the peak formation temperature of the lines, while tmsitfewas estimated from

an assumed constant pressure. Also, most previous estimiatadiative losses have
used power-law fits, whilst here the coronal radiative lesgieh the latest atomic data

(CHIANTI v.6) have been calculated.

In terms of Doppler-shifts, very few previous measurementXBPs exist in the lit-
erature. A few measurements from SofSOMER (e.g., Madjarska et al. 2003) have
been published, but were limited to low-temperature linBsosius et al. (2007) pro-
vided Doppler measurements at ‘coronal’ temperaturesiduan EUNIS rocket flight,

but lacked spatial and temporal information.

Pérez-Suarez et al. (2008) presented one Dopplergramaxin ffom a single observa-
tion, and found spatially-variable red and blue-shiftsrdéor the first time a complete
sequence of Dopplergrams of an XBP is presented. It has bex@an whether the ob-
served velocities are a direct measure of reconnectioromgfbr if they are signatures

of chromospheric evaporation, or something else entirely.

To gain an additional perspective on the processes at waeksitnilarity of the X-ray
structure of the XBP was compared to a potential field modeis Work was done by
Dr Rhona Maclean (previously of the University of St. Andsvand is presented in
Section 3.3.5 where the evolution of the coronal magnetid figth potential field ex-
trapolations is modelled, and Section 3.4.2 where a dismugsgiven on the energetics

and correlations between magnetic fields and coronal eonissi
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3.2 Observations and data analysis

The online Hinode SDC Europe Archive was used to search fod gservations of
XBPs. The criteria were that the XBP should be well within tieéd-of-view of the

Hinode instruments and observed over many hours. Heregthdts concerning one
such XBP are presented. The X-ray bright point studied haseabserved with Hinode
between 2007 October 10 18:45 UT and 2007 October 11 07:1Fiduire 3.1 shows
the location of the XBP on the 11th October 2007, in a quiet &gion close to Sun

centre. This position makes line-of-sight analysis moeate.

The Hinode observations consist of a long sequence of XRT,&8W EIS observations.
The Hinode spacecratt in its normal mode tracks a solar feafis the Sun rotates, so
in theory the FOV should be the same over time for the varingguments. However,
thermal changes along the orbffect each of the instruments infidirent ways, creating
a considerable ‘jitter’ of a few arcseconds over short (rtesytime-scales. The fact
that the pointing of the instruments is not stable requirsgaificant amount of extra

analysis, described below.

3.21 XRT

The XRT data considered here were taken with the Al-ffohen filters and a FOV
of 384" x 256”". The XRT has a lower energy X-ray cut-¢han the SXT (Soft X-
Ray Telescope) aboard Yohkoh meaning that the XRT can obseronal plasma with

temperatures of 1 x £ or lower (Kosugi et al. 2007).

The data were processed using XRREP and the XRT jitter has been corrected for
by cross-correlating successive images. The pointingeptrtial-frame images were
obtained by cross-correlating with available full-dis¢adarhe pointing of the partial-

frame images is susceptible to error due to spacecraft menenin order to correct
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Figure 3.2: Evolution of negative XRT images with co-aligri@OT contours overlaid.
Unfilled grey contours indicate negative magnetic flux arelfited grey contours rep-
resent positive flux (contours are at le50 G). The FOV is 80" x 70”.

10—0ct—2007 19:31:33 UT 10—0ct—2007 20:34:33 UT 10—0ct—2007 22:10:35 UT

10—0ct—2007 23:12:35 UT 11-0ct—2007 00:56:33 UT 11—0ct—2007 02:30:34 UT

11—0ct—2007 04:06:38 UT 11—0ct—2007 05:42:40 UT 11—0ct—2007 07:17:33 UT

Figure 3.3: Hinode SOQNFI Stokes V filtergram images of the bright point during
times corresponding to those of the X-ray XRT images of Fig. Fhe FOV is 80" x
70" and the range of the data4850 Gauss.
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for this, each partial-frame image must be aligned with alamfull-disc image. The
pointing of the full-disc images can be trusted more due ®\isible limb dfering
context. In the case of XRT, each partial-frame image wageoad to a same-time full-
disc XRT image (or a SoHEIT 195 A image if no full-disc XRT was available). By
matching up the features, the partial-frame images canteated to full-disc pointing.
Figure 3.2 shows a sequence of XRT images (negative) ovenexspan of 12 hours.
The XBP was composed of two main areas, a compact brighttstau¢size~10 Mm)
and a secondary, fainter loop system to the East. The segonwais clearly increasing

in brightness as the XBP evolves.

3.2.2 SOT

The SOT observed the XBP with both the Narrow-band FiltergengNFI) and the
Spectropolarimeter (SP). The NFI was used in the narrowfdBiimode, where imag-
ing inthe V, | Stokes parameters is performed in the Nee. The FOV was 276" x 164"
and the temporal cadence was about 1 minute. The filtergr@nd&ta were processed
using the standard processing routine PREP. The Stokes | and V data were used to
obtain, as described below, line-of-sight (LOS) magnegéldfdensity maps. The SOT
has an internal mechanism which can track solar featurespifethis, a considerable
‘jitter’ of a few arcseconds over short (minutes) time-g&as still present in both the SP
and FG data. This jitter in the FG data was corrected for bgszrmrrelating successive
images. Figure 3.3 shows a selection of these images witbaime FOV and timings

of the XRT images of Figure 3.2 for comparison.

As with the partial-frame XRT images, the S®BG Stokes V images are likely to have
slight errors in their pointing values. This can again beeced for by aligning each
SOT magnetogram with a same-time SQNDI LOS magnetogram which has more

accurate pointing values as it is full-disc. The pointingtio¢ full-disc images was
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obtained by fitting the visible limb. The features of the btigoint seen in each magne-
togram can easily be matched up in order to check how misadigach partial-frame

image is and correct for it.

Figure 3.1 shows two near-simultaneous observations oCAdB| and Hinode SOINB.
Notice the striking dierence in resolution between the full-disc MDI and $9B.
Once all the corrections were applied, and the FOV reduceth\ae of the SOIFG V
images was made (see Movie xbpt.mov). Notice in Figure 3.2 that the brightest part
of the XBP is associated with the largest magnetic fragmententrations, which are
converging and cancelling over time. The fainter XRT loopsreect the main negative
polarity (N1) with the fragments of positive polarity loedt NE of the main feature
(P2).

The SOT contours in Figure 3.2 are coloured to show tlfierint polarities (unfilled
grey contours for negative flux, and filled grey contours fasipve flux). It can be seen
that over time the main negative polarity splits into tworsegts: one that goes on to
cancel with the west positive fragments (P1), and one thaestowards the secondary
positive fragments in the east (P2). It can be seen that igatlpoint does not occur
exactly in-between the cancelling magnetic features aswadd expect. The XBP
seems to be concentrated over the central area of negatvwetiich is most likely due
to the influence of the secondary positive flux fragments.dyalso be a line of sight
difference between the fragments which are observed on thegphet@ and the XBP

on the corona.

The SP provides the line profiles in all Stokes parametef3, (U, V) and is sensitive to
magnetic flux of 1-5 Gauss (longitudinal) and 30-50 Gaussfverse) (Tsuneta et al.
2008). The SP performed various scans over the XBP, with th&' Glit over a FOV
of 157" x 162”. The data can provide vector magnetograms loertet are drawbacks
in using the SP data: the long time (typically 30 mins - 1 haarcan an area means

fast-changing features are missed, and the the¢onteélal efects that exist are flicult
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Figure 3.4: Graph showing linear relation between fgPldata and SQWB data used
for calibration.

to correct for.

The SP data was processed in the standard way within Sotaif®aé processing makes
various corrections, including an approximate one for tistrument jittering, and pro-
vides apparent longitudinal and transverse magnetic fietgsitly maps. The SP longi-
tudinal maps were then used to calibrate the NFI data. A@edfithe SP longitudinal
map that passed over the XBP took approximately 15 minutes tastered over. Aver-
aged FG V, | images were obtained during this time and useftairoa calibration of
the FG data using the apparent SP longitudinal map. Fite#G data were re-binned
to the same spatial scale as the SP data. Secondly, the tagethatvere co-aligned, and
an area centred on the XBP selected. Then, a linear coaelagtween the SP density
and the VI values was performed (see e.g., Chae et al. 2007). Thiarlmebation can

be seen in Figure 3.4.

Small discrepancies between the SP and FG dataset are tprégerto the dierent

scales and method of observations, as well as the fast tatgyalution of the magnetic
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fragments. The calibration leaves an uncertainty of therod 10-20 Gauss. It was
found that the stronger magnetic fragments (i.e., the malarjy fragments labelled

P1 and N1 in Figure 3.1) have typical flux densities of 100-G5@ss.

3.2.3 EIS

He Il 256.32 Log T = 4.7 Fe VIl 185.21 Log T = 5.8

Fe XII 195.119 Log T = 6.1 Fe XVI 262.984 Log T = 6.4

Figure 3.5: Negative EIS intensity maps of the XBP iffe@lient spectral lines observed
on 11-Oct-2007 at 00.10.47 UT. The FOV is 70" x 70".

The EIS instrument aboard Hinode observes emission linds wavelengths in the
ranges 165-211A and 246-291A (Culhane et al. 2007). EISed ts measure line
intensities, Doppler velocities (i.e., to show plasma flpwwsmperatures and densities
in the upper transition region and coronal part of the solarosphere. The spatial
resolution is only of the order of 3-4”, however the spectesiolution is very high and

allows measurements of Doppler-shifts of only a few krh s

The EIS observations were successive repetitions of antktly $CAM_QS 2AS_ CONTEXT)

which was designed by Dr Giulio Del Zanna, as part of a camptgbserve the quiet
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Sun. This study included 32 spectral windows and lines foraoner a range of tem-
peratures. The 2” slit covered a field of view of 120" x 360" én exposure time of
30 seconds. The time between successive files was 30 minitkes total of 22 rasters

being performed.

The SolarSoft routine EIREP was used to process the raw data. dftigpackage
(Haugan 1997) was then used to fit Gaussian profiles to allitles bbserved, using

custom-written programs to obtain intensity, position andith.

lon A(A)  Waveband Region log Tax(K)
Hen 256.320 Iw Chromosphere 4.9
Ov 192.910 SwW TR 5.4
Fevm 185.216 SwW Low Corona 5.6
Sivirk 275.35 Iw Corona 5.8
Mg vk 278.395 Iw Corona 5.8
Fexx 184.543 SwW Corona 6.0
Fexn 186.880 sw Corona 6.2
Fexnx 195.119 sSw Corona 6.2
Six*x 261.056 Iw Corona 6.2
Fexmx 202.044 SwW Corona 6.2
Fexvx  284.160 Iw Hot Corona 6.4
Fexvix 262.984 Iw Hot Corona 6.8

Table 3.1: Some of the prominent EIS lines present in the CB®I2AS CONTEXT
study used. TR refers to the transition region while SW andre¥r to the short and
long wavebands of the EIS CCDs. The approximate temperatpyeof line forma-
tion is also showrk indicates that these lines were used in the Emission Measiaie
discussed in Section 3.3.1.

The line fitting produced information on 32 spectral linesl drom these results, a
few lines were chosen to be looked at in more detail. Thesslialong with their
wavelengths and approximate temperatures, are shown la 3ah These lines show
how the features of the bright point change dfetent wavelengths and represent the

XBP from the chromosphere, through the transition regiathéocorona.

The EIS instrument has a complex internal and externatijijeto which only some
corrections can be applied. This was done by co-aligningrtbeochromatic EIS im-

ages in the hot lines with XRT images taken at similar timése §o-alignment is very
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accurate (1-2"), however the fast jittering of the EIS iastent while it scans means

that locations of EIS features can only be obtained with aui@cy of 3-4”.

As described in Del Zanna (2008a), one of the problems inrtagyais of EIS data is the
offsetin both N-S (18”) and E-W (2") directions between the tlwamnels. Thefbset in

the E-W direction means that observations in the two chararel not simultaneous nor
co-spatial however this onlyfi@cts rapid variations and not the observations considered

here.

Figure 3.5 shows monochromatic images of a selection of BES| The primary part
of the XBP is very compact in the hottest lines (e.g.x¥@. The transition region lines
(e.g., Fevm) and particularly the chromospheric Heonsistently show a bipolar struc-
ture in the main body of the XBP, which can be interpreted agdbtpoint locations of
the (unresolved) system of hot loops. The strongii266.32 A line (seen in the top-left
panel of Figure 3.5) is blended with many coronal transgjdrom Siv, Fexm, Fexu,

and Fex at least, the dominant one beingxSi

However, at the footpoints of coronal loops, theiHemission is so bright that blending
with coronal lines can become negligible. Indeed the madgahoof this line is similar

to that of lines formed in the transition region. This morjagy is also similar to that
noticed by Kankelborg et al. (1996) in the high-resoluti@f) fmages obtained by the
MSSTA rocket. XBPs have associated very strong neutraldgelr Lyr emission, often
resolved as a pair of footpoints. ke195.119 has the most intense emission suggesting
that the bright point has a maximum temperature within timgea6.Xk log T/K <6.3

and very little plasma emitting above 3 MK. The secondarylswucture to the east of

the main bright point is also clearly shown in this image.
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3.3 Results

3.3.1 Temperatures

The temperature of the XBP was investigated using the eomsaeasure loci (EML)
method (see e.g., Jordan et al. 1987; Del Zanna et al. 200@yre=3.6 shows an ex-
ample of one of the 22 plots that was made for each time-stegvas constructed
by plotting the ratio of the background-corrected intgnsdlues of the bright point in
eight strong emission lines (see Table 3.1) with the caledleontribution function, and

plotting these against an array of temperatures as shovine iequation:

EM(A,T) = G(';T) (3.3.1.1)

where EM is the emission measure of a spectral line (at wagéiel) at a given tem-
perature (T), ] is the background corrected intensity measurement in getsal line,

and G is the contribution function calculated for that spddine over a range of tem-
peratures. See Del Zanna et al. (2002) for a more detailedign on the various

ways in which to define emission measure.

In order to determine the temperature where the greatesbeuaof intersections oc-
curred, a simple histogram plot was made (Figure 3.6 loweepa This histogram
has a bin size of log /K = 0.05 and clearly shows that the specific temperature of log
T/K = 6.05 has the most intersections. This method was applieddio ef the 22 EIS
files studied and it was found that over the time period (12$)ihhe XBP was nearly
isothermal (i.e., each histogram was constricted to a netemperature range) with an
average temperature of 1.3 MK. The crossing point of the Edil dorves was found

to shift slightly from file to file meaning the indicated termatre varied from 1.2-1.7

MK. The ionization equilibrium values of Mazzotta et al. @8) were used, together

59



CHAPTER 3

with elemental abundances of Grevesse & Sauval (1998).

EM Loci curve for XBP at Time: 2007—10—11 03:52 UT
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Figure 3.6: Example Emission Measure Loci curves of the X@Rdmperature analysis
made with information from eight EIS spectral lines. The éowlot shows a histogram
of the location of the intersections of the loci curves. Téxample indicates the plasma
is near-isothermal at log/K = 6.05. The degree of isothermality is inferred from the
tight distribution of the histogram over the temperaturege

The EML method is a direct and accurate way of determiningpteema thermal dis-
tribution, although it still relies on the accuracy of themic calculations and on the
validity of ionization equilibrium in a low-density plasm®ne important result of the

EML method is that the XBP was nearly isothermal during itsrerifetime. It should
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be noted that the assumption that a plasma’s temperatuteecaferred from the char-
acteristic temperature of the spectral line in which it carsben is not consistent with
the data here. In this case the temperature of the bright gfound to have an av-
erage value of 1.3 MK even though it can be seen in much haottes such as Fevi
262.98 A which is formed around 2.5 MK. This point is made teisé caution when

interpreting temperature results.

3.3.2 Electron densities and spectroscopic filling factors

The CHIANTI (v6) package (Dere et al. 1997; Landi et al. 20@0@} used to calculate
the density of the central part of the bright point using teeiF(186.854+ 186.887 A)
/ (195.119+ 195.179 A) line intensity ratio, with the values of integsibrrected for
background emission. The variation of this line ratio widgmdity is shown in Figure

3.7.

This calculation was done for each of the 22 EIS rasters. €hsity of the bright point
was found to have an average value #f5 1Pcm™3, although it did decline by around
40% in the last hour of the data set (see Table 3.2), when the paat of the XBP
became faint. It should be noted that thexkdines used here often produce densities
higher than other ions (see e.g., Young & Landi 2009), whersities are of the order
of 10*%m™ or more, so it is possible that the XBP electron densitieskgatly over-

estimated here.

The XBP densities are, however, similar to those found inliteeature. For exam-
ple, Ugarte-Urra (2004) used various instruments on-b8aikdO to observe two bright
points. For one of the XBPs they used thex3i349.86345.10) line ratio to calculate a
density value of-5 x 1 cm which they found to be in agreement with the result of

Del Zanna & Mason (2003) for a similar bright point.

Ugarte-Urra et al. (2005) measured electron densitiesifobight points observed
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Fe Xll line ratiolrelative to 1195.119+195.1179 A
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Figure 3.7: Plot showing the variation of the feratio (186.854+ 186.887 A)/
(195.119+ 195.179 A) with plasma density. This plot was generatedgutie CHI-
ANTI (v7.0) DENSPLOTTER procedure.
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with SOHQCDS, obtained with a range of ions. Values ranged betwe&mni® 16°
cm3. Pérez-Suarez et al. (2008) found values arouri® ton3 for one XBP using
HinodgEIS lines from Fen and Fexm. Tian et al. (2008) found values around®10
cm2 for one XBP using a few HinodEIS line ratios. Dere (2008) and Dere (2009)
used the Femn ratio to provide densities for several XBPs which were atsbtiie with

these values.

Using the densities calculated from thexrdine ratio together with the calibrated in-
tensity seen with EIS Far 195.119 A, an estimate of the spectroscopic filling factor fo
the bright point in each EIS raster can be made. The averéigg factor for this bright
point was found to be 0.04. This is in excellent agreemerit thié results of both Dere
(2008) and Dere (2009) who studied various quiet sun corongiht points using EIS.

The filling factor was found using the equation:

| = 0.86G(Tia) N2 fw (3.3.2.1)

wherel is the intensity (ergs cm s7* srt) of the Fexn 195.119 A, G is the contribution
function (ergs cris™ srt), N is the electron density (ct), f is the filling factor, and
w is the width of the XBP along the line of sight (cm). Approxtmg that the depth of
the bright point is equal to the observed width, this widtldilierent times was found
by using the method described by Dere (2008). This definewitith of the XBP as
the width of the feature at half the maximum intensity (segiFe 3.8).

In Dere (2008) an average density of 4xtin-3 and an average filling factor of 0.015
was found. Dere (2009) used the better spatial resolutidrR#CE to recalculate the
bright point widths of the same data set (plus an additioifalrgster) and found a lower

average density of 3x2@m3 and an average filling factor of 0.04.

Table 3.2 shows a summary of the values of filling factor fotordhe bright point over

the time series as well as listing information on how the oft@sma parameters of the
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XBP changed over time.

File Time | 1105 Ne log Te w f
(A1=0.11) (ANe=0.2N) (AlogTe/K=0.1) (Aw=2) (Af=0.15f)

1 18:45:27 1201 3.89x%0 6.15 11 0.094
2 191711 978 3.89xf0 6.15 10 0.102
3 19:48:56 999 3.89xf0 6.14 12 0.077
4  20:20:40 1026 5.01x%0 6.08 13 0.049
5 20:52:24 1498 6.31x20 6.08 12 0.038
6 21:24:08 1173 6.31x20 6.17 14 0.031
7 21:55:52 947 6.31x%0 6.08 16 0.025
8 22:27:36 1023 6.31x%0 6.17 12 0.032
9 22:59:19 856 5.01xf0 6.23 13 0.029
10 00:10:47 1126 1.00x 1o 6.15 12 0.016
11 00:42:31 866 6.31x20 6.09 7 0.038
12 01:14:15 922 5.01x20 6.08 8 0.060
13 01:45:59 867 6.31x20 6.11 9 0.040
14 02:17:43 902 3.89x%0 6.13 13 0.051
15 02:49:28 705 3.89x20 6.12 10 0.055
16 03:21:11 744 5.01x20 6.10 14 0.024
17 03:52:55 580 5.01x20 6.07 15 0.023
18 04:24:39 506 3.89x%0 6.08 15 0.025
19 04:56:23 452 5.01x%0 6.08 14 0.019
20 05:28:07 362 3.89x20 6.12 15 0.023
21 06:32:27 216 2.51x20 6.14 16 0.031
22 07:04:11 165 1.99x%0 6.07 15 0.034

Table 3.2: Values calculated for the 22 EIS files observed ine10-11 October 2007.
Intensities [,105) observed in the Fenr 195.119A line are in ergs cths™* srt, densities
Ne in cm3, temperatured, in K, and widths (w) of the XBP observed by EIS (see
Figure 3.8) are given in arcseconds. The filling factor (f)dach time is also shown.

The errors calculated for each measurement are also githisitable. The error on the
Intensities (1195) observed in the Fen 195.119A line were estimated at 10% due to the
level of background noise in the data. This uncertaintyiseadforward into the density
calculation which is based on the ratio of two values of istgn(so therefore has an
uncertainty of 20%). The uncertainty in the temperaturesuesEments was estimated as
the size of two temperature bins in log T space where theitotaft the EM loci curves
was evaluated. The temperature bins wereAoyK = 0.05 in size so the uncertainty
on each temperature estimate:i3.1 log TK. The uncertainty in the width of the XBP

was estimated as one EIS pixel which is 2”. Since the averadthwf the XBP was
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15" this was approximated as an error of 15%. These percentacertainties were then
combined to find the uncertainty in the filling factor whictbssed on measurements of
intensity, density squared and width. The resulting uamety for the filling factor was

found to be 12%.
Fe XII 195.119 Log T = 6.1 1200y
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Figure 3.8: Example showing how the width of the XBP was dakewl. The left figure
shows an EIS Fen 195.119 A image with a cross-section taken through the raidéll
the bright point. The right figure is the intensity plottedra this cross-section. A fit
of the curve was made and the FWHM of this curve was deterntmbéd the width.

3.3.3 Timescales of energy losses

With the information already calculated it is trivial to calate the timescales of energy
losses within the XBP. This will give a more thorough view bétprocesses at work

within the XBP. The timescale for radiative losses is givgriHe following equation:

_ 3Nekg To

= NZA(To)

(3.3.3.1)
This timescale represents how long a feature should lastprimary method of energy
loss is through radiation. In the equatiox(T,) stands for the radiative loss function
(ergs cni s71). This was calculated using the CHIANTI RADOSS procedure. Also
in the equation, § represents the measured temperatugerdpresents Boltzmann’s

constant, and Nis the measured electron density.
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The equation to calculate the timescale of the bright pdiitsiprimary method of

energy loss is through conduction is given by the followingation:

TCc = m (3332)
In this equationK. represents the céiecient of classical heat conductivity and has a
value of 8 x 107 ergs cm'st K=72, The L represents the approximate size of the

bright point in centimetres and was valued at 1.09 kch®for a bright point of 15”

size.

The results of these timescale calculations at three instanver the XBP observations
are given in Table 3.3. An additional entry is shown in ordecampare these cooling

timescales with a similar bright point studied by UgartedJ2004).

lon: source N(cm3) A(To) (ergscnis™) To(K) 7=(S) 7c (S)

Mg x: Ugarte-Urra (2004)  1.6x20 2.1x10%2 1.3x1® 2000 377
Fexum: 10-Oct-07 18.45.27  3.95x10 3.365x10%2 1.39x16 408 1002
Fexm: 11-Oct-07 00.10.47 9.00x10 3.365x10%2 1.41x16¢ 155 2636
Fexm: 11-Oct-07 05.28.07 3.72x10 3.365x10%2 1.31x16¢ 323 1263

Table 3.3: Density and temperature values and correspgriitescales for radiative
and conductive processes.. ¥ the calculated electron density(T,) stands for the
radiative loss function, Jrepresents the measured temperatages the timescale of
energy loss due to radiation, angldue to conduction.

The various cooling timescales calculated for the XBP inl§&h3 range from 6—43
minutes which are very short compared to the lifetime of thght point which is
observed to be around 12-15 hours. The fact that the XBPlweger than the cooling

times suggests that some kind of heating factor is presehinithe bright point.
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3.3.4 \elocities

Changes in the Doppler-shifts and line widths were also @xath As described in Del
Zanna (2008a), a strong (75 km‘sorbital variation of the wavelength scale is present
in EIS data. This variation is non-reproducible and ifedent for the two bands. It
has been corrected for (with custom-written software) bgaimiing an average time-
dependent wavelength scale for the two bands using thetbsglmes and the standard
wavelength-to-pixel calibration. Rest wavelengths wdreamed from a quiet Sun area
far away from the XBP. Count rates were such that Doppldtssini only a few stronger
lines could be measured. The best measurements are thosth&strongest line in the

EIS wavelengths, the Fe 195.12 A self-blend.

The line widths do not vary significantly over time and in thBXlocation, however
Doppler-shifts do. The velocity flows in and around the brigbint were studied over
a 12 hour period at intervals of 30 minutes (the minimum tireenleen the rasters).
Figure 3.9 shows a time series of the red-shifts and blugésghat were observed. It can
be seen that even on the relatively short timescale of 30tesnahanges are observed in
the strength and structure of the velocity flows suggestiagthese flows are occurring

on timescales smaller than the observations available here

It can be clearly seen that initially there are blue-shitbsserved in the boundary be-
tween the two loop systems as well as on the other side of thlerclmop system (i.e.,
above the magnetic area P2). It can also be seen that therpassiatent red-shift
observed in the main part of the XBP which also correspondbdacarea where the
polarities N1 and P1 are meeting and cancelling. Figure I30%s that these red and
blue-shifts are changing in strength and position from agnage to another. As the
cancellation of the XBP magnetic fragments progressegnitbe seen that a new area
of red-shift has emerged in the secondary loop area. Thi®os& hkely due to the mi-
gration of part of N1 that splitstband moves towards P2 at around 03.00 UT. This new

red-shift indicates that a secondary cancellation is aouyr
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Figure 3.9: Sequence of Dopplergrams of area around XBP 85 on the 10-
October-2007 every 30 minutes until 06:32 on the 11-Oct@0€7. The numbers in
the bottom-left of each image correspond to their entriekaivle 3.2 (NB file 22 is not
shown in this plot but is very similar to file 21). Velocitieere found using EIS Far
195.119 A . The velocities shown are betwee?0 km s'and are over-plotted with
intensity contours. The field-of-view of each box is 70" x 70”
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3.3.5 3D magnetic field structure

This section was written by a coauthor of the paper this @raptbased on. Dr Rhona
Maclean contributed a potential magnetic field extrapotain order to investigate the
similarity of this extrapolation to the X-ray structure dfet bright point. Her work

(this section and also section 3.4.2) and figures (3.10 aht) &re included here for

completeness as her work is necessary for full conclusmbs drawn.

The coronal magnetic field near the bright point was recanstd from the SO/NFI

data which had already been calibrated. By identifying tineng photospheric mag-
netic features, tracking them in time, and modelling therp@at magnetic sources, a
sequence of potential magnetic fields for the solar atmaosptiese to the bright point

were extrapolated.

This was useful for the analysis because the 3D magnetid¢dgioal structure of these
fields could then be calculated. Such a topology consistsaginatic null points (where
the magnitude of the magnetic field is zero, Parnell et al6188d their associated field-
lines: spines, separatrix surfaces, and separators (argo@il is given by Longcope
2005). These elements together make up the topologicatskedf the magnetic field,
and they are prime locations for magnetic reconnectioregPret al. 2005). As the
heating of the bright point could have been caused by magretonnection (Brown
et al. 2001b), it makes sense to use topological analysistermine where the likely
reconnection sites are and how they change in time. Thesbeaompared with the
observed heatirfgrightening locations (from XRT) to determine the role ofgnatic

reconnection in heating the bright point.

In order to take advantage of the simultaneous observatigaable for this bright
point, XRT and SOJINFI data taken as close to the EIS file times as possible were
chosen for the extrapolation. The SMFI data were analysed using the YAFTA feature

tracking algorithm (Welsch et al. 2004), which was set tcedeaind track magnetic
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Figure 3.10: Figure by Dr Rhona Maclean showing two exampiesir comparison be-
tween the X-ray emission seen in XRT and the similaritieh®pgotential field model
we applied. The two figures on the left show negative XRT insageerlaid with the
photospheric footprints of the calculated topologicalisture of the extrapolated mag-
netic field. Positive magnetic sources are labelleéasegative magnetic sources as
®, positive null points a¥, negative null points a&, spines as solid curves, and the
intersections of separatrix surfaces with the photospasrdashed curves. It is pos-
sible to form a good impression of the whole 3D magnetic figtdcsure, given that
each null point’'s associated 3D separatrix surface museal@ spine field-lines in the
photosphere in cases where its own two separatrix tracestk@minate at the same
source. No field-line can cross a separatrix surface or asgihe two figures on the
right show the same XRT images after being put through an-ddtgction process (by
CEA). These images have then been overlaid with field-linegieen) generated by
the potential field model to identify any structural similies
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features with a minimum magnetic flux density of Z5@h each pixel, and a minimum

size of 20 pixels. Ten or more strong magnetic features wetected in all frames.

The tracked features were then modelled as point magnefticas, with magnetic field
strengths and (flux-weighted) locations determined byrtharent features. MPOLE
(Longcope & Klapper 2002) was used to extrapolate a potenagnetic field for each
time-frame and calculate its topological skeleton. Figgd (left column) shows the
photospheric footprints of the topological skeletons @& thagnetic fields, superim-
posed on the XRT emission, for two representative time-&smithin the observation
period. The photospheric footprint of the topological skeh means that only those
parts of the skeleton that lie in the photospheric planelawe/s; magnetic sources, null
points, spines, and the intersections of the separatrfaces with the photosphere. The
right-hand column in Figure 3.10 shows the same XRT images being processed
with edge-detection software. Over-plotted on these fgjae example field-lines
based on the calculated topological skeleton. This is t& foo similarities between

the observed loop structure and that predicted by the patéieid model.

3.4 Discussion and conclusions

3.4.1 Energy timescale

It can be seen in Table 3.3 that the average results for tigatpobint for bothrg and

7c are diferent to the values calculated for a similar bright pointdstd by Ugarte-
Urra (2004). This is due to the slightftBrences in density and temperature of the two
bright points as well as having a more up-to-date figure ferrddiative loss function
A. The size of the bright point in the study was also smallehsaitmescales involved
could difer due to factors such as the bright point containing lessetagflux which

would afect the temperature and overall lifetime of the XBP. The guwalculated for
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our bright point indicate that the corona cools via conducin around half an hour
whereas energy is lost via radiative methods over a mannairaftes. This illustrates
that there must be a continuous heating method present iBRefor it to last longer

than these timescales.

3.4.2 Magnetic Topology

This section was written by Dr Rhona Maclean to analyse hek ao the potential field

extrapolation she performed.

The fundamental large-scale structure of the bright peimtagnetic field is two sets
of magnetic loops sitting next to each other length-wayd, @mentated approximately
east-north-east to west-south-west on the Sun. These kmpgy from three main
regions of strong magnetic field on the photosphere; a demégative region (N1)
flanked by positive regions to both west (P1) and east (P23aa<learly be seen in

Figure 3.1 (lower panels).

Early on, the strongest brightening in XRT issues from tlmg#ojoining N1 to P1; this
can be considered as the main bright point. However, faiotgss can also be seen
joining N1 to P2 (seen clearly in Figure 3.2). As time goestbe, brightening in the
N1-P1 loops become more concentrated close to N1, and ellntims to about the

same level as the N1-P2 loops, which remain faint but disthmoughout.

Figure 3.11(a) shows how the magnetic fluxes of N1 (solid eyr?1 (dot-dot-dashed
curve) and P2 (dashed curve) varied over time. After 23:00tha fluxes of N1 and P1
are both clearly decreasing, suggesting that magneticetiation took place between

the two main bright point sources at least from 23:00 to OTIT0

The distances between N1 and P1 (solid curve) and betweendNRz (dashed curve)

can be seen in Figure 3.11(b). This graph shows that botk pbsources moved closer
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together during the observational period, although thengbavas more steady and
significant for N1 and P1. So we have a pair of sources moviogecltogether while
their magnetic fluxes are decreasing; both indications afmatic cancellation. Finally,
topological model of the bright point’s magnetic field wasdi$o calculate the changing
amounts of flux joining each pair of sources. This is shownigufe 3.11(c), with the
flux joining N1 to P1 shown as a solid curve, and the flux joinNigto P2 shown as a
dashed curve. The magnetic connection between N1 and Riilgt@aakens over the
whole observation period. After 23:00 UT, the magnetic @mtion between N1 and
P2 also weakens. This weakening must be due to magneticllzincebetween both

source pairs.

3.4.3 Relation between photospheric fields and coronal sigtures

Several authors have found it useful to study the magnetat diean area of coronal
activity and use the extrapolated field lines to look for $amiies in the coronal emis-
sion. Pérez-Suarez et al. (2008) used SAWIDI to compare the extrapolated field lines
of an XBP with what they saw in XRT images. They found that thghd point X-ray

structure was very similar to that predicted by the potéfigdd model used.

It is very clear that the XRT brightenings join the two paifsragnetic source regions.
As can be seen in Figure 3.10, the XBP shows a good agreentergdrethe positions
and angles of the observed magnetic loops and the extragatsgnetic field-lines of
the potential-field model. This implies that the potentialdimodel used does a good
job of capturing the large-scale features of the XBPs 3D ratigffield for most of its

observed lifetime.

The Hinod¢XRT observations of the XBP do not show significant variatiom short
timescales (the same was found by Nolte et al. 1979 with X#regging). This is in

disagreement with the ‘stick slip’ magnetic reconnectiordel proposed by Longcope
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Magnetic Flux of Bright Point Source Regions
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Figure 3.11: From top to bottom: (a) Evolution of the magndiix of each source
region. N1= solid curve, P% dot-dot-dashed curve, P2dashed curve. (b) Evolution
of the distances between the source regions. NEBRblid curve, N1-P2= dashed
curve. (c) Evolution of the magnetic flux joining the pairssoiurce regions. N1-P2
solid curve, N1-P2 dashed curve. Figure by Dr Rhona Maclean.
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(1998). This of course does not mean that impulsive heato®g ehot occur, but if it

does, it does on very short time-scales (secondgpasdb-resolution spatial scales.

It is interesting to look for correlations between the X-myission and the total mag-
netic flux density over time. An area around the main polasftthe XBP was selected
(areas P1 and N1 in Figure 3.1), and the light curve of the X&Intrates obtained.
This is shown in Figure 3.12 which shows the evolution of tregnetic flux and the

X-ray emission over time.

It can be seen that the positive (blue triangles) and negétilack squares) magnetic
flux of the bright point show a significant decrease after ado@0:30 UT which indi-
cates that the XBP is indeed formed over an area of cancetlagnetic flux. What is
interesting to note is that the XRT data shows a significamn&tian up until this time af-
ter which the count rates decrease in intensity then leviaiooiiackground levels. This
correlation between the start time of the cancellation d&edsharp increase in X-ray

output can be interpreted as evidence of magnetic recaonect

In Figure 3.11, both the positive and negative SOT fluxes sti@xsame gradual de-
crease after 00.00 UT suggesting this is when the canawiléigins. Figure 3.11(a)
also shows that the greatest loss of magnetic flux joiningT@INd takes place between
23:00 UT and 01:00 UT, which suggests that the midnight spikbe XRT intensity

is due to energy release from this magnetic cancellationteviéhere are two or three
significant peaks seen in the XRT intensities before theaton begins which we

cannot fully explain. These are most likely due to heatingeaonnection events that

can’t be linked to motions of the magnetic fragments.

The fact that the magnetic field of the XBP is quite close tcmggotential means
that the energy powering the XRT spikes should come from iphlysancellation of
the magnetic fields rather than from magnetic reconnectionerting stored magnetic

energy to heat.
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1.40x10% SOT: Positive Flux (P1)
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Figure 3.12: Comparison between the changing magnetic aray Xux of the area of
the XBP over timeTop: plot showing how the total positive magnetic flux (desigdate
as P1 in Figure 3.1) changes over tinMiddle: similar plot showing how the absolute
values of the total negative magnetic flux (N1) changes awex &s the cancellation pro-
gressesBottom:plot showing how the total count rate of the XBP observed ByXRT
instrument changes over time. The initial variations inXhey flux peak around 00:30
UT which coincides with the time both magnetic fluxes starsigmificantly decrease
I.e., at the start of the cancellation. This could be a sigreadf magnetic reconnection.
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3.4.4 Relation between magnetic field and observed plasmalweity

flows

The Dopplergrams clearly indicate a variable pattern. h&smewhat puzzling, con-
sidering that the overall intensity pattern does not chaagapidly. Similar patterns of
blue and red-shifts were found in active regions (see e.g.Z@nna 2008b), but they
were stationary over long time periods. It seems unlikest the Doppler motions are
related to reconnection outflows. Also, the flow patternsatsnpport the idea of ‘stick

slip’ magnetic reconnection, which should occur along s&pa field lines.

It is quite possible that the Doppler-motions are relatedrimmospheric evaporation
(blue-shifts) and subsequent draining (red-shifts) feifegy cooling. However, Brosius
et al. (2007) suggested the possibility that, if outflows@enected to chromospheric

evaporation, they would likely decrease in time, sometitivag is not observed.

This work found no clear correlation between the Doppletioms and the coronal
magnetic field as obtained from the extrapolations, and canrgp clear explanation
of the observed velocity flows. Higher cadence observatotisEIS will better reveal
the pattern and links between what we see in the magnetictgteuon the photosphere
and the corresponding changes in the plasma velocities\aubim the corona. Possible

future work on this topic is detailed in Section 7.1.
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Impact upon the Differential Emission
Measure of evolving multistranded

loops

4.1 Introduction

The internal structure of coronal loops and the heatinggsses that take place within
them is an area of intense research. By understanding tihvesemportant aspects,
progress can be made towards answering one of the most empguestions in solar
physics: how is the corona heated? The heating of coronpkl@an important part
of this question, and progress has been made in both obsswand theory to try and

answer it.

The idea that nanoflares contribute a large portion of theggneeeded to heat the
corona was first suggested by Parker (1988). In this disocnsise term nanoflare refers
to a discrete, localised impulsive burst of energy of theeoaf 14 ergs. Combining

this power source with the idea that loops are composed of sidnresolution strands
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forms the basis of the loop simulation that is explored ara titilised in this chapter.

The aim is to use a multi-stranded hydrodynamic model inwgaetjon with Diferential
Emission Measure (DEM) analysis to examine three main aféestly, the parameter
space of the model is explored to see how varying the sinomahputs &ects the
resulting DEM. Secondly, the simulated loop is used alargtie temperature response
function of the SDQAIA instrument in order to create synthetic values of intgns
These values are then used to test the accuracy of various $oMrs. Lastly, actual
SDQAIA data are examined to see if the model produces resultshwdie consistent

with what is observed on the Sun.

The combination of simulation and observation is the keynelat of this study. It is
important for any model to generate observables as thesaetarmo interpret real solar
data. By varying the parameters of the model we can obsenvett® physics of the
system #&ects the observables and this in turn can help to put limitshenmodel.

The investigation of DEM solvers is another important asgeg., how consistent is
the synthetic DEM generated from the model compared to thiel QEnerated by the
solver on the same data? In that regard, how well can we trasidlver to interpret real

observations?

4.1.1 Heating and Structure of Coronal Loops

The explanation behind the relatively high temperaturéefdorona is probably one of
the most sought after solutions in modern solar physicsclitieg a conclusive answer
to this question is no easy feat however, and a compreheresnav of the problems

and current theories is given by authors such as KlimchuRgp@Reale (2010), Priest

et al. (2000), and Aschwanden et al. (2007).

Out of the many proposed methods put forward to explain h@srmph within coronal

loops is heated, only one method will be concentrated onis dhapter: nanoflare
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heating. The goal of this chapter is not to prove that naredlaeat the corona, but to

explore the viability of the nanoflare concept within the foo@s of a simulation.

The term nanoflare can be misleading as it does not refer tecfgptype of solar flare.
In this discussion “nanoflare” is used the same way as Pate&8) who use the term
to describe an energy release (of the ordef &@ys) that occurs on very small spatial

scales and is in the form of many localised impulsive bursts.

The source of these nanoflares comes from the fast-movinganglicated movement
of the photosphere which causes the magnetic field runnmogdg it to become twisted
and braided. This results in multiple small-scale magnetonnections occurring to
dissipate the stored energy. The timing of these nanoflaiegiulsive (as photospheric
motions would not cause a steady rate of reconnections torpaad they occur on
small spatial scales (i.e., on the order of flux tube width)awooflare heated loop models
are generally also multi-stranded. Many authors have eggloanoflare models with
encouraging results (see e.g., Taroyan et al. 2006; Walsih 4997; Tripathi et al.
2011).

The ability of nanoflare models to accurately preixplain the behaviour of real coro-
nal loop observations would help to uncover finequencyof heating events in the
corona. This would allow constraints to be put on the cordredting mechanism
(Winebarger et al. 2012). The debate over whether this nmsmais low-frequency

(i.e., impulsive) or high-frequency (quasi-steady) idl singoing but the detection of
high temperature plasma would help to decide matters. figdguency heating should
keep plasma at a relatively constant temperature as theadgrial doesn’t have time
to cool and drain in between heating events. Low-frequematihg, however, would

allow the plasma to drain and cool to a greater extent as tkarere time between
heating events. This would mean that higher temperatunds b@ achieved due to the

changes in density that are caused by the draining.

Klimchuk (2009) found that both high and low-frequency legtould reproduce the
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observed intensities and velocities of active region laapdefinitive evidence of a hot
component would go a long way in supporting nanoflare heattivgdence for this hot
component has been reported by Schmelz et al. (2009b,a) eald Bt al. (2009) who
have both used X-ray observations such as XRT and RHESSIet#awcare should be
taken when interpreting observations as Winebarger e2@l3) detailed that current
instrumentation has problems imaging high temperaturenpdethat has a low emission
measure. They used a combination of Hinode EIS and XRT anutifthat the two in-
struments were insensitive to plasma above 6 MK (Jég36.8) which had an emission

measure of less than 3@m>.

However, a recent study by Testa & Reale (2012) used a conntninaf HinodgEIS
with SDOAIA and concluded that the hot component could be seen ineaotgions.
They used a combination of three AIA channels (171A, 335A, 83pto highlight
the location of hot plasma and also observed it with obsemstin the EIS Cavn
line. If this result is confirmed by other studies it would mehat evidence for the hot
component could be identified now rather than having to veaittfe next generation of

instruments.

Observations show that solar flares obey a power law for #rergy distribution with
a slope of about=-1.8 (see e.g., Drake 1971; Dennis 1985). Hudson (1991) ievemim
this further and concluded that for nanoflares to power thiereg they would have to
obey a power law with a more negative slopenef-2. This relationship is shown in

equation 4.1.1.1 where W refers to the nanoflare energy.

— ~ W™ (4.1.1.1)
No conclusive evidence has been found to find in favour of flares based on power
law observations as both steeper and shallower gradieméstig®en observed (see e.g.,

Aschwanden & Parnell 2002).
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Other models

Most authors agree that the combination of observations théory is the best way in
which to progress our understanding of the physics of tharsmrona. This can be
done by either using observations as inputs to fine tune rmadddy using models to

generate ‘observables’ which are compared to real data.

The model used in this chapter is described in detail in the section but there are
also many other models available, each with their own adwpas and disadvantages.
Simulation speed, resolution and parameter inputs aresales that need to be consid-
ered when writing or utilising a particular model. The moetadled 3D models will
take longer to run and more space to store while 1D modelsiac&ey and take up less
storage space but will contain less dimensional infornmatio the plasma properties of

the loop.

Many authors have successfully matched observations ahnebioops with multi-
stranded static models (see e.g., Reale & Peres 2000; Aadewat al. 2000a; Winebarger
et al. 2003a). At the same time other work has shown equasiitipe results using hy-
drodynamic codes such as Ugarte-Urra et al. (2006), andBheydrodynamic code
introduced by Cargill (1994). This code was later modified ased further by Cargill

& Klimchuk (1997, 2004) and Klimchuk & Cargill (2001). In tiremultistrand model
each strand is represented by a single temperature andydandiundergoes impulsive
nanoflare heating. This allows the loop to cool via conductad then by radiation.
The model calculates the parameters of many strands in tardeaw conclusions about

a “global loop”.
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4.1.2 Multistranded Hydrodynamic Loop Model

The coronal loop simulation explored in this chapter is damethe 1D hydrodynamic
loop model first presented in Arber et al. (2001) and subsatjuexplored by Sarkar &
Walsh (2008, 2009). The model consists of a loop composedah@er of individual

strands that are modeled independently by a one-dimendigdeodynamic simula-
tion. The simulated loop is heated by localised, discreergnbursts in the form of

nanoflares which occur along individual strands.

Hereafter this simulation shall be referred to as the MSHRIeh@multi-stranded hy-
drodynamic) rather than a 1D hydrodynamic model as it is théistrandedness that
is the most important aspect. This model is not truly 1D @ldgih each strand is 1D)
as the simulation can be used to look at parameters acrossojhevidth by studying
the evolution of all the strands together. In this contextréi2rs to the ability of the
model to study parameters along the length of the loop igallel with the magnetic
field. The hydrodynamic nature of the model means that ctmitggéme can also be
studied. Throughout this work the term ‘strand’ is used ter& individual flux tubes
containing plasma while ‘loop’ refers to the type of struetiimaged by observations

that are an amalgamation of these filamentary strands.
MSHD model description:

The MSHD model is very flexible so it is straightforward to noga the various input
parameters in order to see how the physics of the systeffeis@d. The variable input

parameters include:-

¢ the loop length,
e the number of individual strands,

¢ the total energy going into the loop,
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e the number of bursts (i.e. nanoflares) in each strand,

the energy and timescale of each burst,

the location of the bursts i.e., apex, footpoint or unifonistrgbution (see Figure

4.1),

the duration of the simulation,

the proportion of the loop designated as the chromospheréansition region,

In each case, the loop is modelled as a semi-circular shapepased to some models
(e.g., Winebarger & Warren 2004), where only half the loopnisdelled (i.e., foot-
point to apex). The MSHD model simulates the entire lengtbrder to study how the

different parameters change at each footpoint.

In this work, the loop modelled is 100 Mm in length and is arrelddn the model chro-
mosphere and transition region which account for 5 Mm at éaatpoint. The length
of the loop means that the height of the loop apex above tta salface is~32 Mm.
This means the loop does not extend beyond one pressurehssghd ~47 Mm As-
chwanden et al. 2001) which simplifies the pressure andtgtamial constraints. In the

future if larger loops were modelled this assumption wowdéto be revisited.

At the beginning of the simulation, the plasma within theddmas a temperature set at
the chromospheric value of 10,000 K which increases shaplthe nanoflares begin
to heat the loop. As mentioned in the list of model inputs &hdlie position along
the loop where these nanoflares are deposited can be defittegenways. Figure 4.1
shows the heating profiles where the nanoflares are spre&atralyi along the loop

length (green), or constrained to the apex (red) or footmi@as (blue).

The data on this graph is plotted from -50 Mm +&0 Mm but it can be seen the

nanoflare distribution is only betweam5 Mm. This is the previously mentioned 5 Mm
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Heating Distribution along loop
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Figure 4.1: Example of how the distribution of the nanoflatas be changed to be
confined to a specific area of the loop in the MSHD model.

at either end of the loop that is designated to be the chrohsrgfransition region area

and no nanoflares are located there.

The plasma within each individual strand is modelled adogrtb the following time-

dependent 1D dierential equations of mass, momentum and energy consamvati

Dp 0
2tpiv=0 (4.1.2.1)
Dv  dp aY
Dv _ dp oV 4.1.2.2
PBt =~ "as TFITPVE ( )
Y
£ Dy 9Ty AT + H(s.1) (4.1.2.3)

vy—1Dt p»" 9s  Js
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R
p=—-pT (4.1.2.4)
i
D o )
- (4.1.2.5)

wherep, p, n, vand T represent the mass density, pressure, paténkaty, velocity and
temperature of the plasma, s is the spatial coordinate whdasbates the position along
the strand, g is the component of gravity along the loop fassiio be constanty,is the
adiabatic index (assumed to b8J « is the conductivity of the plasma: (9.2x 10~ 'T>/2
erg st cm! K1), Rthe molecular gas constant38 10’ erg moltK-1), andi'is the
mean molecular weight with = 0.6 mol?. v is the codicient of kinematic viscosity
(assumed to be uniform)\(T) is the optically thin radiative loss function, and Hjs,t
is the coronal heating term. This has the form of Cook et &89) which is shown
in Figure 4.2 alongside various other forms of the radialbgs function. The MSHD

model can be adapted to accept any of these functions.
Model resolution and grid spacing:

The MSHD model is relatively quick to run-(few hours) and provides information on
the temperature, density and velocity evolution of the Iplgggma along each individual
strand at each timestep of the simulation. The spatial uéisol of the simulation (i.e.,

how many grid spaces are defined along the length of the 100&8mJjell as the time

resolution (i.e., how many seconds one timestep représaetsiser defined to adapt the
model to the type of observable required (e.g., simulatiasmall-scale rapid change
or large-scale, slowly-evolving type of observation). Advece must be found between
the resolution requirements and the simulation run-timerder to get the best result

from the model.

In this work, the spatial resolution chosen was of the sarderaas an SDAIA pixel,
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Figure 4.2: Compilation of dierent radiative loss functions which result fronfteient
choices of elemental abundances. The work in this thesibéms done using the Cook
et al. (1989) function. Figure from Aschwanden et al. (2003)

and the time resolution was set at one second per timestepureF4.3 shows a rep-
resentation of the 100 Mm loop where the zoomed-in sectianvsha subset of five
individual strands that make up the loop. The marked lenggiments refer to the grid
size of the model where each section has its own value of teatyye and density for

every timestep.

The grid size in this case is 0.164 Mm but this is not uniforongl the loop. Figure
4.4 shows how this factor changes along the length of the i@opthat the grid size
is much smaller in the chromosphere and transition regiotiges than in the corona.
This needs to be kept in mind when selecting portions of tlop kor analysis. Care
must be taken not to take data from the/@iomosphere section unless the change in

resolution is accounted for.

The grid size is used for calculating how many sections aftleto consider in order to

represent a particular observable. For example, if the M&P was to be compared
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Figure 4.3: Representation of the MSHD model showing theisitdandedness and the
way in which individual strands are divided up into segmetsording to the model
grid size.
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Figure 4.4: Graph showing how the 100Mm loop simulation isiposed and how the
sizing of the pixeldength segments in each regiorfdrs.
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to 1 AlA pixel (which has a resolution 6f1” which is approximately 0.725 Mm on the
Sun) then data from4 length segments should be analysed as 0.7230M&4 Mm
~4. 44,

4.1.3 Dfferential Emission Measure Description

As discussed in Section 1.3, there are various ways to igeatstthe temperature and
density distribution of coronal plasma. The filter ratio & Loci methods rely on
the assumption that the plasma along the line-of-sightothesmal, but this could be
quite a crude approximation. A more complete analysis magamed from using a
Differential Emission Measure (DEM) distribution which deises the variation of the

plasma emission within a particular temperature range.

The DEM investigates plasma along a certain line-of-sigtat gives the contribution
from radiation between defined temperature (T) intervalE)( The DEM is only a
function of temperature so information on how the plasmaenature varies along the
line-of-sight (i.e., at dierent atmospheric heights) is not available. This is duéé¢o t
fact the emission is optically thin in the corona so plasmdiffierent positions along

the line-of-sight that share a certain temperature rang@livcontribute to the DEM.

Subsequently, the emission measure (EM) of a plasma canfined@s a summation
of the DEM over all temperatures as shown in Equation 4. \®érep is the density
of the plasma and dh is the line-of-sight element. T is theptmature and\T is the

defined temperature interval.

T+(AT/2)
EMar(T) = f DEM(T) dT

T-(T/2) (4.1.3.1)
,dh

DEM(T) = | p* 57
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Observationally the DEM can be calculated from measuresngfigpectral lines (e.g.,
from SOHQCDS or Hinod¢EIS) or from imaging instruments (e.g., HINGAKT or

SDQAIA). When using observations taken from imaging instruiseio construct a
DEM, it is important to keep in mind the fact that these filteesve multiple contribu-

tions over a given temperature range.

The intensities measured from these observations can betas®nstruct a DEM by
using an inversion technique. Equation 4.1.3.2 demomsithis issue as the left-hand
side of the equation (wherg is the intensity at a particular wavelengtlter) is known
but the DEM(T) portion on the right-side is what is to be céted. In this equation
G, represents the instrument response function of a specifigemat a particular wave-
length. In the case of spectra being used, this functionavbelreplaced by the element

abundance multiplied by the contribution function of theafic line being used.

u:fGA(T) DEM(T) dT (4.1.3.2)

In this chapter, synthetic DEM distributions are constedctlirectly from the plasma
temperature and density parameters as the MSHD model pothése values over the
time and length-scales of the simulation. Using Equatidn341, the DEM can be cal-
culated from the model outputs. This DEM can further ingzgt the model parameters
by using Equation 4.1.3.3 and folding this DEM through the3MIA temperature re-
sponse function in order to obtain synthetic intensity galuln this equation.lis the
intensity seen in a particular AIA channel (DN), t is the ‘espre time’ of the synthetic
observation (i.e., the length of simulation time it is consted from in seconds), and

AT is the width of the temperature bin the DEM is based on (irreleg Kelvin).

lc= ) DEM(T) G t AT (4.1.3.3)
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Only the Fe AIA channels (e.g., 94A, 131A, 171A, 193A, 211Ad835A) have been
selected to investigate synthetic intensities in ordenvtmchabundance issues. Addi-
tionally, only simulated data with log ¥ 5.5 have been included as below this is where
the solar atmosphere becomes more optically thick andaghiciness is an important

assumption of DEM analysis.

4.2 Exploration of model parameter space

The flexibility of the MSHD model allows a full examinationlobw the physical system
reacts to changes to its input parameters. It is straightfat to perform dierent runs

of the simulation where parameters such as loop length, euofistrands, number of
nanoflares per strand, energy of each nanoflare, and théuigin of the nanoflares
in space and time can be altered. Table 4.1 shows a list ofotlvenfiain parameters

investigated for a 100 Mm length loop of fixed radius (2 Mm).

Investigation Description

A The dfect of changing the number of strands¢Mg) within the loop
B The dtect of changing the location of the nanoflares along the loop
C The dfect of changing the energy balance:

i - Changing the E; of the system by increasing thg &
il - Changing the number of nanoflares whilst keeping the same

D Investigating the £ect of turning df the heating after a
prescribed period of time on the loop system

Table 4.1: List of the various investigations of the MSHD rabglarameter space.

The purpose of altering these parameters is to investigatechanges in the inputs of
the model &ect the resulting values of temperature and density whiehreestigated
using DEM analysis. Table 4.2 gives a full list of théfdrent simulations that were run

to investigate the parameter space of the model.
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Simulation No. of No. of Heating Energy  afrage Total Energy
No. strands burststrand Location Class burst (ergs) in loop
1 16 64 U 16* 5.20x16° 5.32x13°8
2 32 64 U 16*  2.57x16° 5.28x13°8
3 64 64 U 164 1.25x16° 5.13x1G8
4 128 64 U 16 6.28x1G* 5.14x1G8
5 128 64 A 164 6.16x1G4 5.04x138
6 128 64 F 18 6.26x1G4 5.13x168
7 128 64 U 16° 6.28x1G° 5.14x1G7
8 128 64 U 16° 6.28x1G° 5.14x1G°
9 128 64 A 16° 6.16x1G° 5.04x1G’
10 128 64 A 16° 6.16x16° 5.04x16°
11 128 64 F 18 6.26x1G° 5.13x167
12 128 64 F 1® 6.26x16° 5.13x16°
13 128 64 ucC 18 6.28x1G° 5.14x1G’
14 128 64 ucC 18 6.28x1G* 5.14x1G8
15 128 64 ucC 1& 6.28x1G° 5.14x1G°
16 128 16 F - 2.49x D 5.10x1G8
17 128 640 F - 6.32x 0 5.17x168

Table 4.2: Table showing all simulations run of a 100Mm loog ¢he important pa-
rameters involved. The fourth column details where alomglélop the majority of the
nanoflares were distributed. ‘U’ is a uniform distributiof, is an apex dominated
distribution, ‘F’ is a footpoint dominated distributionpna ‘U C’ refers to a uniform
distribution of nanoflares which was allowed to cool after lieating had been stopped.
The fifth column ‘Energy class’ is a designation to quicklywshthe nanoflare energy
mean where 18 ergs is considered as the standard value. Energies thabfameorder
of magnitude either side were also explored. This designasiused on various figures
to differentiate between the simulations.
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Each simulation produces arrays of temperature and devaings that vary by strand
number, location along each strand, and in time. The spatidltemporal resolution
of the model is chosen to reach a balance between simulatiotime and producing a
dataset that is comparable to observations so that sne#-sbanges can be seen. The
high resolution of the MSHD model, although advantageousofoking at small-scale
changes, can lead to some computation@iadilties if the full scope of what the model

shows is to be examined.

For example, if one wishes to have a temperature and deraditg Yor every time-step,
along every strand, at each grid spacing along the loopgctridead to arrays with di-
mensions of 7o (s,t,N)=[1002,17250,128] for the case where there are 128 strands in
the loop over the whole 17250 second simulation whilst loglat all 1002 length sec-
tions of the loop (including the chromospheric and traositiegion parts of the loop as
well as the coronal part). This leads to two arrays with 2.D%double-precision ele-
ments which can cause some memory and CPU usage problemswihama standard

compulter.

These problems can be overcome technically for examplepliyirsg the calculations
over numerous processgstrage drives, but it is equally practical to cut down these
massive data sets to something more physically useful.x&mple, the chromospheric
and transition region portions of the loop need not be camei when constructing
DEMs as these sections of the loop contain no nanoflares &dndy present to set
up the initial and boundary conditions for the coronal péithe loop. These areas are
also not optically thin so are not suitable for DEM analysisterms of the time range
of the simulation, this too can be cut down to something meadistic. Although itis
important to look at the entire evolution of the plasma praps of the loop (to check it
Is running as it should and to explain any abnormalitiesgrvbonstructing DEMs and
examining the synthetic emission of the simulation it is enggalistic to pick a fixed

portion of time. The time period considered should fulfiliteén criteria, namely:
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(a) The time section begins after the initial start-up péddtions caused by the simu-

lation evolving from the initial conditions to some quateady equilibrium,

(b) Is comparable to the time resolution of real imager oleg@ns i.e., anywhere from
the 3 second exposure time of SPDA up to 1 or 2 minutes to average out short-

scale anomalies,

(c) Or is longer than the acoustic travel time in order the atin@ver the &ects of
individual nanoflare energy dissipation. This allows foy @ossible longer-scale

general trends to be examined.

With these factors in mind, a variety of ‘cuts’ were perfodren the temperature and
density arrays (named in Table 4.3). Hereafter, the terts*euill refer to a specific part

of the simulation that has been trimmed down to a certain tange and section length.
These cuts in space and time were picked to try and coveretyarfiscenarios i.e., Cut

1 is designed to match what SIPOA would view and has been cut to cover the spatial
resolution of one AlA pixel (i.e., equivalent to 725 Km on the Sun) over the average
AlA exposure time o3 seconds. Cuts 2 and 3 cover the equivalent of 4 AIA pixels (in
order to average over any spatial anomalies) but are takdiffatent positions along
the loop. Cut 2 is taken from the very apex of the loop while Eig taken from data

on the ‘leg’ of the loop. In this case ‘leg’ refers to the areetloe loop that is closest to
the transition region but is still part of the coronal pontiof the loop (i.e., SO not quite

at the loop ‘footpoint’ but as close as the simulation allpwBhese cuts are designed
to explore the dferences going on in flerent portions of the loop and are averaged
over 500 seconds to smooth out the tempofi@ats of the nanoflare energy dissipation
and just look at the dlierences caused by location. Cuts 4, 5 and 6 include data taken
from the entire coronal length of the loop over a number fiedent timescales in order

to look at more ‘global’ trends and fiierences between the simulations. These various

cuts are also shown in Figure 4.5.
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Cut No. Equivalentlength Time sections  Position

(AIA pixels) (secs) Taken
1 1 3 apex
2 4 500 apex
3 4 500 leg
4 120 100 whole loop
5 120 1000 whole loop
6 120 2000 whole loop

Table 4.3: Table showing temporal and spatial cuts of theulsitions that were exam-
ined. Each cut was designed to show fiedent aspect of the simulated loop. Cut 1
represents 1 AlA pixel size that is cut to 3 seconds whichesaproximate exposure
time for AlIA. This is expanded in cut 2 where the same areaattex of the loop is
increased in length and duration in order to smooth out acyutions in the data. This
same cut is examined in cut 3 but the location of the cut is Mow¢he ‘leg’ of the loop
I.e., an area closer to the transition region of the loops@u® and 6 are taken over the
whole length of the coronal part of the loop simulation anedamined over 100, 1000
and 2000 seconds in order to examine ‘global’ trends afidrénces in the data.

Cut 1=[Nstrandx413]
Cut 2=[Nstrandy18|500]

100Mm
Multistranded
Loop

Temperature= [Nstrand, Nseg, Ntimel
Density= [Nstrand, Nseg, Ntimel

Cut 4 =[Nyns,525,100]
Cut 5=[Nyan,525,1000]

Cut 6=[N.1ur0,525,2000] Lyt 35[Neers, 18,5001

| F— .

TR

Figure 4.5: Sketch showing how the coronal part of the 100Mop lhas been cut into
various sections of éliering spatial and temporal sizes.
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Once the simulations are run and the data has been croppaddaslength and time-
scales, the physical parameters outputted by the modelearnttacted and examined.
The main output of each simulation is an array of temperancedensity which gives
a single value of these quantities at each length sectiorgaach strand at each time-
step. Looking at the temperature alone is not a good indicdtthe plasma behaviour
as density also needs to be considered. That is why an emissgasure weighted
temperature (as given in Equation 4.2.0.1) is the best waph&vacterise the overall
temperature trend of the plasma. In this equation tfeceof the temperature (T) and
the density ) along the length of the loop (s) and over time (t) is summedugy the
number of strands in the looPl{;ang). Thedl factor is the grid resolution which in the

coronal part of the loop is 0.16 Mm as shown in Figure 4.4.

o T e (s 1) 8l(9 Ti(s 1)
S p¥(s 1) 8l(9)

(4.2.0.1)

By examining the trend of the emission measure weightedéeatyre (hereafter EMT),
the broad characteristics of the plasma can be observedseTdmaracteristics can be
further examined by constructingfférential emission measure plots (DEMs). General
differences and unique signatures in these plots can be seéochetiveen the dierent
variations of the simulation. The purpose of doing this istamine the way in which
changing the physical parameters of the loop will influertee ¢haracteristics of the
DEM (i.e., in terms of width, height, shape etc.). This istbattest that the MSHD
model is behaving in a physically realistic way and also tolipoits on what the DEM
analysis can tell us about the model i.e., if some parametdranged can it be detected
just from looking at the DEM? This issue becomes very impurater in this chapter
when real SDQAIA data is incorporated into the analysis. Ultimately thw & to show
that this model is valid because it can produce observati@isare physically sensible

and are consistent with what is seen on the Sun.
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4.2.1 Investigation A: Hfect of Changing Strand Number

The MSHD simulation can be used to investigate tifeat of multi-strandedness by
changing the number of individual strands within the fixetlae of the model loop.
The dfect this has on the subsequent DEM and synthetic/ADOintensities can then
be examined and explained by looking at the physical parenaietf the model which

have changed as a result of increagilegreasing the number of strands.

The number of strands within the 100 Mm loop of fixed volum&61x 1! m3) was
increased from 16, to 32, 64, and 128 strands to measurefthig.eThis was done
whilst keeping the radius of the overall loop the same (2 Msnyall as the total energy
that is deposited in the loop over the simulation timesc&lewever, this means that
the radius of the individual strands decreased as strantb@uimcreased. The number
of nanoflares per strand was also kept the same (64 giratgd) but this in turn meant
that the energy of each nanoflare decreased as strand nurotesased in order for the

total energy to remain the same in accordance with the eaquati

ETOT = (EburstXN)urst)XNstrands (4-2-1-1)

This investigation aims to quantify the changes caused trgasing the strand number
which consequently causes strand radius and nanoflareyetoedgcrease. The aim is
to see if this change in model parameters causes a measafi@aieon the outputted

synthetic DEM and intensity measurements.

Comparison of general traits of simulations

As mentioned above, in each of the four simulations (of 16,8Rand 128 strands)
the number of bursts per strand was kept the same (64 nargdtesad) and each burst

deposited its energy at a random time during the simulafibe.size of these nanoflares
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was scaled according to their number in order to keep thédatxgy deposited in the

loop roughly the same at around 5.1 - 5.3 ¥®1éxgs.

Strand Tot. No. Cross-sect. Total Ave. Burst Power Average
No. Bursts Area Energy Energy Law ENMT
(cr?) (ergs) (ergs) (Log /K)

16 1024 8x18  5.32x13® 5.20x1¢° 2.35 6.561
32 2048 4x16p  5.28x13® 2.57x16° 2.39 6.562
64 4096 2x16  5.13x13® 1.25x16G° 2.46 6.561
128 8192 1x1®  5.14x16® 6.28x16* 2.57 6.561

Table 4.4: Model Parameters for changing strand number. Efi§iiids for the emission
measure weighted temperature (see Equation 4.2.0.1).rokg-sectional area refers to
the cross-sectional area of an individual strand in each.cas

The basic parameters of the four simulations are given iteT&ld where it can be seen
that the total energy of each simulation is around this vadhueuld not be exactly fixed
due to the random nature employed to determine the size aniolgtiof each specific
nanoflare event. This slightftierence in the total energy and also in the power law is
to be expected and does not significantly impact the outcorhe. columns in Table
4.4 describing how the average emission measure weightgaetature (EMT) of the
loop changes between the simulations is based on the owptite model and is not

a predefined value. This data is included to help explain #r@us changes in the
calculated DEMs and also to show that the EMT values are dlexastly the same in

each case.

The spatial distribution of the nanoflares along the loop &ss kept the same in each
case with the nanoflares being distributed practicallyarnity over the length of the

100 Mm loop. These distributions are shown in Figure 4.6 wlitecan be seen that in
each case nanoflares occur from -45 Mm-#b Mm. This is due to the 5 Mm at the two
ends of the 100 Mm loop being designated as the transitioom@promosphere where
no nanoflares are located. As strand number increases, sloésahe total number of
nanoflares occurring within the loop. This increase leadfi¢ospatial distribution of

nanoflares becoming more smooth.
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Figure 4.6: Figures showing the spatial distribution of tia@oflares along the length
of the loop. It can be seen the distribution of nanoflares i®umly spread along the
length of the loop but grows more smooth as strand numbegases. This is due to the
number of bursts per strand remaining the same so as stramoenincreases there is a
more uniform distribution due to more bursts goirffj o
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Figure 4.7: Figures showing the temporal distribution & ttanoflares over the time-
length of the simulation. It can be seen the distribution sthes as strand number
increases.
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Figure 4.7 shows how the nanoflares in each simulation areldited over the simula-

tion time. In each case they are spread over the 17,250 setaing well.

Uniform heated 16 strand E,,.. = 10* Uniform heated 32 strand E,.. = 10*
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Figure 4.8: Figures showing how the power law changes asdstramber increases. It
can be seen that the slope in each case remains roughly tleevagimthe distribution
moving upwards (due to the number of nanoflares increasinlg wcreasing strand
number) and to the left. This shift to lower temperaturesus tb the average energy
per nanoflare decreasing as strand number increases.

The relationship between the number of nanoflares and theg\emper nanoflare is
shown in Figure 4.8 where the value @from Equation 4.1.1.1 is given on each plot.
The slope of each graph remains roughly the same but the phsrupwards and to the
left as strand number increases. The upward motion is dinetimtrease in the number
of nanoflares occurring within the loop as strand numberei@ees and the movement
towards lower energies is due to the average energy of eaxdflage decreasing in ac-
cordance with Equation 4.2.1.1. The variation in the slopeazh graph is within the
bounds of what is acceptable i.e., the standard deviatidimeobower law as the strand
number increases is only 0.1. Only changes of greater that digwnificantly affect the

simulation as shown by Sarkar & Walsh (2008).

Figure 4.9 shows the evolution of the EM weighted tempeea(EMT) over time for

each of the four simulations. It can be seen that the vanatiche EMT becomes
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less extreme as strand number increases. The reaction etrdnel plasma to the
nanoflare heating in the fiierent simulations can be related back to the ratio of the

cooling timescale of each nanoflare burst to the burst frecyue

The burst frequency is the same in each simulation but the taken for a strand to
cool back to its equilibrium temperature following a nandafles dependant on the size
of the nanoflare energy. For example, a strand will have a mared temperature
evolution if the time between heating events is longer thartime taken for the strand
to cool. Higher energy bursts cool faster (as conductior tisnrelated to T2) so the
EMT for the 16 strand simulation (which has the highegtdsize) is much more varied

compared to the 128 strand model.

Another factor that will influence how the plasma behavesradtheating event is the
volume each nanoflare is concentrated in. The individuahstvolume decreases as
strand number within the loop increases (see Table 4.4 wthereross-sectional area
of the strands in each simulation is listed). The plasmaiwi¢ghlow volume strand
will have a more dramatic reaction to a particular heatingnéthan would be seen in
a higher volume strand (providing the energy burst is theessize). This fect is not
seen in this investigation as both strand volume and naeaflaergy go down together
as strand number increases. ThiEeet of changing the volume of a strand while the

energy bursts stay the same size is discussed further im68dce.4.

The outputs from each simulation can further be used to tigede the plasma prop-
erties of the modelled loop by calculating thefeiential emission measure of each
simulation based on particular tifispace cuts of the data (as described in Table 4.3).
The DEM distribution is expected to smooth out as strand rermizreases i.e., show

less variation from temperature bin to bin.

This smoothing occurs mainly because the size of the modakea(that goes into
creating the DEM for each simulation) doubles each time thend number does (as

loop length and grid spacing along each strand is fixed) sositatistically more likely
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Figure 4.9: The emission measure weighted temperaturecbf ®eulation as strand
number is increased.
that there will be plasma covering a wide range of tempeeataentred around some

average value.

The DEM of each simulation was explored over the various dats in order to see if
any unique signatures of multi-strandedness were obsefsech signatures could be
ideal indicators of multi-strandedness present in reaéntadions. The veracity of this

idea is explored in this section.

Issues with croppingcutting MSHD model outputs

One of the aims of this chapter is to apply what the MSHD maul#iciates about chang-
ing plasma parameters to a real SB@A data set. With this in mind, the logical tem-
poral and spatial cut of the model would be equivalent to ohfe @ixel resolution for

the average exposure time of an AlA image.

Figure 4.4 showed the coronal part of the simulation hasfaumigrid size of 0.164 Mm.

From this the number of grid sections required to represeitiA pixel of ~1” can be
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calculated as follows:

1" =725 Km=0.725 Mm
0.7250.164= 4.4 ~ 4 length segments

The simulation duration is chosen to be 17,250 seconds lorgch case but this gen-
erates a lot of output i.e., one value of temperature andityeos every length section
along every strand at every time-step. Picking just threth@de time-steps is compu-
tationally advantageous and also represents a similar toemhat would be seen by
SDQAIA which has an average exposure time of 3 seconds (Lemen 20582b). As
mentioned previously, this cut of the data (i.e., four lérggctions from all strands over
three seconds) is designated as Cut 1 (see Table 4.3) aodglitit is comparable to
what would be seen with SDBIA, there are inherent drawbacks in using such a small

cut of the data to produce DEMs.

The DEMs in Figure 4.10 and 4.11 are examples showing the wadation in the
DEM profile that results from choosing afidirent three second window in the simula-
tion. The 32 and 64 strand DEMs show a similar variation alodtilate that although
the variations smooth out slightly as strand number in@®ése., seen by comparing
the size of the variations between Figures 4.10 and 4.1&)ydhniations are not com-
pletely eliminated and therefore the choice of three sesovitl not give an adequate
representation of the simulation properties. Based on thits of the simulation data
that are averaged over a larger portion of space and timerenanly used to assess
real changes in the DEM that are a result of the changing @asoperties and not just

a temporal distortion.

Leg vs. Apex

An advantage of the MSHD model generating temperature amsityevalues along the

entire length of the loop is that changes in the DEM can berebdealong this length
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Figure 4.10: 16 strand simulation synthetic DEMs based diiCLAIA pix, 3 seconds)
taken at diferent start times.
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Figure 4.11: 128 strand simulation synthetic DEMs based @11 AlA pix, 3 sec-
onds) showing the élierence in the DEMs due to picking di@rent time in the simula-
tion to take the 3 second cut. For this reason, DEMs takenalarger time period are

considered as these have less drastic variations.
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e.g., to compare the apex and footpoints of the loop. Figur2 ghows a comparison
between DEMs constructed from data taken from the simulaijmex compared to the
leg. In this case ‘leg’ refers to the area of the simulaticat th closest to the transition
region but still part of the coronal portion of the loop. Ihdae seen that for each case of
changing strand number, the DEMs exhibit a similar behawwth the leg based DEM
being wider and taller compared to the apex DEM. As strandbmirincreases it can
also be seen that the DEMs increase in height but this polhbw/icovered in Section
4.2.1. The reason behind the shift in the ‘Leg vs. Apex’ DEMsdmes apparent when

the spread of the data that the plots are based on is examined.

Investigation A: Strand number 16 (Uniform E..=10%, apex vs. leg) Investigation A: Strand number 32 (Uniform E,,..=10%, apex vs. leg)
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Investigation A: Strand number 64 (Uniform E..=10%, apex vs. leg) Investigation A: Strand number 128 (Uniform E,.=10%, apex vs. leg)
£ T T T T E E T T T T E

Leg
Apex

Leg
Apex

DEM [em™k™]
DEM [em™~]

7.0 75 8.0 55 6.0 7.5 8.0

6.5 6.5 7.0
Log Temperature (K) Log Temperature (K)

Figure 4.12: Figure showing comparison between DEMs takem fapex vs. leg of
simulation for diferent strand lengths.

Figure 4.13 shows an example of the distribution of the teatpee and density at
different areas of the simulated loop. This plot was made by gaéath value of the
temperature and density contained in Cuts 2 and 3 (i.e.,ldgpex) over four length
segments and 500 seconds for the 128 strand loop, and glttem against each other
to get an indication of the spread of the data. Although thisigular plot is taken from
the 128 strand simulation, it is representative of what ttheeiolower strand number

plots demonstrate. It can be seen that the temperature asdydef the data taken from
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Figure 4.13: Temperature and density distribution of afed28 strand loop at apex
(green) and on the leg (red).

the apex (green) of the loop is contained within a narrowgiorethan data taken from
the leg of the loop (red). This accounts for the apex DEMSs deiistributed over a
narrower temperature range than the leg DEMs. The increabe IDEM values of the
leg data compared to the apex is also explained as it is dledegs of the loop have a

higher density than the apex which is to be expected.

Impact on DEM of changing strand number

In order to see the overall trend exhibited by increasingstnend number of the sim-
ulations, a longer time period needs to be examined to iremey fluctuations caused

by individual nanoflare energy dissipation.

Figure 4.14 shows the four simulations of increasing stramdber overplotted on each
other with the topmost plot showing the comparison with terapure bins of Log /K

= 0.1 while the lower plot shows a more detailed view where #rmaperature bins
have been refined to LogK = 0.025. A clear trend is seen where the DEM increases
in height as strand number increases. The width of the DENI s¢&ms to increase

slightly. This widening is due to an increase in the stat@tsignificance of the data set
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Investigation A: Strand number — Uniform E,=10%, whole loop, 2000 seconds
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Figure 4.14: DEMs of changing strand number based on datavroole loop averaged
over 2000 secondslop: DEMs with temperature bins of Log ¥ 0.1. Bottom: Same

DEMs but calculated over finer temperature bins of Log 1.025 to highlight small-
scale diferences.
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that each subsequent DEM in based on as strand number iestieasas strand number
doubles so does the number of temperature and density laethe DEM is based

on.

The increase in the height of the DEMs as strand number iseseaan be directly
related to the corresponding decrease in the strand diesneis Table 4.4 indicates,
the doubling of the stand number in each subsequent siranlediuses the individual
strand diameters to decrease by a factor/of2L Since the DEM calculation includes
a line-of-sight factor which is approximated as the thicdsief one strand in each case,
this change in strand diameter causes the DEM to increasecbyr@sponding factor
of V2. This scaling factor is clarified below wherg As the cross-sectional area of
the whole loop, Ais the cross-sectional area of an individual strandaRd R, are the
corresponding loop and strand radii (wherg iR kept constant), and s the strand

number.

AL ~ AsNs
R ~ nR& Ng
R
Rs = L
VN
R R
16strands: Ripe v — =—
— Ri6s \/1_6 2
R, 1 R
32strands— Ry — =— —
32s \/3_2 \/§ 4
R 1 R
64strands— Rgys~x — =——— —
“T Vea V22 4
R|_ 1 RL

128strands— Rysg =~

Vi V2v2v2 4

It can be seen that doubling the strand number in each casesthe strand radius to

decrease by a factor of2. This will have a direct result on the DEM in each case as
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the line-of-sight element for the DEM calculation is appmoated as the diameter of a
strand. Therefore this LOS element will change by a factdl/of2 as strand number

doubles, directly impacting on the DEM.

Figure 4.15 shows this scaling clearly as the real DEM valueglotted (in black and
in non-log form) while the values of the 128 strand DEM (sdadewn by V2 in each
case) have been overplotted in red. It can be seen that thrsxamation reproduces
the majority of the observed increase in the DEM values sstyggethat this is just an
inherent &ect of the simulation. The slight disparity between the DEAes (black)
and their scaled counterparts (red) is due to the partiamapshot in time this plot is

based on.

DEM comparison of changing strand number: black — real DEM values, red — trend sqrt(2) values
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Figure 4.15: DEM values from Figure 4.14 (lower) plotted omoa-log scale in black

with the 128 strand values scaled down ¥g overplotted in red. It is a close visual fit
suggesting that the majority of the DEM rise is due to t¥&factor from the change in

strand diameter.

Impact on SDO/AIA intensity due to changing strand number

By using the calculated DEMs and folding them through theperature response func-
tion of the SDQAIA imager, simulated intensities can be calculated andremed for

unique signatures. These intensities are shown in Figh@where it can be seen that
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the intensities seen in each channel follow the same patestrand number increases
but with a diferent scaling. Once again theférence in the scaling is/2 and is due
to the change in the strand diameter as strand number irsreds the DEMs (seen
in Figure 4.14) cover approximately the same temperaturgeras the strand number
increases, it is expected that the emission would followsdrae pattern in each case.
A difference in the ordering of the dominant intensity channelgldvonly be expected

if there was a clear shift to higher or lower temperatures se¢he DEMS.

Investigation A: Strand number — Uniform E,.=10%, whole loop, 2000 seconds, Intensity changes
5000 T T T L R L A LA S

16 strands K Ris
,,,,,,,,,,,, 32 strands K NI
_ _ _ _ 64 strands K ~IT.
,,,,,,, 128 strands K -\%‘

4000

3000

2000

Intensity (DN pix™" sec™)
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SDO/AIA channel

Figure 4.16: SDQ@AIA simulated intensities changing as strand number iregea
(black). Note that these values are not continuous and dgepbotted this way to
indicate the general trend of each intensity set. The valtieach intensity are plotted
as=. The red lines represent the intensity values of the 32 dti@op that have been
scaled ugdown by V2 to show that changes in intensity as loop number increases a
mostly due to the strand diameter changing in each case.

Discussion

In order to study the féect of changing the strand number within a 100 Mm loop of
fixed radius and fixed total energy input, loop simulation$®f32, 64 and 128 strands

have been run and the measurable outputs examined.

By changing the strand number (and correspondingly chgrnm strand diameter and

average nanoflare energy in order to keep the overall lodpsahd total energy the
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same), the result is an increase in the calculated DEM aedsity (per pixel per sec-
ond) values as strand number increases. These increasgwaaeterised by a scaling
of V2 which can be traced back to the changing strand diameteryPrscaling seen is
a result of the strand number doubling in subsequent simuakae.g., the scaling would

be VN if the strand number had increased by a factor N each time.

The DEMs also become more smoothed as strand number insre@bes is because
increasing the strand number leads to many more nanofldriesv@ energy) going i
along the loop which creates a smoother DEM as there is leggioa in the tempera-

tures reached.

Apart from this scaling there is no clear unique signatues wiould allow an identifi-

cation of increasing strand number to be made. The sameseia DEM value could
also be attributed to a scenario where the density of onewasphigher than another
giving the same result. A larger multi-strandedness sigeatvould be of use when

looking for evidence of subresolution strands within reatidsets.

4.2.2 Investigation B: Changing the Location of the Nanoflags

As previously mentioned, the location of each nanoflaregoparticular strand and the
time of its initiation are randomised factors in the simidat However, the distribution
of these nanoflares can be confined to a particular area obtpeduch as the apex
region, footpoint region, or having a uniform distributiatong the loop length. In
order to examine whatfkect, if any, this factor plays in the MSHD simulation, alleker

cases have been examined.

Three simulations were undertaken that kept all parambgaigeally unchanged except
the distribution of the nanoflares along the length of th@ldgome of the basic parame-
ters are given in Table 4.5. The average energy of each namofldne three simulations

was set to be around 30ergs but this is only a guide value as the simulations vary the
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Strand Heating Total Ave. Burst Power Average EMT
No. Location  Energy Energy Law EMT range

128  Uniform 5.14x1® 6.28x16* 2.57 6.562 6.537-6.628
128 Apex 5.04x1® 6.16x16* 3.07 6.606 6.580-6.636
128 Footpoint 5.13x18 6.26x16* 2.87 6.522 6.462—-6.591

Table 4.5: Model Parameters for changing nanoflare locatieMT strands for the
emission measure weighted temperature (see Equation}).24dl apex.

heat deposition around by a randomised amount. Due to th@onaisation factor the
total energy going into each simulation is slightlyfdrent (third column of Table 4.5).
However, these variations are not large enoug2?4 difference) to cause any substan-
tial effects so we can be confident any changes detected in the mdpetoare due to

the nanoflare spatial distribution alone.

The exact dierences in the nanoflare spatial distribution between ttee thimulations
can be seen in Figure 4.17. In all figures in this section tisggdation ‘Apex’ refers
to apex localised heating, ‘Footpoint’ to heating localis¢ the footpoints of the loop,
and ‘Uniform’ to heating spread uniformly over the lengthtlbé loop. Although the
distribution of the nanoflares in space is verffelient between the three simulations,
Figure 4.18 shows that the nanoflares are distributed evkrdyghout the simulation

time.

Figure 4.19 shows the energy power law for each of the threalations. The slight
variation in thea value of the Apex Heating can be traced back to the slightielo
value of total energy that this simulation has compared ¢éxther two. As mentioned
in Investigation A, this slight variation causes no majffeets and any influence it does

have is greatly overshadowed by tHeeet of changing the distribution of the heating.

In order to examine how changing the spatial distributiothef nanoflaresféects the
outputs (e.g., temperature and density) of the MSHD modeious plots can be made.
The first factor to examine is how the average emission measeighted temperature

(EMT) of each simulation changes over time. This can be se&igure 4.20 where the

112



CHAPTER 4
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Figure 4.17: Figures showing the spatial distribution @& tianoflares over the length
of the 100 Mm loop.
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Figure 4.18: Figures showing the temporal distributionhaf hanoflares over the time
length of the simulation.
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Uniform heated 128 strand E,,.. = 10*
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Figure 4.19: Figures showing the relationship between timeber of nanoflares and the
nanoflare energy in each simulation as a power law.
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data is based on a region taken at the topmost portion of thedweer all strands and
all time. The EMT is calculated using Equation 4.2.0.1 ar@hit be seen that there is
a modest dference in log scale in the average EMT value between siruoktiThe
extent of the variation in the EMT seems to be comparabledh ease but the average
value from the apex heated simulation is clearly the higfekiwed by the uniform
distribution and lastly the footpoint heated case. Althodggure 4.20 is based on a
section of the data at the top of the loop, this trend is seeemvidoking at positions at
other points along the loop. The reason for this shift carubthér explored by looking

at the unweighted model temperature and density valueswuasctidn of loop position.

Investigation B: EM weighted Temperatures of loop apex with different heating profiles
\ \ \ \ ‘ \ \ \ \ ‘ \ \ \ \ ‘ \
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(@]

Figure 4.20: The emission measure weighted temperaturgcbf @mulation. The data
for this plot has been taken from the apex of the loop simutebut is representative of
what would be seen in the whole loop.

As described by other authors (Priest et al. 2000, e.g r¢ilsean observable fierence
in the resulting long-duration temperature and densityesldepending on the location
of the heat input. Figure 4.21 shows the variation of the &najpire and density (aver-
aged over all strands over 1000 seconds) along the lengtiedfGO Mm loop for each

type of heating distribution.

The density values for the footpoint heating case are sedre toigher than for the
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uniform and apex heating cases. This is because more magaperated from the
model chromosphere into the loop when the heating is focas#tke footpoints. This
higher density means that radiation dominates the enemggipdition throughout the
loop and conduction is low. This low conduction is respolesfbr the flat temperature
profile seen for the footpoint heating case. The temperaafe for the apex heating
case is more sharply peaked around the loop apex as the plisrsidy in this scenario
is lower meaning that conduction can dominate over radidtalissipate the nanoflare

energy.

Average temperature along loop for different heating distributions
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Figure 4.21: Average temperature and density over loopttefay different heating
profiles. Values averaged over 1000 seconds of model databatrands.

A major advantage of studying the outputs of the MSHD modé¢héslevel of detall
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available in terms of temperature and density values. Thases can be put to a more
practical use by using them to calculate a DEM distributmmeach simulation to look

for unique signatures aya any trends observed.

nvestigation B: Heating Location — Ews=10% 128 strands, 4 pix 50D seconds, apex Investigation B: Heating Location — Ewx=10" 128 strands, 4 pix 500 seconds, at apex
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Figure 4.22: Comparison of DEMs at cuts 2 (top), 3 (middlayl & (bottom) (see Table
4.3 for cut specifications) foA Log T =0.1 and 0.025 (K) showing three simulations
with the nanoflares distributed uniformly (green), at thgd@pex (red) and close to the
footpoints (blue).

Figure 4.22 shows DEMs for the three simulations listed inl@4.5 based on three dif-
ferent cuts (cuts 2, 3 and 5 as described in Table 4.3) of ttze @lae left column shows
the DEMs made with a bin size of Log T =0.1 while the right column shows a finer
binning of A Log T =0.025. This was done in order to examine any fine-scale clsange
that may be averaged over in larger temperature bins and bheaeen that much more

detail is revealed in the finer DEMs. One such example is th& pelL.og T=6.0 seenin
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Figure 4.23: Plot showing the distribution of the tempemtnd density values used to
create the topmost DEM in Figure 4.22. The point of this @dbiexplain the erroneous
DEM contribution at Log T= 6.0 for the footpoint heating distribution. This part of the
DEM is created from the data within the circled area of thgogrand is only due to
the behaviour of one strand. Thifect is magnified in Figure 4.22 as it is plotted on a
log-scale.

the top and middle right-hand plots for the footpoint heatieaulation (blue). This fea-
ture is an erroneous contribution to the DEM caused by thawetrr of one particular

strand.

Figure 4.23 shows the distribution of the temperatures andities of the model plasma
for each heating case with the circle at Log=%6.0 highlighting the strand in question.
The log-scale of the DEM plots in Figure 4.22 have exaggdréte contribution of this
strand to the overall DEM and should not be over-interprefdds feature is not seen
in the lower DEM plots as these graphs are made from a mucérlatg of the data (in
space and time) and so have averaged out this feature te e@@aich smoother DEM

I.e., there is much less variation from temperature bin o bi

The top and middle rows show the DEMs created from data atabye &pex and on
the loop leg respectively. A similar trend to the one seemuestigation A is observed
with the leg DEMs being taller than the apex DEMs. This is aghie to the increased

density in the loop legs compared to the apex.

119



CHAPTER 4

Investigation B: Heating Location — Eoe=10%, 128 strands, whole loop 1000 seconds
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Figure 4.24: DEMSs of the three simulations plotted on nandoale. This data is based
on cut 5 of the data and is the same as the lower-right plotgnir€i4.22 i.e., based on
data from the whole loop over 1000 seconds. The residualeseet the uniform data

and the apefootpoint data are shown in the lower panel.
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The main feature to note from these DEM pilots is the sligfded between the three
heating distribution DEMs in each case. The apex and footgwated DEMs appear
on either side of the uniform DEM with footpoint shifted toda lower temperatures
and apex towards higher temperatures. This shift is seee oiearly in Figure 4.24
where the DEM from the lower-right panel of Figure 4.22 hasrbeeplotted on a non-
log scale. The residuals between the apex and footpoineth&EMs compared to the

uniform heated case are also shown in the lower panel toighgtihis dfset.

The peaks and troughs of the residuals plot can be explayneoiisidering the apex and
footpoint heating cases compared to the uniform case. Th# peak in the apex DEM
residual seen at Log ¥ 6.75 highlights the shift in the DEM to higher temperatures
compared to the uniform case. This can be related back tod-#@1 where it can be
seen that the apex heated loop reaches higher temperdtarethe other two heating
distributions. This means that more of the plasma in the d&y@ated simulation is at
a higher temperature leading to the DEM shifting to the righihe main peak in the
footpoint heating residuals is due to the fact that the ptagmthis simulation has a
lower average temperature (as seen in Figure 4.21) but ahéglerage density than the
uniform and apex heated simulations. This lower averag@éeature accounts for the
shift to lower temperatures in the DEM and the higher avedagesity leads to the DEM
having an increased height compared to the other two sirookat This shift between
the three heating distributions is not substantial and d/ds& hard to detect in some

reduced versions of the dataset.

These DEMs can then be folded through the temperature respafnthe SD@AIA
instrument in order to investigate how the intensity evelas the parameter space of the
model changes. Figure 4.25 shows that the three simuladispkay the same intensity
pattern but with the footpoint heated distribution (bluayimg the highest values. This
can be explained by noting that the footpoint heated DEMeddlgest out of the three
due to this simulation having a higher overall density (seeie 4.21).
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Investigation B: Heating Location — E,,=10%, whole loop, 1000 seconds, Intensity changes
8000 T T T T e ———— e
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2000 —
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Figure 4.25: Synthetic SD@BIA intensity changes calculated from each simulation.
Note: the intensity values are not continuous and are mawkiida = symbol. The lines
are to show the changing intensity value trend between sitouls.

In summary, changing the spatial distribution of the nameflacauses a shift in the
subsequent DEM. This fierence is more obvious when intensity values are considered
In order to detect any obvious trend in the DEMSs, long timeesc&1000s) had to be
considered in order to average over the temporal and sflas&hations. This suggests
that this €fect would not be measurable in real SIAOA data unless a long time series
was considered. However, this would pose certaifiatilties as real observations of

coronal loops are generally not stable for this length oktim

The very slight shift in the DEMs is perhaps too subtle to bestdered a unique sig-
nature as such shifts could easily be caused by general ehamthe plasma properties

of the loop.
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4.2.3 Investigation Ci: Changing the E of the system by increas-

ing the Eburst

An important check to perform is making sure that changirgyttital energy of the
system shows a cleaffect in the corresponding DEM. This has been investigated by
running simulations 4, 7 and 8 from Table 4.2 where the avesse of each nanoflare
increases by an order of magnitude. Table 4.6 providesdudétails of the dferences
between these three simulations. In each case the loophle&ngte same (100 Mm),
there are 128 strands with 64 nanoflares per strand, andribes#ares are distributed
evenly along the loop length and throughout the simulaiime {see Figures 4.26 and

4.27).

Strand Total Ave. Burst Power Average ERMT
No. Energy Energy Law EMT range

128 5.14x16" 6.28x13* 2.57 6.276  6.252-6.318
128 5.14x18 6.28x16* 2.57 6.562 6.537-6.628
128 5.14x1®° 6.28x16° 2.57 6.849 6.820-6.895

Table 4.6: Model Parameters for changing total energy in@MT strands for the
emission measure weighted temperature (see Equationy. 2data taken at loop apex.

Uniform heated 128 strand E,,.. = 10*
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Figure 4.26: Figure showing the spatial distribution of tiaoflares over the length
of the 100 Mm loop. This plot shows the distribution over teadth of the loop for
the Bus=10?* erg case but is identical of the distribution seen in the otlve energy
cases.

Figure 4.28 shows the relationship between the number afffaaas in each simulation
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Figure 4.27: Figure showing the temporal distribution a&f tranoflares over the time-
length of the simulation. Again, this plot shows the nanefldistribution over time for
the Bus=10?* erg case but is identical of the distribution seen in the otlve energy
cases.

(8192 in each case) and the size of each nanoflare energylofieeds this power law
is exactly the same in each case as the nanoflare energy hrasbesased by a factor

of ten in each case, resulting in the power law merely slgft;mhigher energies.

Once again the temperature and density outputs of the MSHiehoan be combined
into an average emission measure weighted temperature \B8Tg Equation 4.2.0.1
in order to quickly assess the plasma behaviour over timach simulation. A measure
of this EMT at the loop apex over the entire simulation timshewn in Figure 4.29

where it can be seen that changing the average nanoflareyeasid hence the total
energy going into each simulation) has a dramatieat on the loop plasma with the

average EMT doubling each time the total energy is increased

Making further use of the raw temperature and density vadiles/s various DEM plots
to be constructed. Figure 4.30 shows a selection of DEM [ftota the three simula-
tions based on various cuts of the model data. The top andenzielMs are based on
cuts of the data taken at the loop apex and leg respectivelglaow the same overall
pattern. The only dierence is a slight shift to lower temperatures seen in th®Eg
which is to be expected as the lower portion of the loop doésaaeh as high a temper-

ature as the apex section. The bottom set of DEMs are baseat@mawkraged over the
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Figure 4.28: Figures showing the relationship between timeber of nanoflares and the
nanoflare energy in each simulation as a power law.
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Investigation Ci: EM weighted Temperatures of loop apex with different total energy
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Figure 4.29: The emission measure weighted temperatugecbfgmulation of increas-
ing nanoflare energy.

whole coronal loop length for 100 seconds and shows a muchk evan distribution of
plasma over the temperature bins. Each DEM plot shows the s&éar trend with the
higher energy simulation (red) being shifted towards highmperatures compared to
the ‘standard’ energy simulation (green) and the lowergnsmulation (blue) being
shifted towards lower temperatures. This is an obvioudtrbstiserves as both a check
that the simulation is performing as expected, and also asugeyto see how far the
DEMs shift when the total energy is changed. This allowsietgins on the total en-
ergy going into the simulation to be made as energies thatgiphysical results (e.qg.,

the majority of the plasma over Log= 7.0) can be adjusted to sensible levels.

Once again the DEMs with a smaller size of temperature bgh{rcolumn of Figure
4.30) highlight various instances where the spread of th®l[@Hess uniform (i.e., the
variation from temperature bin to bin is not an even prodgoegs This is seen most
clearly in the E,s=10erg case (red) at around Log=T6.4. These variations are
the same as those seen in Investigation B where the evolatione or two strands
happens to be further away from the strand average in tertesrgferature and density

distribution. These variations have mostly evened outénldlver plots of Figure 4.30
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Investigation Ci: Change of total Energy — Uniform heating, 128 strands, 4 pix 500 seconds, ot apex Investigation Ci: Chonge of total Energy — Uniform heating, 128 stronds, 4 pix 500 seconds, at apex
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Figure 4.30: Various DEM plots of the three simulations takediferent cuts in space
and time and with two temperature bin sizdsp: DEMs based on data from the loop
apex averaged over 500 seconditiddle: DEMs based on the same 500 seconds but
taken lower on the loop towards the footpoirB®ttom: DEMs based on data averaged
over the whole loop length for 100 seconds. In each case tiheolemn shows DEMs
with temperature bins of LogT/K = 0.1 while the right column shows a more detailed
view with Log AT/K = 0.025.
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as this is based on the whole loop rather than just a smalbgect

An interesting diference between the simulations can be seen by computingihe s
thesised SD@AIA intensities by folding the lower DEM in Figure 4.30 thrgh the
instrument response function. The intensity seen in eaéhfiter by each simulation
is shown in the top plot of Figure 4.31. Unlike investigasoh and B where the re-
sulting intensity values were simply scaledfdrently between simulations, here there
is actually a change in which is the dominant highest intgridiannel in each case.
This is due to the shifting to higher temperatures as thé ¢oiargy in the simulation is

increased by a factor of ten.

The middle panel of Figure 4.31 re-plots the DEM created fatata over the whole
loop length over 100 seconds and is plotted above the n@ethilemperature response
functions of SDQAIA (bottom panel). The position of the DEM peaks in conjuant
with the sensitivity peaks of AIA can be used to help intetphe diferent intensity
values seen. In each channel the highest intensity seeanstire simulation whose

DEM peak is closest to that channel’s maximum sensitivity.

As total energy increases, the DEMs are seen to rise in hanghalso widen across the
temperature range covered. The increase in DEM height isodibe density increasing
in each case as more plasma is evaporated up into the loop ttddhenergy increases.
The change in width of the DEM can be attributed to th&edences between the plasma
properties in each case seen in Figure 4.29 where the EMEed th,=10%° is seen to
be the highest and most varied. The increase in DEM heighiéiscts the synthetic in-
tensity values as intensity values will be higher when theesponding response curve

peaks within one of these larger DEMs.

This investigation has shown that changing the energy ibpwn order of magnitude
creates a large variation in the corresponding DEM and sitygralues. These simu-
lated observables allow the validity of each input enerdyattested (i.e., is it physically

realistic?) and could set higher and lower bounds on whatqaassibly be observed
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Investigation Ci: Total Energy — Uniform heated, whole loop, 100 seconds, Intensity changes
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Figure 4.31: Synthetic intensity changes seen by S®as total simulation energy
changes. Note: the intensity values are not continuous @nicharked with a symbol.
The lines are to show the changing intensity value trend éetwsimulations. DEM
position (middle) compared to SDAIA instrument response function (bottom) in order
to quantify changes in intensity seen.

129



CHAPTER 4

in real coronal loops.

4.2.4 Investigation Cii: changing the number of nanoflares pr strand

The energy balance within each simulation is based on thebauwf nanoflares per
strand (Nanotiare9 @nd the individual energy in each of these nanoflargg {Eare). The
total energy in the simulation will be equal to the sum of adte individual nanoflares.
Investigation Ci has shown that largeffdrences are observed between simulations
where the Ranotiarehas been increased whilst keeping thgBtaresper strand the same.
This had the ffect of changing the total energy going into the loop and hdda sig-
nature in the DEM.

A more subtle change to the energy equation can be investigst keeping the total
energy going into the system the same but changing its ¢otigti. This section in-
vestigates thefect of changing the number of nanoflares per strand (and gubsty
changing the energy per nanoflare) and tieat that this has on the MSHD model

outputs and synthetic DEM and intensity values.

General simulation traits

Table 4.7 lists some of the important parameters of the gineelations designed to test
the dfect of changing the number of nanoflares per strand. Eachsan&00 Mm loop
consisting of 128 strands with the heating distributed prity towards the footpoints.
The total energy of each simulation is kept around the sarhe\af 5 x 168 ergs but
there is a little variation around this figure due to the randdements in the simulation.
The nanoflare distribution along the loop is concentratati@footpoints as shown in
Figure 4.32 and their distribution over the simulation timseen in Figure 4.33 to be

evenly spaced.
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Strand Heating No. Bursts Total Ave. Burst Power Average EMT
No. Location perstrand Energy Energy Law EMT range

128 FP 16 5.10x1 2.49x16°> 2.97 6.522 6.456-6.645
128 FP 64 5.13x1 6.26x16* 2.87 6.522 6.492-6.591
128 FP 640 5.17x¥8 6.32x16° 3.03 6.510 6.488-6.558

Table 4.7: Model Parameters for changing nanoflare numbestpend. EMT strands
for the emission measure weighted temperature (see Equéiib0.1} calculation
based on data from the loop apex.
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Figure 4.32: Figures showing the spatial distribution & tianoflares over the length
of the 100 Mm loop.
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Figure 4.33: Figures showing the temporal distributionhaf hanoflares over the time-
length of the simulation.

The power law of each simulation is seen to have a slightfgnt slope in each case
(Figure 4.34) but this is just arffect of changing the number of nanoflares per strand
and the corresponding average nanoflare energy. Thisiearizt~0.1 does not greatly

influence the outcomes of each simulation.

The behaviour of the loop plasma in each case can be moreadelyucharacterised by
plotting the average emission measure weighted temperf&tan Equation 4.2.0.1 of
each simulation over time. This gives a more realistic viéthe plasma behaviour as
it considers both temperature and density values. This EdMThe three simulations
is shown in Figure 4.35. It is clear the 16 bysstand simulation (green) shows the
greatest temperature variation with the 64 hstsand (red) and the 640 byistand

(blue) smoothing out as burst number increases.

The large variation in EMT of the 16 burst per strand simolats due to the associated
increase in each nanoflare’s energy. Large, infrequentdbhest the plasma up to more
extreme values and the long time between heating episodesdhe strand plasma to

cool creating the variation seen in Figure 4.35. The avevafjee of EMT for the 16

132



CHAPTER 4

Footpoint heated 128 strand 16 Nanoflares
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Figure 4.34: Figures showing the relationship between timeber of nanoflares and the
nanoflare energy in each simulation as a power law.
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and 64 burst simulations is very similar at around Lgg¥6.522 but the value for the
640 burst simulation is slightly lower at LogR=6.510 as this simulation can simply

not reach this temperature with its frequent small bursts.

Investigation Cii: EM weighted Temperatures
6.7 ; ; ; ; T ; ; ; : T : ; ;
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Figure 4.35: Average emission measure weighted temperptafile of the simulations
over time based on data from the apex of the loop.

Impact on DEM

Figure 4.36 shows a selection of DEM plots made froffedent cuts of the three simu-
lations examining theféect of changing nanoflare number. It can be seen that a similar
trend is present in all three tingpace cuts. The DEM based on the simulation with 16
flaregstrand is very wide in each case while the DEM becomes narras/@anoflare
number per strand increases (i.e., also as average nareilengy decreases). This can
be traced back to the results from the EMT plots in Figure &B&h show that a much
wider variation in temperature is reached when there arerfelarger bursts than if
there are many small bursts goingj m the loop. This accounts for theftBrence in the

spread of the DEMs.

Once again the DEM with smaller temperature bins highliglet®ie non-uniform fea-

tures in the distribution. The 64 bufstrand simulation (red) is the same one that was
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Figure 4.36: DEM plots based onfii#irent cuts of the data for changing nanoflare num-
ber. Top: DEM plots (at dierent temperature bin size) based on data from the apex of
the loop averaged over 500 seconds. Middle: DEMs based osatie 500 seconds
but taken from the leg of the loop model. Bottom: DEMs basedata from the whole
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coronal section of the loop averaged over 100 seconds.
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studied in Investigation B where this footpoint heated nh@ges compared to apex and
uniform heating distributions. As was shown previouslg peak at Log F 6.0 can be

traced back to the behaviour of one particular strand as showigure 4.23.

Factors dfecting DEM width

The extreme width of the 16 bufstrand simulation DEM seen in Figure 4.36 justified
further investigation. It was previously assumed that ttennfiactor determining the
width of a DEM from these simulations was the size of the ayensanoflare energy.
However, in Investigation A the four DEMs made from simwas of increasing strand
number did not show a significant change in width despite éloe that the burst size
covered a number of values as strand number changed. Thermalychange in width
observed was due to the increasing strand number increge@mymber of temperature

and density elements being used to calculated the DEM.

No. of Crosssec. No. of bursts Total bursts Ave. nanoflare eRtag

strands strand area  per strand per loop energy Timescale

(cm?P) (ergs) (sec)

16 8.00x16° 64 1024 5.20x1% 649.41

32 4.00x16° 64 2048 2.58x1% 644.53

64 2.00x16° 64 4096 1.25x1%¢} 626.22

128 1.00x16p 64 8192 6.27x1¢ 627.44

128 1.00x18° 16 2048 2.49x19 2490.23

128 1.00x16P 64 8192 6.26x1¢ 626.22

128 1.00x16P 640 81920 6.31x1% 63.11

Table 4.8: Comparison between simulations undertakenvestigate changing strand
number and changing nanoflare number. The first four rows sladails of the Inves-
tigation A simulations in comparison to the three simulasioun for Investigation Ci.
The two entries in bold show two simulations where the totahber of bursts in the
loop are the same as is the average nanoflare energy. The ifiareiice between these
two is the strand number and hence the strand volume. Thatiefeimescale refers to
the required time between nanoflares if this heating meshais to power the corona.

Table 4.8 lists some details of the four simulations fromebtigation A as well as

the three simulations from Investigation Cii. To investeg#he large width of the 16
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bursfstrand simulation seen in Figure 4.36 the 32 strand sinmuddtom Investigation

A was chosen for comparison. Each of these simulations leasaime total number of
bursts within the loop, the same average energy per burdtfrensame total energy
going into the simulation. The heating distribution of eaainulation is diferent with

the 16 burgstrand simulation being footpoint heated while the 32 strsimulation is
uniformly heated. This dlierence can be overlooked as Investigation B showed that
these two heating profiles lead to a very slight shift in theuliing DEMs. As long as

this is kept in mind other, more significant changes can baiestiu

The other diferences between the two simulations are the number of lpestsirand
and the number of strands within the loop. Since the averagmg of each nanoflare
is the same, the emission measure weighted temperaturdiewadf each simulation is
expected to be similar. This is indeed the case as is shovae itop panel of Figure 4.37
where the variation of the EMT is similar in each case. As was\ in Investigation

B, the footpoint heated simulation (16 bysstand) has a lower average EMT than the
uniform heated one (32 strands) but the variation in botbesof a similar magnitude.
The 16 burgstrand EMT variation is 10% larger than that exhibited by 32estrand
one. This is quite a small flerence as other simulation EMTs vary by much larger
values e.g., the temperature variation of the 640 Jgtrahd EMT is 6 times smaller

than the variation of the 16 buystrand EMT (Figure 4.35).

Despite this similarity in EMT variation, the DEMs producidm these two simula-
tions are very dferent as is seen in the lower panel of Figure 4.37. The reasdhi$

can be traced back to theflidirent strand number in each simulated loop which results
in different strand volumes in each case. The cross-sectionabfaestrand in the 32
strand loop (with 64 burststrand) is four times larger than that of a strand from the
16 burststrand simulation (due to it having 128 strands in totalnc8ithe burst size
remains the same it is this change in a&wvelume that causes the largdgtdrence in the

distribution of the plasma temperatures. Considering tna@d in each simulation:
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e 16 burst/strand sim.: this strand has 16 bursts of energy E going into a volume

V.

e 32 strand sim.: this strand has 64 bursts of energy E going into a volume 4V.

Even though the 32 strand simulation has more energy buestand, the higher vol-
ume the energy is being deposited into means that the plashinaotvreach as high
temperatures as the 16 bysstand simulation. The higher number of bursts also means
that the time between heating events is less which consttheplasma to a narrower
temperature range as opposed to the 16 fairahd case where the plasma has much
longer to cool in between heating episodes leading to thewate temperature distri-

bution seen in the DEM.

Now that the reason for theftierent widths of these DEMs is known, the other synthetic
observables relating to the three simulations exploringpflare number per strand can

be investigated.

Impact on intensity values

The synthetic observations of these three simulationsoexy nanoflare number per
strand can be further investigated by taking the DEM fromlib#om-right of Figure
4.36 and folding it through the SDBIA temperature response function to get out syn-
thetic intensity values. Figure 4.38 shows the variatiothese intensity values as well

as accounting for the flerences seen in each case.

The top plot in Figure 4.38 shows how the values of intens#g and fall from chan-
nel to channel for each simulation (NB the intensity valuesrat continuous and are
marked by the asterisks). Inthe 131A, 171A, 193A and 94A nbkkthe same pattern
persists with the 16 buystrand simulation having the highest intensity followed oy

64 and then the 640 bufstrand ones. The reason for this can be seen in the middle
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Figure 4.37:Top: plot showing that the variation in the two simulations’ EMsTaround

the same size. The horizontal lines mark the maximum andnmoim EMT’s of each
simulation with the 16 burgtrand variation being 10% larger that the one seen in the
32 strand simulation. The 16 bytsitand simulation has a lower average EMT as this
simulation is footpoint heated compared to the uniformlgted 32 strand simulation.
This shift was observed in Investigation B but only causetigitsshift in the corre-
sponding DEM Bottom: the DEMs calculated for each simulation have veryedent
widths despite the similarities highlighted in Table 4.8.

139



CHAPTER 4

plot which shows the DEM the intensities were calculatedhfdotted with a non-log
y-axis. Overplotted on this figure are the approximate teatpee peaks of the AIA
response curves seen in the bottom plot. These peak pasérerplotted as fferent
coloured asterisks (at an arbitrary y-axis value) in ordezxplain the intensity values
seen in the top plot. The 640 bysttand DEM (blue) is much higher than the other
two as all the plasma in this simulation is constrained to raomatemperature region

meaning it will have a high density within these temperahins.

The 16 burststrand (green) intensity is higher than the other two in mbannels as the
DEM values where these channels have their peak sensigwiynply higher than the
other two. Inthe 211A channel the order changes with the 6g/btrand (red) intensity
being the highest followed by the 16 and 640 histsand values respectively. This is
due to the red DEM in the middle panel beginning to rise withn211A temperature

response curve.

A similar resultis seen in the 335A channel where for the finse the 640 burgstrand
simulation has the highest intensity value. This is due ®640 burgstrand DEM
(blue) rising within the temperature range of the 335A reseopeak. The narrowness
of the 640 burgstrand DEM is the reason why it has such low intensity valneaast
channels. There is simply less sensitivity in AIA at the tengpure the DEM peaks
around (Log T~ 6.5). If the total energy going into this simulation was hegbr lower
this would cause the DEM to slide (own the temperature range and its corresponding

values in intensity would drastically change.

4.2.5 Investigation D: Investigating the impact of allowirg the loop

simulation to heat then cool

It is possible that coronal loops undergo many instanceseafiig and cooling over

their lifetimes so it is important to be able to identify sagares of such processes in
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Figure 4.38:Top: change in intensity seen in each AIA channel in each sinorati
The ordering of these values is explained in the middle arttbbboplots. Middle:
DEM values from the three simulations plotted on a non-lagescThe large asterisks
symbols indicate at what approximate temperature each Abkel has its main peak
at. Bottom: SDOAIA normalised temperature response curves.

141



CHAPTER 4

any model. By understanding what a cooling loop looks likéeims of its DEM and
intensity measurements, real instances of these cooloaepses may be detected and
related back to the physical mechanisms explained by theemdadorder to study the
various éfects of cooling on the MSHD loop simulation, three runs wendartaken
where all the nanoflare energy release was confined to thqdiaster of the simulation.
Table 4.2 lists these simulations as numbers 13, 14 and 1fevttean be seen the only
difference is the total energy going into the loop (see also #aBle In each case this
total energy has been increased by an order of magnituds.nié&ns that the cooling

profile can be looked at in threeffiirent energy scenarios.

General traits of different cooling simulations

Table 4.9 lists the general traits of the three simulationdeutaken to explore loop
cooling. In each simulation the loop length was 100 Mm, tmar&t number was 128
and the number of bursts per strand was 64. The total eneigg guo the loop was
increased by an order of magnitude each time to see Wieat ¢his had on the cooling
process. Table 4.9 shows this energy change, note thatsukinmg power law has the
same slope in each case (Figure 4.40). The average emissighted temperature
(EMT) of each simulation before the cooling starts is alstedaas well as the time
taken for each simulation’s EMT to drop to its minimum valUdais will be discussed

further in the following sections.

Figure 4.39 shows the nanoflare distribution along the lemgth (left) and over the
17250 second time length of the simulation (right). The &guplotted are for the
Epursr~107* case (i.e., the middle entry in Table 4.9) but are identioghe other dis-
tributions. The right plot of Figure 4.39 illustrates hovesie simulations can be used
to study loop cooling. All the nanoflares have been constdito the first quarter (i.e.,

between £0 and £4312 seconds) of the simulation after which there is no soafc
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Strand Total Ave. Burst Power Average Cooling
No. Energy Energy Law EMT  Time
(ergs) (ergs) (K) (s)
128 5.14x16" 6.28x1G° 2.57 6.46 3728
128 5.14x16® 6.28x16* 2.57 6.75 4205
128 5.14x1&° 6.28x16° 257 7.04 4706

Table 4.9: Model Parameters for changing total energy impatcooling loop i.e., one
in which all the nanoflares occur in the first quarter of theudation. EMT strands for
the emission measure weighted temperature (see Equalidnl4? data taken at loop
apex and refers to average EMT before the heating was stoppectooling time is the
approximate time taken for the simulation to reach its terajpee minimum once the
heating was stopped.

heating within any of the strands. Naturally the loop willgbeto cool over the re-
maining simulation time and the MSHD model will continue tadk the corresponding
temperature and density values. This will allow the evoltof the strands after the

heating has stopped to be examined.
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Figure 4.39: Left: spatial distribution of the nanoflaregiothe loop length showing
that they are uniformly distributed. Right: temporal dizition of the nanoflares over
the entire simulation time showing that they are all confiteethe first quarter of the
simulation in order to investigate loop cooling. These tMatpare for the B, s~107
case but are identical to the two other energy scenariostigated.

Figure 4.40 shows the changing power law associated witlhitee simulations ex-
amined in this section. The slope of each plot is the sameofakrianoflare number
remains the same) but the peak of the plot moves to highegieseas the energy per
nanoflare is increased. This is the same movement that wasveldlsn Investigation Ci

where the energy was also increased by a power of ten in egeh ca

The temperature and density evolution of each multi-sedridop can be summarised
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Figure 4.40: Figures showing the relationship between timeber of nanoflares and the
average nanoflare energy in each simulation as a power law.
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by plotting the average emission measure weighted temper@Equation 4.2.0.1) as it
changes over the simulation timescale. Figure 4.41 showsénsions of this plot: one
with a Log temperature scale and one without. It can be segrirthm &0 until t=4312

seconds the EMT remains more or less stable for each eneegyarsac. In this time

range the three simulations are clearly defined by theiraa@=EMT which is stratified
according to the total energy input in each case. Each plwslthat after this time
period (represented as a vertical dashed line), the avé&isijestarts to decline due to

the absence of nanoflare heating.

EM weighted Temperature change over time

EM weighted Temperature change over time
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Figure 4.41: Left: plot showing the evolution of the emissioeasure weighted tem-
perature (Log EMT) from a stable value for each energy casehngiarts to decline at
~4312 seconds (vertical dashed line) after the nanoflaresdraded. Each energy sce-
nario reaches a minimum value after which the simulatiaestto adjust itself leading
to the ‘bounce’ in values. This is just a computationéieet and so values after this
bounce will not be considered. Théexct is also exaggerated in this plot due to the log
scale. Right: the same plot but plotted in MK units (i.e., oo& log-scale) to show that
this ‘bounce’ is really a tiny perturbation.

In the left-hand plot it can be seen that the EMT declines ahezase until it reaches a
minimum value after which each plot is seen to ‘bounce’. T§isnumerical overshoot
by the simulation as it tries to reach an equilibrium tempesand does not necessarily
reflect a physically accurate interpretation of how theplasvould behave. The right-
hand-side plot shows the same values but plotted on a notefogerature scale. The
point of this is to show that the size of this ‘bounce’ is exagged in the log plot and

is in fact only a small perturbation.
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The slope of the decline in each energy scenario’s EMT is t@nasting feature to note.
It is clear that the higher energy simulation,{E~10%°) declines much more steeply
than the E,sr~10°4 case which is turn is also steeper than the lower enerngy(F£L0?%)

case. The relationship between the emission measure \e@digdmnperatures and the
unweighted temperature values is shown in Figure 4.42 wih@an be seen the two

quantities are very closely related.

Cooling loop simulations:
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Figure 4.42: Plot showing the relation between the emissieasure weighted temper-
atures and the unweighted temperature values (red) ovebtlree of the loop cooling.
It can be seen the two values are very closely related.

Figure 4.43 shows how the temperature evolution of the ngaimulations corresponds
to the changing density values in each case. The three alsiashed red lines indicate
the times at which the temperature of one simulation equad¢har. Even though at
these points the simulations have equal temperatures Miedt each simulation con-
tinues to decline at a unique slope as the density valuesayaifferent (i.e., an order
of magnitude dterent). After the strands have stopped being heated, tHegasi by
radiation. The rate of the radiative cooling is heavily dgndependant (i.egaq o< p?)

which is why each simulations cool at dlérent rate.
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Cooling loop temperature ¢

ompared to density
1.2x107 " T —

1.0x107

. B8.0x10°

6.0x10°

Temperature (K

4.0x10°

2.0x10°

8000 10000

N
]

|
|
|
|
|
|
22 T T T T T T I
|
|
|
|
|

[e]

Log Density* (cm™)

o

14 L L L L L L L L L L L L
2000 4000 6000 8000 10000
Time after simulation start (sec)

Figure 4.43: Plot showing that even when the three coolimyikitions reach a common
temperature (denoted by the vertical dashed red lines),dtiéhave widely diferent
log density values (around an order of magnitudéedent) leading to the ferent pro-
gression of the EMT values.
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Impact on DEM as loop cools

In order to relate the MSHD model outputs to possible ‘rebBervations, the temper-
ature and density values over the entire simulation (foheaeergy case) can be used
to calculate synthetic DEMs. Although the entire simulasias 17250 seconds in du-
ration, Figure 4.41 considers the loop evolution betwe€®00s and+10000s. These
8000 seconds include the point at which the heating is reth(ive4312s) and follows
the resulting cooling until a minimum value of EMT is reache@ach case. By divid-
ing this 8000s into sections of 100 seconds, 80 DEM plots eaméade which follow
the behaviour of the simulation. The change in these DEMs twvee can be seen in

the movies listed in Table 4.10.

Movie name Energy Loop position
case (ergs) examined

DEM_e23c4.mov Bus~107®  whole coronal loop
DEM_e23legapex.mov  Eys~107 leg vs. apex

DEM_e24.c4.mov Burs~10?*  whole coronal loop
DEM_e24legapex.mov Eys~107 leg vs. apex

DEM_e25c4.mov Burs~10?°  whole coronal loop
DEM_e25legapex.mov  Eys~107° leg vs. apex

Table 4.10: List of movie names and the energy scenario teiey to. A distinction
is also made between the behaviour of the DEM based on the eational part, and
ones made from data concentrated at the loop apex and leg tbteese areas evolve
differently.

For simplicity, these 80 DEMs have been averaged and coedent the eight plots
seen in Figures 4.44, 4.45, and 4.46. In each figure, twoaresf the DEM progress
have been plotted. The left-hand plots in each case showl®W®EM evolves based
on the entire coronal portion of the loop (black) while thghtihand plots show this
same progression but distinguish between the DEMs basedtarfrom the loop apex

(green) and leg (red) in order to see if they evoluvéatently.

Each energy scenario shows the saifiect seen in Investigation Ci where the DEM
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shifts to higher temperatures as the total energy deposiiéan the simulation in-
creases. The first plot£2500s) of each figure illustrates this point with all the DEMs
moving up the temperature scale from one energy scenarietoext. A widening of
the DEMs as energy increases is also observed and is due variagon in the EMT
becoming larger as the average nanoflare energy increafies.tife heating stops (at
t=4312s), the DEMs in every case are observed to move to lowgrdeatures and even-
tually disappear as the plasma goes below Logd.5. This is due to the combination
of the plasma temperature reducing as well as the loop pldsanaing back down into

the model chromosphere causing the density to reduce.
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Figure 4.44: DEM changes observed in cooling loop with ayerg,,s~107. Left:
DEMs over time for whole coronal loop. Right: DEMs over tingg fireas based on
loop apex position (green) and loop leg (red). Time incraédiseEm top to bottom.

An interesting feature to note is seen in the right-handsgloeach figure which exam-
ines how the DEMs based on the loop leg and loop ap&grdilnitially the leg DEM

(red) is observed to be peaked at a lower temperature conhjusitee apex DEM (green)
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Figure 4.45: DEM changes observed in cooling loop with ayerB,,s~10%. Left:
DEMs over time for whole coronal loop. Right: DEMs over tingg fireas based on
loop apex position (green) and loop leg (red). Time increédisam top to bottom.
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Figure 4.46: DEM changes observed in cooling loop with ayerB,,s~107. Left:
DEMs over time for whole coronal loop. Right: DEMs over tingg fireas based on
loop apex position (green) and loop leg (red). Time increédisam top to bottom.
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due to the loop legs being denser and having a lower averagsetature. Over time
however, the apex DEMs are seen to move to lower temperaancesisappear faster
than the leg DEMs. By=t7500s in each case the leg DEMs (red) have swapped places

with the apex DEMs and persist for longer.

This is because the cooling of the loop represents a ‘dginifrplasma from the coronal
part of the loop back into the chromospheric section andraliyuhe last section of the

loop to retain plasma dense enough to contribute to the DEMwiIN the legs.

DEM max over time compared to average EMT for different energy scales
7.5 T T T ‘ T T T ‘ T T T ‘ T T T

DEM max €25
ave EMT e25

_ _ _ _ave EMT e24

ave EMT e23

Log Temperature (K)

2000 4000 6000 8000
Time (seconds after start of simulation)

Figure 4.47: Plot showing the peak temperature of the DEMe&mh energy case as it
cools over time (coloured lines) compared to the averagssam measure weighted
temperature values for each simulation over time. It candem $hat the peak DEM

temperature follows very closely the EMT values in each case
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The way in which the DEMs change as the cooling takes placgpkred further in
Figure 4.47. The temperature at which each of the 80 DEMs\tated for each simu-
lation) peaks at is plotted as it changes over time. It careba that before the heating
stops each DEM has its peak temperature at a value similaetoalculated EMT for
that energy scenario. As the cooling begins, each simulatiows a very good agree-
ment between the peak temperature of the DEM (coloured)laresthe corresponding

EMT values from Figure 4.41 which are overplotted.

This suggests a very interesting observational advantagehat by observing how a
loop cools and computing its DEM changing over time, the ptaldemperature and
density values of the plasma can be inferred even when the BEMite broad. The
simulation results show that based on the steepness oflling &MT/peak DEM tem-

perature over time, estimates on the average nanoflareyecenge made.

It is likely this result is tied into the multi-stranded negof the simulation as a mono-
lithic loop (i.e., one that is essentially one large stramuld show a much larger
variation in EMT that the DEM may not follow the same trendisTis a topic that will

be explored in future work (see Section 7). The trend seenfbedifferent total energy
input could be used as a basis for comparison with real obsenal data. The rate of
the decline in the peak DEM temperature could be used to sewhthe energy sce-
narios it is most similar to. If the cooling behaviour of dietsimulations was studied
(i.e., cooling loops with dterent strand numbers and heating location etc.) more robust
conclusions could be drawn about the real observation’dagity/dissimilarity to the

MSHD model.

Impact on synthetic intensity values

Using the DEMs calculated over the timescale of the simutatihe possible intensity
that would be observed by SDAIA as the loop cools can be measured. By folding

each DEM through the instrument’s temperature responsifuns the intensity in each
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channel over time for each energy scenario can be geneildtede response curves are
shown in Figure 4.48 where each curve has been normalisativesto its maximum
value. This allows easy identification of where each chahaslits peak temperature

sensitivity and in what order these peaks occur in as tertyrers increased.

SDO/AIA Temperature response curves
AT T T AT T T T T T T

1.0

94 A _
131 A

0.8

©
o

o
~

Sensitivity (normalised)

0.2

5.5 . . . . 8.0
Log T

Figure 4.48: SDEAIA temperature response curves from the Ag@tresponse.pro.

Figure 4.49 shows how the intensity of the loop changes widlaich AIA channel as
the cooling progresses for the three simulations. Theds ppresent intensity values
calculated from looking at a section at the apex the loop.il&mlots were made for
the whole coronal part of the loop and just the leg but verylaimmesults were achieved
and thus are not included here. Itis quickly seen that by gingrthe total energy going

into each simulation, observable changes in the resultitgnsity are created.

Each channel’s intensity peaks at dfelient time and displays fikerent rise and fall
profiles leading to some channel peaks looking ‘wider’ thdrers. In each case these

patterns can be explained by referring to each simulatiBM3 over time as well as
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Figure 4.49: Graphs of intensity change over time. The dhBhe indicates when the
heating stopped. Each plot is made from simulated data fr@enapex part of the loop
where the total energy deposited in the loop increases bygtarfaf ten from top to
bottom.
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looking at the instrument response functions. In order tkensaire the intensity changes
observed are fully understood, each channel shall be loak@dturn. The intensity
changes seen in the AIA 94A, 131A, and 171A channels are seibe ieft column of
Figure 4.50 while Figure 4.51 investigates channels 193AA2 and 335A.

For each channel the left plot shows how the intensity in ¢thsnnel varies between
the three dierent simulations of increasing total energy over time. fitpet-hand plot
for each channel tries to explain thes&elient intensities by plotting two quantities.
Firstly, the average emission measure weighted temper&iueach energy scenario is
plotted as it changes over time (black solid, dashed ane@dldities). This allows the
combined &ect of the temperature and density changes in the plasmadedye In
addition to this, the normalised instrument temperatuspaase curve for each channel
is overplotted. This coloured curve (filled area) has nghodo with the lower x-axis
(time) but shows where the peaks of the sensitivity in thisnectel are along the y-axis
(temperature). This allows the two factors to be directlynpared and results in the

differing intensity values being easily explained.

94A intensity changes:

The topmost two plots in Figure 4.50 show both the changdsaimtensity values seen
in the 94A channel by each simulation (red lines in left plend also a plot to ex-
plain the diferences in these intensity values (right plot). Before thating stops (at
t=4312s where the vertical dashed line indicates) it can be thet the dashed red line
(Epursr~107%) has the highest intensity followed by the e24 and e25 cdsascéforth
the notation of ‘e24’ will refer to the simulation with the enage nanoflare energy of
Epurs~1074 etc.). By looking over at the right plot, this pattern can belerstood. The
red filled plot shows the normalised AIA 94A temperature cese curve overplotted
with each energy scenario’s EMT profile. It can be seen thiatreéhe heating stops,

the dashed line (i.e., the e24 case) lies closest to the dalk channel sensitivity at
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around Log E6.8. As the cooling begins, the intensity plots show thate¢®® case
has a sudden peak at4500s. This is because the corresponding EMT line in the righ
plot (solid line) has crossed the peak of the channel’s seigi The intensity peaks
occurring at around=t6000s are the result of the EMT lines crossing the 94A sec-
ondary sensitivity peak at Log#®.0. Although the e25 and e24 intensity peaks look
relatively small compared to the e23 one at this time, it ipomtant to remember that

these intensity values have been normalised with respéceiomaximum values.

131A intensity changes:

The intensity changes seen in the three simulations in thé 18hannel can also be
explained by looking at the EMT behaviour in relation to thstrument’s response
function for this channel. The e25 intensity is much highemt the other two while
the heating is still in progress as the EMT for this energyghtrin the middle of the
high energy sensitivity peak for this channel. All the irggy values then fall as the
EMT values cross a temperature range in which this chanreldva sensitivity. At
around £7000s all three simulations peak as at this time the EMT whave fallen
to a temperature range in which the 131A channel has its nesisitvity. It can be
seen that the e23 case has the widest intensity peak atrties tTrhis is due to the
EMT for this simulation having a less steep decline compé#oetie other two and so
this simulation spends a longer time within the temperatange the 131A channel is

sensitive to.

171A intensity changes:

This AIA channel has only one main sensitivity peak at arouogT=5.8 so the inten-
sity changes over time in each simulation also peak at ortepkar time. The timing
of these intensity peaks is determined by the time the cooreting EMT values reach

the temperature range that this channel is sensitive tos dé¢gurs at around=-6500s
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but the exact time of the peak and also the width of the pefdé&rdifor each energy case.
The dfect of the diferent gradients in the decline of the EMT in each energy dase (
the gradient of the EMT decline increases with higher enecgy also be seen more
clearly here. The order in which each EMT line reaches th& pé#he channel sen-
sitivity is reflected in the timings of the intensity peak®(j €23, followed by €25 and
e24). The width of each intensity peak is also clearfjedent. As energy increases the
width of each intensity peak is narrower due to the corredpanincrease in the gradi-
ent of the EMT decline. The high energy case (e25) simply dpégss time within the
temperature range the channel is sensitive to resultinggmtensity rising and falling

over a shorter time span.

193A intensity changes:

Figure 4.51 shows that the intensity values seen in the 19BAnmel show a similar
pattern to that seen in 171A as the temperature response supeaked around one
main temperature value. In this channel that peak occunoand LogT=6.2 (slightly
higher than the 171A peak) so the calculated intensity gawié peak sooner. The
intensity changes for the three simulations are seen to geatound £6000s with the
order of the peaks corresponding to the order the EMT vakesdrthe temperature the
channel is most sensitive to. Again the width of the intgnp#aks is fected by the

gradient of the EMT changes in each case.

211A intensity changes:

Again a similar pattern is seen in the intensity changes twes for each simulation.
The peak of the 211A sensitivity is at around Legfl3 so the peaks in intensity occur
slightly sooner than in the last two channels. Once agaimttering of the intensity
peaks and the widths of the rises can be explained by seemghecEMT values move

through the response curve temperature range.
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Figure 4.50: Plots showing both the intensity behaviouhefdooling loops in channels
94A, 131A, and 171A (left column) and the corresponding EM®letion over time
(black lines) in relation to each channels temperatureoresp function (filled coloured

section).
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335A intensity changes:

The 335A channel is not as simple as some of the others as ddmasbutions from
a wider range of temperatures. This is seen in the bottoht-ptpt of Figure 4.51
where the filled green area represents the normalised tamperesponse curve in this
channel. The fact that this response curve covers a widgerahtemperatures is the
reason why the corresponding intensity curves are widerséwogv more variation in
their declining phase as the EMT values move from one seasgmperature range to

the next.

The main thing to take away from this analysis is that thewdated intensity values
in each channel and how they change over time can be preeisglgined by referring
to the behaviour of the emission measure weighted temperafteach simulation in
relation to the instrument response functions. This hasvadl the MSHD model to
explore a cooling loop but in terms of real observationsehesults can also be useful.
When observing a real coronal loop with SPXA the intensity of that loop in each
channel can be recording over time. If a cooling pattern seoled (i.e., the intensity
rising and falling in a certain order) then by using the terap&e response curves some
conclusions about the loop (in terms of its energy, densithtamperature) can be made.
For example, the rate at which the intensity rises and fedls (he width of the intensity
profiles) is an indication of the gradient of the decline ia BMT which is in itself an

indication of the average nanoflare energy in each case.

A similar study was conducted by Viall & Klimchuk (2011) wheed the EBTEL 0D
model to see how their simulated loop cooled through the AlAmmels over time and
compared these results to real observations. In terms ohtuel results, they found a
very similar pattern of intensity peaks. Figure 4.52 shdwesrtresults for two energy
cases. The left-hand plot shows the resulting intensitygls after a heating event of
size E while the right-hand plot shows the intensity charggsirring after a heating

event ten times greater i.e., 10E.
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MSHD Model Intensity peaks in 193 A
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Figure 4.51: Plots showing both the intensity behaviouhefdooling loops in channels
193A, 211A, and 335A (left column) and the corresponding E&®lution over time
(black lines) in relation to each channels temperatureoresp function (filled coloured

section).
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Figure 4.52: Figure from Viall & Klimchuk (2011) showing thaensity peaks seen in
a cooling loop simulated with the EBTEL code. The right grégahshows the cooling
after a 500s heating of energy E while the left graph (b) sh@wsoling after a 500s
heating event of energy 10E.

In the first case (a) the results from their study are almesttidal to the intensity values
found for the e23 case from the MSHD model (top plot of Figu#9Ji suggesting that
the total energy going into each simulation is around theesaatue. However, when
looking at their results for the order of magnitude highegrgyg case (b) a éierent set
of results is seen. The clustering of the 335, 211, 193 and\ 1Fdaks is very similar
to the MSHD e24 case (middle plot of Figure 4.49) but the 131dakpoccurs at both
the start and the end of the cooling whereas it is only obskrvihe latter stages of the
MSHD cooling. This suggests that their higher energy seéensihalfway between the
e24 and e25 energy levels explored in this chapter. By lagpairthe middle-right plot
of Figure 4.50 it can be seen that in order for the 131A intgnsilues to show two
equal rises, the EMT has to be higher than the e24 case bus migla as the e25 case

or the resulting plot would be too similar to the lower plotrogure 4.49.

It is also not clear how the 131A intensity changes seen i tligher energy case
(Figure 4.52 (b)) manages to get three intensity rises dwercourse of the cooling.
The sensitivity of 131A only peaks at two temperatures (Le§V and 7.0) as seen in
Figure 4.48, so in order for three rises to be observed themaAanust undergo some
additional heatingi.e., causing it to dip back into the psatsitivity of the channel after

cooling through it once already. Additional work on thisuesand details of further
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examination of the cooling MSHD simulation is detailed inapter 7 in the Future

Work section.

4.2.6 Summary

The MSHD model has proved to be a reliable and flexible toosimulating a coronal
loop. As the parameter space of the model has been explaseddar that the model
responds as it should in a physically realistic way. Eaclestigation of the parameter
space (A-D) has shown a unique result with the resulting DEBhging in a way that
can be explained by the particular model outputs. A summatlyeomain results from
each investigation is given in Table 4.11 where the uniqu®&Iad intensity changes

observed are noted.

The changes observed in each case could be used to expldar signatures observed
in the DEMs of real data. However, care should be taken whetyiag the model

results to real data as in most cases, the changes obsethedd&Ms as the parameter
space is altered are very small. Therefore these signadueasot unique in that there

could be multiple reasons for the changes seen.

The results from the cooling simulation do show a unique aigre in that the total
energy of the system can be determined by looking at therpaifehe intensity values
and DEM peak temperature as they change over time. The itytesadues in each
channel were observed to peak in a particular order depgmuaithe total energy of the
simulation. Additionally, the riséall time of each peak was found to be related to the
energy with the higher energy simulation having much shoide/peak timescales than
the low energy simulation. The temperature that the maxirotithe DEM occurs in
was also found to follow a particular pattern based on thed &stergy of the simulation.
As the cooling progressed, the temperature bin where the PEdks was found to

follow the evolution of the emission measure weighted tenajpee very closely.
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Investigation |

Unique signaturgkey results

A
(strand no.)

V2 scaling observed in DEM and intensity values. This is due to
the line-of-sight element changing (i.e., the strand diame

— This will not be taken further as this result is not a true weiq
signature and is just a result of the LOS assumption.

B Slight shift between DEMs observed. This is explained by the
(heat loc.) | temperature and density profiles of each simulation.
— This shift is clear but not large enough to be thought of as a
unigue signature.
Ci Large shift to higher temperatures observed in the DEM as

(tot. energy)

total energy is increased. Each simulation is observedve ha
different channel of peak intensity as the DEM moves up the
temperature range to other channel sensitivities.

— This result was expected but is useful to show that the model
is behaving in a physically realistic way and serves to pasoe-
able limits on the model energy inputs.

Cii
(nanoflare no.

Large change observed in the width of the DEMSs.

— This study showed that the width of a DEM is determined by a
combination of factors such as the energy of each nanoftaee, t
time between subsequent nanoflares, and the volume in wiech t
nanoflares are deposited. This means an observed changévin DE
width is not a unique signature as it can be caused by more than
one parameter.

D
(cooling loop)

DEMs are observed to cool and drain over time once nanoflare
heating has stopped. DEM peak temperature change overdime i
consistent with the change in the emission measure weighted
temperature. This decline has a unique slope which is etatéhe
total energy of the simulation. The intensity in each AlA chal

over time (for each of the three cooling simulations witfietent total
energy) also show a unique pattern. The order angfalsémes of the
intensities can be directly linked to the decline rate of EMT and how
it relates to the instrument response functions.

— The DEM result is unique and could potentially be used torinfe
the temperature and total energy of observations of reahabtoops.
The intensity changes can also compared with real dataeo tiné
energy of the loop system based on the order in which the AIA
channels peak.

Table 4.11: Summary of the main results of the parameterespaestigation of the
MSHD model. The unique results in each case (or lack thesrefalso noted for each

investigation.
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The results of the exploration of the MSHD model are intniguand will be looked
at in more detail in future work. It would be interesting tongoare the model results
with real AIA data but before doing that, the ability of a pemtar DEM solver code to
reconstruct the model DEM is explored. This will allow reala to be interpreted by

the solver with a greater degree of confidence.
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Testing DEM Solvers

Now that the parameter space of the MSHD model has been exbland the reaction
of the synthetic DEMs and intensities to various changedkas understood, the next
step is to try and relate the MSHD model to real coronal loogeoiations. However,
before this can be done, the method by which real obsensasiminterpreted in terms

of their differential emission measure distribution has to be examined.

The MSHD model allows the exact plasma temperatures andti@snssed to construct
a particular DEM to be known and can track how these valuesgshan time. Using
the model as a ‘synthetic’ observation is an ideal way in Whi test various DEM
solver codes. By providing the solver code with the six valagintensity ‘observed’
by AIA when interpreting the model, the similarity betwedre tDEM the solver has
fitted and the true DEM built by the temperature and denségnents of the model can

be compared.

Figure 5.1 shows a flowchart describing the steps involvetiisicomparison. If the
solver code can reconstruct a DEM representing the phydisaibution of plasma
temperatures and densities based only on the six MSHD ityeradues it is provided

with, a greater level of confidence can be applied to the sobslts concerning real
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1D HD Multi-stranded Density(s,t)
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Hinode/XRT, SDO/AIA
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‘Full-solution’ DEM
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values _
Comparison
DEM solver e.g. iterative, Set of DEM
Convex-Hull, etc. solutions

Figure 5.1: Flowchart of process involved in comparing th8HID model outputted
DEM to one reconstructed from a DEM solver code.
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observations. The solver code tested in this section is d&RI _DEM _iterative2.pro
(Weber et al. 2004; Golub et al. 2004) and although it wastewnito deal with Hin-
0odegXRT data, it can be adapted to take in SIAOA data values.

There are a wide variety of other solver codes availabld) eath their own advantages
and disadvantages. Two particular types of code will be ri@sat here (with more in-
formation found within given references) but the analysislve confined to the results

from XRT_DEM._iterative2.pro.

5.1 How the solver codes work

A DEM solver code is designed to take in values of plasma sitgicounts (measured
by an imager or spectrometer) and find a DEM solution whiclegihe minimum error
for these values i.e., a DEM solution which when folded bdeckugh the appropriate
instrument response function will give out values of intgnaith a minimumy? value

compared to the original values.

IA:fDEM(T) Ry(T) dT (5.1.0.1)

Equation 5.1.0.1 shows how the intensity seen in a certaamrodl () is related to
the DEM and the temperature response function of that ch&Rn€l)) in a particular
instrument. In principle, the DEM could be found by invegditinis equation but prob-
lems arise as the response functions overlap at certairetatupes (Weber et al. 2004).
There are two main methods (and two types of solver code)atteatised to solve this

inversion problem: iterative methods and direct inversi@thods.
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5.1.1 Iterative methods:

An iterative solver starts with an initial guess (based amititensity values provided)
and performs a least-squares fit which is represented byirsesplth evenly spaced
knots in logT space. These knots are adjusted at each @eratiorder to reduce the
2 fit of the real observations to the predicted observatiortseakh iteration the real
observations given to the solver are randomly adjusted &buewvithin the errors given.
This allows the local minimum solution to be found. This neetlis described in further

detail in Weber et al. (2004) and Golub et al. (2004).

Schmelz et al. (2007) used an MCMC (Markov-chain Monte-@aflashyap & Drake
1998) based DEM reconstruction available in the PINTofAlb&lgsis software to study
the temperature distribution of coronal loops seen in tiRACE channels. They noted
that the MCMC iterative method draws its fits from the postgprobability distribution
function which gives a more accurate measure of the stalgaincertainty. However,
this method (as with most solvers) does not include an etginfahe errors due to the
choice of emissivity, elemental abundances or assumptibnen-equilibrium ioniza-
tion that the DEM reconstruction makes. This is a point tgok@emind if conclusions
are to be drawn from any DEM solver. They further caution asgfaielying on data
which does not adequately constrain the DEM distributidmgth and low temperatures

i.e., by using a low number of filters.

Warren et al. (2011) also used the MCMC emission measureitdgofrom PINTo-
fALE to determine the distribution of temperatures in thershhot loops observed at
the core of an active region. They used intensities takeh tihode EIS and XRT
and found that the DEM solver returned values of intensiat thiere mostly consis-
tent (to within 25%) with the observations. They note that thicker filters of XRT
help to constrain the high temperature end of the DEM butttiebroad nature of the
corresponding response functions means that there isafile uncertainty regarding

the high temperature slope of the DEM. The low temperatudecénthe distribution is
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less constrained so the authors note that the values heutldieconsidered an upper

bound on the emission measure.

Schmelz et al. (2009b) used two types of iterative solveiT XHEM _iterative2.pro and
MCMC, to study the emission from active region cores. Theyntbthat the two solvers
showed excellent agreement with the results falling withidor- of each other. They
also noted that better fits were achieved when more XRT filten® utilised and that
the solvers performed better when reconstructing mudtittal distributions as opposed
to spiked isothermal ones. This is because jagged or motigeisnal DEMs are not

reconstructed well by the spline fitting of the iterative eod

One of the disadvantages of using an iterative solver coaaptr a direct inversion
method is that iterative solvers tend to be slower. This wasudsed by Weber et al.
(2004) and is something to keep in mind if a large number afudations have to be

made.

5.1.2 Direct Inversion methods:

Inversion algorithms use the inverted form of Equation@GIlwritten in matrix form:

DEM; Rir = |, (5.1.2.1)

in order to solve them as a set of linear equations. Howeliez,dan lead to some
unphysical solutions with negative DEM values in some temajpee bins. Additional

assumptions can be applied to the solutions in order to ge¢heumost physically realis-
tic values e.g., by disregarding negative solutions or afiywing smooth distributions
over the logT space. Singular value decomposition (SVD)alao be used to solve
Equation 5.1.2.1 and reduce the inversion problem to a sgyeatem of equations with

a principle solution. A more detailed explanation of thesewalations is given in Weber
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et al. (2004) and Plowman et al. (2012).

The SDQAIA instrument has provided scientists with a previoushkmown level of
spatial and temporal resolution. In order to carry out asialgn a large area (e.g., an
entire active region or the whole solar disc), codes to rstrant the DEM must be very
fast in order to process the vast amount of data generategebpstrument every few
seconds. Weber et al. (2004) compared the run-times andaaycaf three types of
solver: one iterative, and two types of direct inversioney found that run-times were
reduced by 2-4 orders of magnitude when using a direct imeraethod as opposed

to an iterative one.

The Convex-hull solver is a new form of SVD direct inversioethod written by Dr
Mark Weber. This code solves an intensity vector and findsiasefy?=0 solutions,
which are each composed of six isothermal components éah golution has six non-

zero temperature bins).

The Convex-hull method allows all of the globally best swlns to be found so one
must apply some a priori knowledge or judgement to reduced¢hef solutions down
to a single representative solution. This is in contrasteiative solvers which can only
find the locally best solution. Some initial work using thidver in conjunction with

the MSHD model is presented in the future work chapter.

Now that some of the basics behind various DEM solvers haga biscussed, a fuller
exploration of the iterative solver code can be made. Inrotdeexamine the abil-
ity of this solver to reproduce plasma parameters, compagisan be made between
the DEMs already constructed from MSHD model and the vargmlistions from this

solver.

MSHD model data for various tintgpace cuts of each of the 17 simulations listed in
Table 4.2 are available for reconstruction and subsequenparison. In order to detalil

the various issues involved in using this DEM solver, patac attention is paid to one
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example which is used as a case study. After all the intsaof comparing the solver
solution to the real solution have been highlighted, thecssgfailure of the solver to
reconstruct the other variations of the MSHD model is ingaded. Subsequently it
can be investigated whether the solver is able to distifmgag$ween the results outlined
in Section 4.2 where changes in the parameter space of thelmesiilted in specific

differences in the DEMSs.

5.2 Testing the iterative solver. example case study

The XRT_DEM _iterative2 solver can be used as a ‘black box’ i.e., one campralues
of intensity and get out a DEM reconstruction, without havio know exactly how the
fit was achieved. However, there are various keywords whicwvahe user to gain a
better understanding of how ‘good’ the fitis. This sectian&to quantify the goodness-
of-fit of the solver's DEM to the original model DEM and deg&iwhat factors go into

determining this.

The case study in this section focuses on one of the/'sipaee cuts of one of the MSHD
simulations which was chosen to showcase the details argldmyations of applying
the solver to a modelled dataset. The dataset chosen is meedé@fformation from the
apex of the 16 strand loop simulation where the DEM and intgmalues were shown
in Investigation A of the previous section. This particuttaset was chosen as the
modelled plasma had an even spread over temperature wisichiee in a uniformly

smooth DEM distribution.

As the name suggests, the XBIEM _iterative2 solver was designed to reconstruct
DEMs based on Hinod¥RT data. It can be adapted to work for AIA intensities by
defining the instrument temperature response using the getkesponse procedure
rather than the corresponding XRT one. Once this has bedenmented, values of in-

tensity the six Fe AIA channels (94A, 131A, 171A, 193A, 218Ad 335A) calculated
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from the MSHD model are passed to the solver along with amesé# of the error on

these intensity values.

For this study an error of 10% in the intensity values was eygd in each case; note
however that other authors (e.g., Schmelz et al. 2009b) bsed a much lower value
(3%). The error value chosen here was set at this higher tevadflect the various
sources of uncertainty and noise that are present in angetatdt also serves as a
cautious first estimate that can be revised if the solver DEMt®ns are found to be

too widely spread.

After inputting (i) the model intensity values (referredésl og in the rest of this sec-
tion), (ii) the error on these values, and (iii) the appraf®iinstrument temperature
response in the solver code, the programme will run for aiSpdaiumber of iterations

(N=100 in this case) before outputting the following:-

e los 101 sets of intensity values for each channel. The firstevaduhat of g
with the next 100 being values based on the original that as perturbed within
the allowed errors. These form the starting point that theRBM solutions are

based on i.e., they are treated as a series of ‘observations’

e DEM _out: 101 DEMs over 26 temperature bins each fitted from the cpomres-

ing iteration of |,saccording to the reconstruction technique of the solver.

e lgen 101 sets of ‘generated’ intensity values which come frottipgithe DEM.out
solutions back through the temperature response. Thesesvale the closest

match the solver can get to thgdvalues for each iteration.

e Chisq: 101 measurements of how clogg,lgets to b,s for each iteration. Thig?

value, as well as an alternative, are discussed furtheeifollowing section.

A visual representation of the input and output values ofsthiger is shown in Figure

5.2. The }ps and ke, values outputted by the solver serve to explain how the DEM
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— [,[0] —=—|DEM out[0] | —=— L, [0]

I, [1] ——|DEM_out[1] | —=— L[1]

fit T,

I, [2] ——>|DEM_out[2] | ——> [ [2]

= x N iterations

v
I,,,[N] ——|DEM_out[N]| —=— I [N]

Figure 5.2: Representation of the way the input and outpuegesof the solver are tied
together. The initial input intensity from the MSHD mode;)) is used alongside the
given errors to create a set of input intensitiegglfrom which each DEM solution
is generated. Putting each DEM solution back through theumsent temperature re-
sponse gives a series of generated intensitjgg.(These outputted intensity values do
not exactly match the ones the DEM was reconstructed fromtlaadolver keyword
CHISQ measures on how close the values are.

solutions are obtained and also how the sojfevalue is calculated (see below).

5.2.1 Selecting the best iterative solution based on inteityg recon-

struction

The intensity values ofhs and ke, do not need to be examined in order to use the solver
DEM solutions, but they can provide an interesting perspecin how the given error is
interpreted by the solver and can also potentially indiedteh solution is the best i.e.,
which iteration’s DEM is the closest match to the real DEMdaroed by the model. In
this case study the MSHD model values of intensity and DEMugesl in conjunction
with the outputs of the solver listed above in order to try godntify how well each

solver DEM matches up to the real DEM.

As discussed above, the solver outputs a value of Chi-squiaich indicates how well

the Len Mmatches theohs values. This section aims to quantify if this measure alene i
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enough to determine which solver solution should be usedesarated on and desig-

nated the ‘best’ fit.

The reason for this extra analysis can be explained by censgl using the solver
to analyse real observational data. In that scenario tlemsity values measured are
the only information available so it would be reassuring now that a good solution
can be found (i.e., one with a DEM that accurately repregéetdistribution of plasma
temperature) by relying on some type of Chi-square fit of §hgd the Lpsvalues. Inthe
case of real data, there is no full-solution ‘real’ DEM to quame the solver solutions to
whereas in this case study this information is availables Tfeans the solution(s) with
the highest goodness-of-fit measure can be compared tcatemgperature distribution

of the model DEM.

Before examining the Chi-square that the solver outpugsspinead of the various values
of intensity is examined. Figure 5.3 shows the originalnstyy values plotted as a
red solid line with the 10% error indicated. This figure alsas the 100 values of
lops OVerplotted as blue dotted lines. As with other intensitytglin this chapter, the
continuous lines are meant to illustrate the overall patbetween channels and are not

a suggestion that the intensity values are anything otlaer discrete.

It can be seen that many of thgdvalues lie outside the error bars of the original inten-
sity values. This is because the solver uses the specifiedterconstruct a Gaussian
distribution of intensity values where the mean is thg and theo is the error value
given. Each value ofhswill fall within the Gaussian but not all withing of the mean.
This is shown in Figure 5.4 where the distribution of thg bnd ke, values in each
channel have been plotted. It can be seen that in a lot of tiaseslues of,s and ken

fall within 10 but there are many values that do not. In some cases valuesatvim

the extreme wings of the distribution (e.g., see the 335/¢exas

This is another factor that needs to be considered when avaduthe various solver

solutions. Only iterations where thg,d and ke, both fall within 1o of the mean will
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Figure 5.3: Spread of{s values (blue) around thg;}, values (red) with 10% errorbars
added. All 101 values of)s are overplotted. Values of intensity are plotted with lines
rather than symbols to show the general trend, not to sugiggsthese values are con-
tinuous. This spread is due to the solver taking the inpwgteat values as the sigma of
a Gaussian distribution with meahy in order to calculate the values of the perturbed
lops Values.

be considered further. In this case study only 11 out of tHeiteations fulfilled this

criteria. This set of solutions can be further cut down bynexang the Chi-square more

closely.

The solver outputs a value gf for each of the solutions (of which there are 101 in this

example) which is hereafter designateq(%@ggen and is calculated from the equation:

> (IopsaIN] = lgena[N])2
xﬁbszgen[N]=Z( e [N] = IND

=0

(5.2.1.1)
g
where N is the number of iterations performed (i.e., numbdd®EM solutions calcu-
lated), A refers to which of the six EUV Fe channels the intensity (ljnsasured in.
This value is a measure of how well thgmatches they)s value for each iteration. It

is a measure of how close the intensity being fitted (i.e.,ihgan) is to the solution
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Figure 5.4: Gaussian distribution ofd (LJ) and ken (+) values where the distribution
mean is g and theo is 10% of the 4. It can be seen that although lots of values are
within 1o of the mean, many are not. The values plotted are to show thalbwwend

of the l,s and ke, values and do not indicate the relationship between the dhes in
each iteration. This is addressed later on.
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intensity (i.e., | going out).

The solutions can be sorted according to this measure watimihimum value repre-
senting the iteration where thgdand ke, are closest in value and where the maximum
indicates that the values are very far apart and thereferétthas not been ideal. How-
ever, using only thegzobszgen value as a measure of the goodness-of-fit neglects the
earlier point made that some values are outside theflthe distribution. An iteration
that has the minimur)gfzobgzgen value only shows that thgpk and ke, are a good match

to each other but does not indicate how close,tg the values are i.e., thgyk and e,

could be out at the wings of the distribution.

Another version of the Chi-square is given in the equation:

5 _ _ 2
nggerﬂorig[N] = Z (orig 1[N] = Igen[N]) (5.2.1.2)

2
=0 o

which is the same as the previous calculation except the aosgm is between the
original values of intensity and the outputtgghvalues (designated qégemrig). This
test shows how well each iteration’s solution intensityuea{l,e,) matches the original
intensities (§ig). This is a useful second test as an ideal solution would hab&M
which, when folded back through the instrument temperatsponse, would produce

intensities as close as possible to the original valuesdiverswas given.

Each Chi-square calculation gives a measure of the goodriddsof each iteration
where the best fit is the one with the lowest valugtf The two Chi-square measure-
ments can be used together to indicate (i) which solutiome Hee best fit of dyst0 Igen

values, (ii) and also lie as close as possible to the mearedfigiribution.

Figure 5.5 shows the range of valueSy8fermorig (¢ Symbols) and ?spegen (+ Symbols)
for the 101 iterations of the solver. It can be seen that malsies lie under 20 but a few

values exceed this with a clear outlier at iteration 77.
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Example range of Chi—square values
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Figure 5.5: Plot showing the distribution of Chi-squaredach iteration of the solver.
For each iteration two values are plotted based upon thergsseof-fit between the
outputted solver intensities,¢h) and (i) bps (+ Symbols) and (ii) dig, the original MSHD
model intensitiesq symbols).

Looking more closely at the solutions with the minimum andkimaum values of the
two Chi-square measurements can help to illustrate exadtbt they represent. The
maximum value of eack? calculation occurs in the ¥7iteration where it can be seen
the x?gersorig=60 andy?opeger=85 (Figure 5.5). This case is examined further in Table
5.1 where the dierences in the intensity values are listed. Figure 5.6 shbese
differences more clearly where the the Gaussian distributiadheointensities around

the original values are shown.

This figure illustrates why the ratio values listed in Tabl# &re so bad (i.e., not close
to unity in many cases), particularly in channel 335A whéaeelfe, value is at the very
limit of what the errors allow. The values aqfh and bys are not close in any channel

except 193A which is where the best ratio values therefocaroc

Now that the worst intensity fit has been examined, solutieitis the minimum Chi-
square values from Equations 5.2.1.1 and 5.2.1.2 can bedoak The solution with

the best fit between values qfd and ke is at iteration 98 (in this example), while the
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Figure 5.6: Examination of theys ((J) and ke, () values for iteration number 77
compared to the Gaussian distribution around the mean wdllgy in each channel.
This iteration has the maximum value of Chi-square in botlthoes and is therefore
the worst fit. This is clear as thg.} values are neither at the peak or near thevalues.
The x-axis of the plot is & to either side of the mean.

94A 17.40 | 20.24 12.75 0.630 0.733
131A 8.30 | 6.53 1152 1.763 1.388
171A | 166.87| 145.58 162.49 1.116 0.974
193A | 465.35| 447.49 486.21 1.087 1.045
211A | 421.61| 375.52 314.04 0.836 0.745
335A | 7096 | 67.21 31.12 0.463 0.439

Table 5.1: Table showing the intensity values relating évation number 77 which
yields the highest Chi-square value. The two calculatidnato show that both com-
parisons are poor in this case.
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solution whoseg., most closely matches thg;}, is iteration 0. The intensity distribution

for each of these cases is shown in Figures 5.7 and 5.8.

T T
7@ Volue of |, at iteration: O
% Volue of 1, ot iteration: O

[ — — Meon

... Sigma

. . . . . . . .
100 150 200 250 200 300 400 500 600 700
Intensity (DN) Intensity (ON)

. . . . . .
700 40 80 80 100 120
Intensity (ON)

Figure 5.7: Gaussian distribution around the original nsty values for each AIA
channel in the O iteration. In this exampleyhs = lorig SO these values lie at the peak
of the distribution. The intensity values from the genedd®=M solution }e, are also
plotted to show how close these are to the original.

It can be seen that in both iterations (0 and 98) that the gadfig,s and e, fulfill both
criteria of being (i) close to each other in value and (ii)lbotcurring within - of
the Ly mean. Table 5.2 gives more details about these two solutibims ‘gen2orig’
columns show the values of intensity in each channel fronotiggnal MSHD model
values (big) compared to the solver's modelled intensity valugs,(land the ratio of
these two values. The ‘It value refers to the number of thetion where the minimum

Chi-square value occurred.

Below these rows is the Chi-square value of each solutionelsag a measure of
the standard deviation and average of the ratio values. dib&2gen’ column shows

the same set of numbers for the iteration where there is anmimi Chi-square value
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Figure 5.8: Gaussian distribution around the original nstyy values for each AIA
channel in the 98 iteration. In this exampleyhs = lorig Plus some random error. The
intensity values from the generated DEM solutign &re also plotted to show how close
these are. This solution has the closest matcl,9fd Igen.
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comparing the input intensities,(}) to the outputted solver intensitiegd]). It is clear

that thex?opegen is more successful that thégerorig @s the value is much lower (i.e.,

3 orders of magnitude smaller) and the intensity ratio ise@tao unity. Again the
only point to note is the dierences between the original intensity values and the ones
calculated from the solver. These values are within ther @ltosen so if they look like

too large a departure it is an indication to reducedh&alue given to the solver to less

than 10% of 4.

AIA gen2orig, 1t=0 | obs2gen, I98
94A 17.40 17.45 1.0024 17.16 17.16 1.0001
131A 8.30 8.39 1.0118 8.75 8.75 0.9997

171A | 166.87 168.05 1.0071152.65 152.51 0.9991
193A | 465.35 453.82 0.9752466.95 467.17 1.0005
211A | 421.61 431.38 1.0232460.28 460.41 1.0003
335A | 70.96 69.46 0.9788 64.60 64.61 1.0002

X2 0.1794 P 0.0001
Std. Dev(R) 0.018 Std. Dev(R) 0.0005
Average(R) 0.999 Average(R) 0.9999

Table 5.2: Values relating to the two cases where the Charggis minimised in each
variation of they? from Equations 5.2.1.1 and 5.2.1.2. The two solutions areeth
‘gen2orig’ - where the comparison is between the best fit ef dhtputted intensity
values (}er) and the original MSHD model intensities,{4); and ‘obs2gen’ where the
best fit between one of the variations in input intensitysland the corresponding
solver output intensity gk is found. ‘It.” refers to the iteration number of the pautiar
solution.

As mentioned previously, having a minimum Chi-square valwsther calculation does
not necessarily mean that that solution is the best. For pbara solution with a min-
imum value ofy?gerorig Would be close to the original intensity values (i.e., withir)
but does not necessarily reflect a good fit as ghevhlue may be far from the value the
solver was given to fit ¢h¢). Also, a solution with a minimung®,pegen Value suggests a

good fit betweenghs and ke, but does not mean it occurs withirbf the mean.

This is shown clearly in the solution from iteration 96 whicas the second lowest

value ofy?opegen but is in the worst 30% of thg%erporig Values. Figure 5.9 illustrates
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Figure 5.9: Gaussian distribution around the originalnstty values for each AlIA
channel in the 98 iteration. This solution has the second best measurg,ofd lgen
values but only the 72 (out of 101) best value ofdn to lorig. The reason for this is that
the 94A and the 193A values are not withiom &f the mean. This shows that although
the/\gzobszgen test gives this solution a good rating, ;h%e,gorig test highlights it is not as
good a solution as it first seemed.
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this where it can be seen that although there is a very goodmh&tween the,}s and
lgenValues, they occur more thaarfrom the original values in channel 94A and 193A.
The point of this is to show that relying on the solver outpaite of Chi-square does
not necessarily give a true indication of the best solutidhg user explicitly wants the
values within r. However, if they are happy with any solution DEM which regwoes
intensity values that lie anywhere within the Gaussiarritstion then each solution can
be considered equally good. If the distribution is consdeano wide this can easily be

altered by the user choosing a smaller error to give to theesol

As previously mentioned, the solutions with the ‘best’ fifsirtensity can be found
by calculating the two Chi-square measurements and decahna way to use infor-
mation from both to cut down the number of solutions. Howggrking only the

minimum value from each calculation means that some paiingood solutions are
thrown away. For example, when the values(%a‘bggen and)(zgergorig are sorted accord-
ing to their value, it is not clear if the iteration with themmum value is the best by a
long way or if there are other solutions that also have a viemylar values and would

therefore be just as valid a choice.

Figure 5.10 shows the Chi-square values from each calouolptotted with the solutions
ordered according to their value. In each case the solighogys that there are a couple
of values at the minimum end, then the values increase andadiogaseries of values
which get incrementally larger. At the end of each seriesvdlees jump up again for
the few values with the maximum Chi-square. Overplottedamheraph is the position
in the ranking (i.e., out of 101) of the iterations with thenmmum Chi-square in each
case (i.e., iterations G and 98 ())). Also overplotted witha symbols are the eleven
previously mentioned solutions which have bagk bnd ke, within 1o of I4g. Using
these eleven solutions as a set of ‘best’ solutions and theking them according to
how well they do in each of the two Chi-square tests can heghtw where the best

solutions are.
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Chi—square value of fit of gen2orig in order of goodness
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Figure 5.10: Comparison between the two Chi-square measunts ranked according
to their value. The overplotted symbols show where certalat®ns lie in the ranking.
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Table 5.3 shows the details of this ranking. The first anditbailumns list the iteration
numbers which have values withio-bf |,y ranked according to their Chi-square value
in each method. As was already known, iteration 0 and 98 carhatdghe top solution
in each method but what is also seen is that iteration 98 tarahe ranking based
on they?gerorig Values i.e., out of the 11 best solutions, its valueggfis the furthest
from the mean in the distribution. This suggests that it & b@focus only on iteration
number 0 which ranks highly in th@zobggen test too. Iteration number 92 also ranks

highly in both tests and can be considered the second bessity solution.

lteration # ranked 1?2 lteration # ranked Y2
by)(zgerﬁorig by)(zobﬁgen

0 0.179414, 98 0.000112200
92 0.669801 92 0.0135059
59 0.736685 0 0.179414
43 0.786560 56 0.194839
29 0.894557 32 0.221115
40 1.31491 2 0.375522
56 1.90670 29 0.515670
32 1.91065 84 0.589432
84 1.91629 40 0.695767
2 2.04058 59 0.777968
98 2.70281 43 0.830463

Table 5.3: Details of the iteration numbers of the eleveninésnsity solutions and their
ranking according to the fierent Chi-square tests. It can be seen that thiedation
rates highly on both rankings whereas thd' 9&ration is first iny%obggen bUL last in
ngemorig. The values of each iteration’s Chi-square is also givemtovsthe magnitude
of the diferences between subsequent iterations.

Based on this ranking, the best intensity solution for thianeple is the one from it-
eration number 0. This solution will now be used to look fortler goodness-of-fit
measurements calculated between the DEM from the modelleb@1aDEM solutions

from the solver.

It will be interesting to note if the iterations with the b&M solutions are the same, or
at least similar to, those identified in Table 5.3. This washdw that intensity matching

alone is indicative of a good DEM match.
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The ranking in Table 5.3 is a good starting point for finding best solutions, but only
indicates that there is a good match between the simulatidrsalver intensity values.
Figure 5.11 shows that the various iterations gt (which are all technically within
the allowed intensity errors) can produce DEM distribusidimat have widely dierent
shapes. It is clear that making a good match between thesityemalues is not enough
to conclude that the solver can interpret the spread of @amwoperties that is actually
there. A measure of the goodness-of-fit between the varmusrsDEM and the ‘real’
DEM from the simulation also has to be quantified. HenceftréhDEM built from the

MSHD simulation will be referred to as the DESImM.

5.2.2 Selecting the best iterative solution based on the DElybodness-
of-fit

Example comparison of model DEM (red) to solver DEM solutions
10%° T T T T T T T T T T T T T T T T T T T T

DEM [em™K™]

5.5 6.0 6.5 7.0 7.5 8.0
Log Temperature (K)

Figure 5.11: MSHD model DEM (red) overplotted with the 101NdEBolutions from
the solver (black dotted lines). The black solid line is thEND solver solution from
iteration O.

Now that the origin of the DEM solver solutions has been distiadd, the 101 DEM

reconstructions can be compared to the DEM made directiy fitee MSHD model

outputs. This comparison is shown in Figure 5.11 where thBIB¥n is overplotted as
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a thick red line over the solver solutions. The thick blaclelshows the first value of
DEM_out and relates to the solution which has the loweéstalue of b,s compared to

lorig (i.€., iteration number O in this example, as discussed&bov

At first glance it can be seen that the various solver solstfararound the DEMsim

well, but that they each have components in temperaturenoinsccupied by the orig-
inal. The spread of the solutions seen in these lower ancehigimperature bins (i.e.,
5.50<LogT<6.15 and 6.85LogT<8.00) can be considered a measure of the uncertainty
that the solver has at these temperatures. This is a refieatithe DEM solution be-

ing under-constrained and could be improved by the addafosther data (e.g., Hin-

0od€eEIS, XRT) which has more sensitivity at these temperatures.

Comforisom of model DEM (red) to solver solution with lowest Chi—square value of intensity (lteration 0)
104 T T T T T T T T T T T T T T T T T T T

10— [l 1

DEM (cm™K™)
T

10" — | | _

10" T S T T I S S S
5.5 6.0 6.5 7.0 7.5 8.0
Log Temperature (K)

Figure 5.12: DEM plot showing the original DEM from the MSHDbdel outputs (red)
compared to the DEM solution from the solver at iteration G€ve the Chi-square of
the lyen compared to the original intensity values is minimised)e Ykaxis range is 15
orders of magnitude so to accurately compare the fit a closérias to be taken.

Figure 5.12 shows the DEMiIm (red) compared to the solver DEdt solution from
the 0" iteration which was the best solution for reconstructing ititensity values. It
can be seen that both DEMs have #atient shape overall, but that the solver solution

seem to follow the shape of the DEBIM in the temperature bins that it occupies. The
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y-axis extends over 15 orders of magnitude and was pickeldaw the overall pattern
of the DEM solution. In order to quantify the goodness-obitween the DEMsim
and this solution (as well as the fit of all the other solvewusohs), a closer look is

necessary.

5.2.3 Determining an importance rating for temperature bins to fo-

cus DEM goodness-of-fit investigation

Before examining how well the DEMim is reconstructed in the seven temperature bins
it is distributed over, the importance of each temperatimechn be quantified. In the
MSHD model, the intensity in each channel is worked out pempterature bin before
being summed to get one value of intensity per channel. Th&ss the distribution of
each channel’s total intensity can be examined to see wharpérature bins contribute
the most. This is important as when comparing DEMs, the fetwsild be on where
the match is successful in bins that ‘matter’ rather thanims lhat aren’t important to

any of the channels i.e., bins that don’t significantly cimitie to the intensity.

94A Channel 131A Channel
T T T 50F T T T

70 75 80 55 6.0 65 7
Log T [K] Log T [K]

171A Channel 193A Channel

Log T [K]
211A Channel 335A Chai

o 75 80
70 75 80
0 75 80

nnel
7

oF 3 L
55 6.0 6.5 7.0 75 80 55 60 6.5
Log T [K] Log T [K]

Figure 5.13: Contribution of each temperature bin to thaltottensity seen in each
channel for this particular model dataset.
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Figure 5.13 shows the breakdown of each channel’s totahsitieacross the éierent
temperature bins. The values are plotted as a percentage tdthal intensity seen in
that channel. This means that equal consideration is givehannels that have much

lower counts (DN s') compared to others.

An important choice to make is how to combine this informatio allow for the extrac-
tion of one importance rating per temperature bin. It is intgoat to note that although
each channel has one particular temperature bin that batgs the maximum of the
intensity, in most cases there are other bins that shoutdedsconsidered ‘important’

i.e., bins that contribute above 10% for example.

Intensity in each channel overplotted
50 T T T T T T T T T T T T T T T T

—

40
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7% of total
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| L L L | L T s 1 | L L L L |
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Log T [K]
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Figure 5.14: Summary plot showing the distribution of a# thannel intensities over
temperature overplotted on one another. This allows a viear of the spread of tem-
peratures important to the channels as well as showing wdtiehnel is the most im-
portant to each bin.

Figure 5.14 shows a plot where all the individual intensisgributions from Figure 5.13
have been overplotted in order to show which bins contritheemost to the intensity.
The purpose of plotting it this way (as opposed to taking araye in each bin) is to
demonstrate that if a temperature bin is important to onamélait should be considered

important overall i.e., not/6 as important if it happens to not be crucial to the other
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channels.

Another way to interpret Figure 5.14 is that although sonmss laire only important to
one channel (i.e., Logd6.7 is primarily important to 94A (red)) and should thus give
a high importance rating, some temperature bins are vergritapt to more than one
channel. This is seen in Logb.4 and 6.5 where multiple channels have 20-50% of

their total intensity.

These two ways of assigning temperature bin importance eauimmarised as:

e Method 1: the importance of each temperature bin relies on a combm&ke-
tween how important each bin is for all the channels i.e.cth@ribution in each
bin is summed then normalised (not averaged) to weigh thertapce according

to how many bins rely on it.

e Method 2: the importance of each temperature bin relies only on wineties
bin is important to any one channel i.e., the importance &g is based on
the normalised shape of Figure 5.14 and does not take intmatcontributions

from multiple bins.

Each method gives aftierent importance weighting to the various temperature &sns
can be seen in Figure 5.15. The left hand plots show the ¢wtrape and importance
rating per bin while the corresponding right-hand plotsehéad each bin coloured
according to this importance. It can be seen that in Methddelrating of two of the

temperature bins that are designated very important in deBhave been significantly

reduced.

This case study has considered two methods of determinmgntportance of each
temperature bin. For the rest of this section, Method 2 wallused to determine this
weighting. This method was chosen because it gives morehiviEiga temperature bin

which is important even for only one channel which should Begaate for it to be
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Intensity per bin importance — method 1 Intensity per bin importance, coloured— method 1
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Figure 5.15: Comparison of two fiierent ways investigated to assign an importance
rating to each temperature bifop: Method 1 shape and values (left) and the same
shape with bins coloured according to their importancengaright). Bottom: same
plots using Method 2. Note these plots are not DEMs - they shbw the importance
rating of each temperature bin.

considered important overall.

5.2.4 DEM goodness-of-fit considerations

This weighting of temperature bin importance can be appgbatie DEM comparison,
thus indicating where it is more important for bins to havegadd’ match between
DEM values. Figure 5.16 shows the goodness-of-fit betwee##M_sim and the se-
lected Oth iterative solution which was found to be the bekitsn for reconstructing
the intensity values. The top plot shows the DEWh (black solid line) plotted with
the important temperature bins coloured according to Meth@s described above,
overplotted with the solver solution DEMuUt[0]. The range of the plot has also been
decreased from 15 orders of magnitude (as shown in Figugd & two in order to take

a closer look at the comparison. However, this plot is on ayisgale which means
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comparisons between the value of the DEMs in each temperhtnrcan be mislead-
ing. For example, the ffierence between the DESIm and the solution DEMut[O] at
LogT=6.5 looks less than theftierence at Log¥6.2 but this is not a real result. Look-
ing at the middle plot of Figure 5.16, the same DEM comparisenade but plotted on
a non-log y-scale. This shows that the comparison in someeotdmperature bins is
not actually as close a fit as it appears in the top plot. Thetqlot shows the residual
values between the solver solution and the DEilh in each temperature bin. This has
been plotted to show what percentage of the DEM is represented by the residual

value.

This figure gives a first look at the goodness-of-fit betweenstblver solution at itera-
tion=0 and the DEMsim. It can be seen that the largest residual value (128#rence)
occurs at log¥6.3. This particular bin has only a 35% importance ratingnss large
deviation is not an issue. The fit in the four most importantgerature bins (i.e., those

coloured in red) have much lower residual values which isreaoeraging sign.

This example only showcases thefeience between the"Osolver solution and the
DEM_sim but it is possible that a better solution exists. By qifng the goodness-of-
fit between all 101 DEM solver solutions to the original moDB&M, the best matches
can be found. These can then be compared to the best solottireed above (see
Table 5.3) which most accurately reproduce the intensilyes If the same iterations
that give accurate intensity values also accurately regrethe DEM distribution, this
would be encouraging for using the solver with real obs@mmatwhere there is no ‘real’

DEM to compare the solutions with.

There are many ways in which the goodness-of-fit betweendiversDEM solutions
and the original DEMsim can be quantified. The four options explored in this secti

involve calculating:-

e Thedifferencebetween the DEM values of the DESIm and each DEMuUt[N]
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DEM_sim with iterative solver solution O
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Figure 5.16: Plots showing the first goodness-of-fit analpstween the DEMiIm and
the two selected iterative solution®p: misleading plot of DEMsim (coloured by bin
importance) overplotted with the selected solver solutidre comparison between this
solution and the DEMsim looks better in some bins that others but this is miskeadi
as this plot is on a log-scaléMiddle: same DEM comparison but on a non-log scale
to highlight the diference between the two DEMdBottom: Plot of residual values
between the two solutions. It can be seen that the ‘impdrtantperature bins (i.e.,
those coloured red) have residual values of less than 2094 inif3s which is interpreted
as indicating a good fit in this case.

195



CHAPTER 5

in the four important bins. The value in each bin is then suchtoeget a value

per iteration. N refers to the number of the iteration.

e Theratio i.e., DEM.sim[T;]/DEM_out[N,T;]. For each iteration (N), the amount
that the ratio in each of the important temperature binsdéviates from unity is

measured and summed to get a value per iteration.

e A measure of theChi-square fit of the DEMs §2.,,) is also made which is
outlined in Equation 5.2.4.1. The value in this case is taken as 30% of the
DEM _sim values but this value is somewhat arbitrary in this stagyt is the
ranking of the solutions (from minimum to maximugd.,,) that is sought af-
ter. This remains the same regardless of the error givenoiilyifference is the
scaling up and down of the -, values when the error is decreased and increased
respectively. In this equation N refers to the number of DE\WiBons produced
by the solver (i.e., the iteratigrun number) and Trefers to the particular temper-

ature bins that have been designated as ‘important’ in #amele.

XpemlN] = i (DEM-oufN, T] - DEM_sim{Ti])®
i=0

2 (5.2.4.1)
e A measure of the DEMut values in th@ull temperature bins is also made where
the term ‘null’ refers to the bins not covered by the DEiin that have contribu-
tions in each of the DEM solver solutions. The ideal solvéntson would have a
minimum contribution in these bins as that brings it closehte DEM.sim distri-
bution. The &ect of a large contribution in these null bins is also lookeides, at
what point does the contribution from these null bins sigatffitly dfect the corre-
sponding intensity values when the DEM is folded back thiotng temperature

response?

The first three of these calculations (i.e ffelience, ratio, ang?.,,) should give very

similar results for the ranking of the iterations by bestreah each case. This is because
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they are all based around the comparison between the soldéreal’ DEM values in
each important temperature bin. These three calculatimmperformed only for the
four temperature bins determined to be ‘important’ as ihesfit in these bins that it is

most important to quantify.

The iterations that rank in the top eleven values of theseetiyoodness-of-fit mea-
sures are listed in Table 5.4 alongside the ranking of thetiayoodness-of-fit measure
(null bin contribution) and the order of the ‘best’ iterat®dbased on the intensity fit
discussed earlier. The two rankings (of iteration with betnsity fit) from Table 5.3
were combined into one ranking of the best iterations by lipweeighing each of the
eleven solutions by where each one occurred in the rankiegdi criteriai.e., ordered

It can be seen that the order of the goodness-of-fit in the thirailar DEM criteria (i.e.,
difference, ratio, ang?,,), have a similar ranking. However, the solutions ordered by
the iterations with the minimum contribution in the null teerature bins show a very
different pattern. Also, the iterations identified as ‘goodfiitsintensity (2 column)

don’t seem to feature heavily at the top of the various DEMirags.

Table 5.4 also shows the five lowest rankings for the DEM gesdrof-fit tests. It can
be seen that iteration 77 does the worst at fitting the DEM dsliwith fitting the Len

values to thedysand byig.

The solution with the highest amount of material in the neihperature bins occurs
in iteration 14 with the lowest value occurring in iterati®n. The importance of each
temperature bin has already been discussed but if a signtificaportion of a solution’s
intensity value comes from plasma in the null bins this sstgyéhe solution is not
ideal. Figure 5.17 explores this idea by plotting the DEMisioh for the best and worst

iteration (top row) with the ‘null’ temperature bins colearin green.

Below each plot is the corresponding breakdown of intengityes where the black
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Order| Sols ordered| Sols ordered Sols ordered Sols ordered Sols ordered
No. | by intensity fit| by difference by ratio by Chi-square by null bins
0 0 9 9 9 37
1 92 4 48 48 26
2 56 80 4 4 7
3 29 56 23 23 54
4 98 20 11 11 83
5 32 48 40 56 55
6 59 40 56 40 96
7 40 15 30 30 57
8 43 11 80 82 90
9 2 23 93 27 46
10 84 41 82 93 5
] ) ] ] )
95 42 83 37 77
96 14 14 96 25
97 12 7 45 45
98 39 45 66 100
99 66 37 14 22
100 77 77 77 14

Table 5.4: Table showing the top eleven and bottom five i@matumbers ranked ac-
cording to how well they do in each of the four goodness-aiests.
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line shows the “full’ intensity values (i.e., that are cd&ted by folding the entire DEM
solution back through the temperature response), themedghows the intensity calcu-
lated by using just the ‘main’ temperature bins (i.e., thogeered by the DEMsim),
and the green line which shows the intensity values caledlathen the DEM using

only the null temperature bins is used.

Solution DEM, iteration=37, lowest null value Solution DEM, iteration=14, highest null value
— T — T
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Figure 5.17: The two iterations with the best and worst,(Il®vest and highest) con-
tributions in null temperature bins to the DEM solver saati The top plots show the
DEM solver distribution for the best (left) and worst (righhésults. The null temper-
ature bins are coloured green in each case. The lower plotg 8fe corresponding
breakdown of intensity values which occur when the DEM sotuts (i) kept whole
(black line) (ii) cut to only the bins the DEMiIm occupies (red line) and (iii) cut to
only the null bins (green line). In the left-hand plots, itciear that the null bins con-
tribute a very small percentage of the total intensity wastia the right-hand plots, the
contribution from the null bins is clearer.

The left-hand plots (iteraticeB7) show that the null bins contribute a very small per-
centage of the total intensity i.e., most of the intensitgeserated from temperature
bins 6.4LogT<6.8. However, in the right-hand plots (iteratiel¥) it can be seen that

the higher contribution in the null bins has resulted in arease in the intensity that
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these bins produce. The intensity values of the ‘main’ andl”bins as a percentage
of the total intensity are given in Table 5.5. This table shole results for the best and
worst examples of null bin contributions, but also for tH&iteration as this solution

was found to be the best fit of intensity.

AIA Channel | 943 131A 171A 193A 211A 335A
Iteration =37: lowest null contribution
% of lge[37] from main part 98.36 95.89 99.21 99.73 99.97 99.95
% of lged[37] from null part 164 411 079 0.27 0.03 0.05
Iteration =14: highest null contribution
% of lge{14] from main part 97.48 76.41 97.49 85.55 99.54 99.77
% of lgeq[14] from null part 252 2359 251 1445 046 0.23
Iteration =0:
% of lged0] from main part 99.26 95.03 83.48 95.92 99.57 99.82
% of lgen[0] from null part 0.74 497 16.52 4.08 043 0.18

Table 5.5: Information on the null temperature bin conttidns to intensity for three
solutions (i) iteratior37 which is the best solution in terms of null contributio(ig,
iteration=14 which is the worst, and (iii) iteratiet0. This last solution is also examined
to see where it lies in relation to the best and worst case.lEhealues for the three
cases looked at are plotted as a percentage of the totaks/afypercentage contribution
in bold are those found to be too high.

As expected, the contribution of the null bins in iterat&7 to the intensity is minimal
with all values contributing under 5%. lIteratish4 also has some good results but the
intensity is much higher in the 131A~24%) and 193A {14%) channels due to the
higher contribution from the null bins at high temperatuadues. IteratioaO shows a
low contribution in most channels from the null bins excepthie 171A channel where
the contribution to the total is17%. This is within 2r of the |y, value so does not

mean that the Qiteration is dominated by plasma in the null bins.

Examining the null temperature bin contributions has shtivaheven the solution with
the highest contribution (i.e., the ‘worst’ iteration ingmanking) does not significantly
affect the resulting intensity measurements. Table 5.5 hastridited that the intensity
values generated from the null bins in iteratdd contribute a maximum 0$24% in

the 131A channel which means the intensity from the main isirssill within 3¢~ of
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the total. Therefore, in this case study the contributiomfmull temperature bins will
not influence the choice of best solver solution. For otheesdi.e., other timepace
cuts of other runs of the MSHD simulation) this calculatioaynibe more important so
it will still remain a test of goodness-of-fit. In this caseocaver contribution from the
null bins is still considered ‘better’ as solutions withdgslasma at temperatures not
represented by the DEMiIm give a truer indication of the real temperature distidiu

of the plasma.

Figure 5.18 groups the four goodness-of-fit tests for the Bd6Mer solutions together
to show how each oneftiers over the number of iterations. This gives an indication o
whether there a few ‘good’ iterations in each case followed beries of less good ones,
or if all the iterations have a similar value suggesting drat of them could be classed
as a good fit. As suspected, the pattern in tgedgnce, ratio, and Chi-square tests for
the DEM (plots (a), (b) and (c)) have the same shape. Theiposit the 0" iteration is

also very similar in each case as well as where the elevenrtessity solutions lie.

The fourth plot shows the iterations ordered according tB®Dout values in the null
bins follow a gentle increase for the bess5 solutions but then the values increase
sharply. Two of the eleven best values (iterations 92 anda@Pin this second region
but since it has been shown that even the worst iterationttgmavhat is considered a

reasonable solution, this is not a problem.

By combining the ranking of the best DEBULt solutions for the dierence, ratio, and
Chi-square test (which are very similar anyway) a final g@ssnof-fit ranking can be
calculated. Focusing on the eleven solutions which fit thenisity the best, the position
that these iterations lie in the best DEM fit ranking can beckbd. Table 5.6 shows
the ranking of these solutions according to their goodiégi-to the intensity values,
and also their goodness-of-fit to the original DEitn. For example, iteratic#0 is the
best choice for reconstructing the original intensity esland is the 26best choice of

DEM solution.
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Figure 5.18: DEM solver solution goodness-of-fit tests.tgalot shows the calculated
value of each test plotted according to its ranking i.e.jtération ranking from the full
version of Table 5.4 is used to order the values fedence, ratio, Chi-square, and null
tests. Overplotted on each test is the location of where thiége@ation occurs in the
ranking ) as well as the positions of the eleven best solutions fenisity (»). These
have been annotated with their iteration number to identifych solutions do best in
each case. It can be seen that the ordering in tfierdnce, ratio, and Chi-square plots
is very similar.
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Iteration ~ Ranking of iteration Ranking of iteration

number (N) in fit to intensity in fit to DEM
0 1 26
2 2 42
29 3 27
32 4 21
40 5 6
43 6 10
56 7 3
59 8 16
84 9 56
92 10 37
98 11 62

Table 5.6: Ranking of best eleven solutions in terms of how they fit the original
intensity and DEM values e.g., iteration O produces a DEMitsmh which is the best
at accurately reconstructing the original intensity valaad is the 28 best solution at
matching the MSHD DEM.

The ranking of these eleven solutions in terms of how theesponding DEMout so-
lution matches the DEMim (column 3) shows quite a spread of values. There are six
values that fall within the first quarter of the best solusavhile there are also some
that less ideal e.g., the 98teration being only the 8% best DEM fit. In this example,
the choice of iteration 0 as the solution which best recoesérboth the input intensities

and the ‘real’ DEM distribution, is considered a good one.

The 0" solution of the solver being ranked 2®est in DEM goodness-of-fit doesn't
sound ideal but when this position is checked in Figure 518y(mbol) it can be seen
thatin each testitlies in a region where the values haveiontgased slightly from their
lowest value. Iteration 56 and 40 would perhaps be betteicebas they rank highly

on both measures in Table 5.6 but since their values in thenaDEM goodness-of-fit

tests are in a similar range to th& 6ne, iteration 0 is considered to be a good choice. If
real observations were being used, the secondary test @umeg the goodness-of-fit
of the DEM solutions against the ‘real’ DEM could not be measso there would be
no way to know which of the eleven solutions identified eaikebest. It is reassuring

to know that picking the best solution for intensity recoustion is also a good solution
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for reconstructing the original DEM distribution.

In this case study, care has been taken to try and addressiioeissy goodness-of-fit
issues that exist when trying to compare a model DEM with iptssolutions. By
firstly calculating which solutions best reproduce thenstgy values given to the solver,
the solutions which then best fit the model DEM distributi@m @lso be found and
compared. In this example, the eleven solutions of gooasity fit do a good job of

identifying solutions which also describe the DEM disttiba well.

Now that the various issues in determining whether or notsthlger can accurately
reconstruct the MSHD model DEM have been looked at, otheg/sipace cuts of the
various simulations can be looked at to see (i) where theesalues welbadly, and
(i) if the best solver solutions can follow the various cbas that were observed in the

model DEMs when specific changes were made to the model pteagpace.
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5.3 Testing the iterative solver: solver strengthsveak-

Nnesses

Now that the intricacies of comparing the MSHD model DEM te tlarious iterative
solver solutions have been thoroughly discussed, the wamalculations to measure
goodness-of-fit can be applied to the other data-sets. Tablm Section 4.2 listed all
the simulations of the MSHD model that were run, each witfiedent model param-
eters (e.g., strand number, total energy etc.). Using theegaethods as in the case
study described above, a selection of these simulationierts then used alongside the

iterative solver in order to:-

1. see how well the solver solutions fit the original intensdlues,

2. see ifthe ‘best’ solution(s) for reconstructing the orad intensity values are also

good at reconstructing the original DEM distribution,

3. see if the ‘best’ solution overall is clearly identifialglarly on i.e., is it iteration O

or one with a minimum Chi-square value?

4. if the best solution isiotidentifiable without the real DEM for comparison (i.e.,
treating this like a real observation), howfférent is this solution to the one iden-
tified as best for intensity reconstruction? Are both sohsi equally good or

totally different?

The goodness-of-fit of the iterative solver DEM solutiongeveneasured for simula-
tions that cover all the investigations described aboveeittiBn 4.2 i.e., investigations
A-D. In most cases the solver did very well and produced a DBMt®nN that accu-
rately matched the original model DEM distribution as wellthe original intensity
values. This section describes the comparisons betweearitieal DEMs and the

corresponding solver DEMs in more detail.
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5.3.1 DEM smoothness investigation:

Figure 4.10 back in Section 4.2.1 showed the large variatddEM shape that could
occur when the simulation dataset the DEM was based on waswell. By increasing
the size of this dataset the DEM became more smoothed qutisgibuted more evenly
across the temperature bins. This increase in smoothngsews in the top four plots
of Figure 5.19 where the top two plots (cut 1a and 1b) are baseohodel outputs
(temperature and density) from an area representing 1 Atél phat has been exposed
for 3 seconds. 1 AlA pixel is approximately 4 grid spaces mntiodel so the number of
temperature and density elements involved in calculatiege DEMs for the 16 strand

loopis 4 x 3 x 16=192.

The next plot is based on ‘cut 3’ which involves data from gdgirarea (4 AlA pixels)

and a longer time duration (500 seconds) so this DEM is basd@®8,000 temperature
and density elements. It can be seen the DEM has a much mdoeraishape than the
top two. Lastly, data from a ‘cut 6’ of the model (4 AlA pixelser 2000 seconds) is
shown as a DEM in the lower right panel. This DEM is made fror@,600 temperature
and density elements and it can be seen it has an even mooemrsiiape. The inten-
sity values based on these four DEMs were then passed tcetiaéive solver to see if
increasing the size of the dataset each DEM is based on wesildtin an increase in

the goodness-of-fit of the solver solution.

The lower four plots of Figure 5.19 show the same four modeM3Hthis time in
red) overplotted with their corresponding iterative sol&M solutions with the ‘best’
iteration represented as a solid black line. It can be se#nlth fit of the solver DEMs to
the original DEM becomes closer as the model dataset sireases. This is quantified
in Table 5.7 which shows details of the fit in the four data ¢ntserms of the various
measures of the Chi-square. The best solver solution foehin each case is iteration
0 apart from cut 1b where iteration 12 is found to be betteeabmstructing both the

intensity values and DEM distribution of the original. Théi&Gquare values of the
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Figure 5.19: Top four plots show the model original DEM frootscof the 16 strand
loop. The dataset each DEM is based on increases from a mimimthe top two plots

(cuts 1a and 1b) to a maximum in the lower right plot (cut 6)e Blet of four plots at
the bottom of the figure show these same DEMSs (red) with thatite solver solutions
overplotted. The thick black line in each case represemtsdfution that was found to
be the best fit overall to matching the model intensity and Ddistribution.
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‘best’ solution to the original model values in terms of imsgty (both to thed;i; and bys)
and DEM are also noted. It can be seen that these Chi-squassvaduce significantly

as the dataset size increases.

\cutla cutlb cut2 cuté

Best sol. 0 12 0 0

Xgerworig | 1.285 0.953 0.179 0.023
X%obogen | 1.285 0.954 0.179 0.023
Y’oem | 9.88 514 412 0.053

Table 5.7: Comparison of the goodness-of-fit improvemerasueed with dierent chi-
square values for DEM reconstructions where the MSHD modtd-det size has in-
creased in size as the cut number increases.

The iterative solver does very well at reconstructing thginal model DEM in most
cases. The goodness-of-fit between the solution deterragmtek ‘best’ and the original
DEM is found to be best in cases where the DEIvh has a more uniform distribution
over several temperature bins. The solver does less wéléindse where the DEBImM

has a significant contribution in one particular temperatin (such as in the top-left
plot of Figure 5.19) or if the DEMsim is very narrow. This suggests that care should be
taken when using this solver to interpret AlA data based onlpne exposure. Ideally,

a number of files should be averaged in time and over more tharmpixel in order

to smooth out small-scale variations. Although the solgegood at reconstructing
intensity values, for the true shape of the original DEM torbest accurately recovered

a smoother dataset needs to be supplied.

5.4 Testing the iterative solver: tracking the changes of

different simulations

The diferent simulations run to explore the model parameter spspdagied certain

signatures as each particular parameter was changed:-
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e Investigation A:- theV?2 rise in the DEM as strand number doubled,
¢ Investigation B:- the slight shift between DEMs offérent heating locations,
¢ Investigation Ci:- the large shift between DEMs as totalrgnaevas increased

¢ Investigation Cii:- the narrowing of the DEM observed asafiare number per

strand increased,

¢ Investigation D:- the order and timescale of intensity gaakeach AIA channel,
as well as the change in the DEM position as loops fiEdent total energy were

allowed to cool after a period of nanoflare heating.

The solver solutions should also display these signat@iths fit in each case has been
successful. The ability of the best solver solutions in ezd® to reproduce these results

are examined to see where the solver does well and wherestaxe

5.4.1 Following Investigation A changes: increasing strashnumber

Figure 5.20 shows the original DEBIm (red line) for the four cases of increasing
strand number overplotted with their corresponding iteeasolver solutions. In each
case the solution determined to be the ‘best’ (using theyarsatiescribed in the case
study above) is highlighted (solid black line). As in theeasudy it can be seen that
the cloud of solutions seems to match the original DEikh well although the values

diverge at lower and higher temperatures due to a lack oftnts.

A closer examination of the solver fit to the original DEM camdeen in Figure 5.21
where the range of the y-axis has been reduced to three avflensgnitude. This

zoomed in view shows that the solver solution in each casekldashed line) matches
the original DEM solution (red line) very well. The Chi-sqaavalue of the chosen

solver solution in matching the original intensity and DEin values is also given in
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Exomple comparison of model DEM (red) to solver DEM solutions Example comparison of model DEM (red) to solver DEM solutions
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Figure 5.20: Plots showing the model DE&im (red) overplotted with the 101 iterative
solutions (black) for increasing strand number. Top-l&dt phows the 16 strand number
case, followed by 32 strand (top-right), the 64 strand cas&tdm-left) and the 128
strand case (bottom-right).

each plot. These values in each case are very low (i.e., bat@3) which shows the

fit to both intensity and DEM distribution is good.

The next step is to see if the best iterative solutions fan§tthe DEMs of increasing
strand number also show thé2 increase observed in the model data. Since Figure
5.21 shows that the solutions do a very good job of fitting thgimal DEMs (especially

in terms of their peak position), it is very likely the DEM stibns will also show
this trait. Figure 5.22 shows the DEBULt solutions (black) for each strand number
compared to data from the 128 strand case which has been $5af2 in order to see

if the solutions follow this pattern. It can be seen that thieson DEMs also show the

V2 scaling displayed by the original data in Figure 4.15.
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Figure 5.21: Plots showing the fit between the original DENif@reasing strand num-
ber (red line) and the best iterative solution in each caash@d black line). Each plot
also notes the Chi-square values of the fit to the DEM and tiggnait intensity values.
The fit in each case is considered to be very good.

DEM comparison of changing strand number: black — DEM_out best solution, red — trend sqrt(2) values
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Figure 5.22: DEMout solutions plotted on a non-log scale in black with the 428nd

values scaled down byw?2 overplotted in red. It is a close visual fit showing that the
solutions are able to match the observed scaling from theesmod
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5.4.2 Following Investigation B changes: changing locatioof heat-

ing

Changing the location of the nanoflare heating within theusited 128 strand loop
resulted in a small shift between thdéfdrent DEMs. This was observed as a slight shift
towards lower temperatures in the footpoint heating casgened to the uniform case,
and the apex heated DEM being shifted towards higher terypes This shift was
very small ¢ 1 temperature bin either way) so it will be interesting to g¢lee solver
solutions can pick it up. Particularly because the iteeasiglutions tend to have higher
contributions at low and high temperatures which could edhs shift to be masked if

it only occurs within the central temperature bins.

The results of the individual comparisons between the waigDEM_sim and the solver
solutions for each heating scenario are shown in Figure 3tZ&n be seen that the fit
in each case looks good although at higher temperaturesfteestice between the two
DEMs in each case becomes more apparent. The Chi-squateef@BEM fit in each
case is good (0.33, 1.34, 0.04 for apex, uniform and footplogating respectively)
despite this dference at higher temperatures, as the fit is based on thetanpbins

within the DEM.sim only.

Figure 5.24 shows the shift between the solver solution DEM#he diferent heating
locations. The slight shift between the DEMs is observedidbunost clearly seen in
the lower panel of the plot which shows thdfdrence between the apex and uniform
case, and the footpoint and uniform case very clearly. Thgmcoupled with the low
Chi-square values for the three fits shows that the solvedias very well at matching

the model in this situation.
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Figure 5.23: Plots showing the fit between the original (r@a) solver DEM (black)
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DEM_out best solutions for changing heating location
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Figure 5.24: Plot showing the shift between the solution BENIdifferent heating lo-
cation. The top panel shows the three DMt solver solutions for the flerent heating
locations while the lower plot shows theffidirences between the apex and footpoint case
in comparison to the uniform case. The shift between the DEEM$early seen in the
difference plot.
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5.4.3 Following Investigation Ci changes: increasing toleenergy

Increasing the total energy of each simulation by an ordamagnitude resulted in
a very clear shift of the DEMsim to higher temperatures. This result is also clearly

observed in the solver solutions chosen as the best fit toritp@al DEMs.

DEM_sim (solid lines) of changing energy vs DEM_out (dashed lines) best solution
o¥ 71 T T T 1 T T T [ T T T [ T T

tttttt

10" = -

el e L
5.5 6.0 6.5 7.0 7.5 8.0

Figure 5.25: Plot showing the comparison between the aidgsolid lines) and solver
solution (dashed lines) DEMs for increasing total energy.

Figure 5.25 shows the original DEMs for the three energy aces plotted (solid lines)
with the corresponding solver solution DEMs overplotteasfued lines). It can clearly
be seen that the solver solutions match the peaks and witithe original DEMs very

well. The various Chi-square measurements of the fits arengiv Table 5.8 where
it can be seen that the values are all reasonably low and dehwet any particular

improvement either way as the total energy is changed.

This is due to the fact that the three original DEMs have timeeskevel of smoothness
and cover the same width in log(T) space meaning they ardlgqual reconstructed
by the solver. The iterative solver does a very good job obmetructing the DEM

distribution and overall pattern in this case.
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| E=10® E=10* E=10®

Best sol. 1 70 0

Xgereorig | 0.4233  0.7358 0.3383
X%obogen | 1.1388  3.4612 0.3383
Y?oem | 0.008627 0.9184 0.5199

Table 5.8: Comparison of goodness-of-fit improvement foMXEconstruction of sim-
ulations of diterent total energy.

5.4.4 Following Investigation Cii changes: increasing nutoer of

nanoflares per strand

So far, the iterative solver has done an excellent job obwalhg the various changes
observed in the MSHD model DEMs as the parameter space ie@lti investigation
Cii, changing the number of nanoflares per strand, whilgpiegthe total energy of the
simulation the same, resulted in the original DEWN significantly changing its width
(see Figure 4.36). Many low-energy nanoflares per strandteesin a very narrow

DEM whilst a low number of high-energy nanoflares resulted wery wide DEM.

Figure 5.26 shows the original DEM in each case overplottid the best solver so-
lution. It can be seen that the solver does quite well at niradctine values of the 16
bursfstrand and the 64 buystrand scenarios although the Chi-square values are higher
in the 16 Bs case than is ideal. However, for the 640 bststind case the solver solution
DEM only matches the original DEM well in one bin. The origi¥=M is much taller

and thinner than the solution DEM making it a poor match. T&ialso illustrated in

the Chi-square values which are the highest values seem so fa

The extremely high Chi-square value of the fit between thegimal intensity and the
solver intensity can be explained by looking at thg Values compared to theg,t and

lorig- Figures 5.27 and 5.28 show the intensity distribution feriterations which min-
imise they?gereorig aNdy%obegen Value respectively. Even though these are the best solu-
tions for intensity it can be seen that the values,gf dnd e, are far from each other

and the mean in each case. This shows that this particularhassnot been fitted well
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128 strand, footpoint heated, 16 b/s — DEM_sim (red) vs DEM_out
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Figure 5.26: Plots showing the comparison between thermiEM (red) and the best
solver solution (black) for increasing the number of naneigper strand.
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as the value of g, is within 60 rather than 1. This illustrates that the iterative solver
doesn’t perform as well when the DEM distribution being &itenly covers a few tem-
perature bins. This is because there are less constraiatalde to shape the solver
DEM and also because in this case the peak of the model DEMag&t6.5 which is

a temperature where none of the AIA channels has a partigsismong sensitivity.

5.4.5 Following Investigation D changes: fect of heating loop then

allowing to cool

Solver intensity values

By allowing the loop simulation to cool after a period of ndare heating, the intensity
of the loop seen in each channel was seen to follow a specifierpaver time as the
loop cooled through the various temperature sensitividfdbe six AIA channels. By
taking the }en values of the best solver solution at each timestep, thayabilthe solver

solutions to recreate this intensity pattern is invesédat

Figure 5.29 shows the results of this comparison where thasities over time from the
best solver solutions are plotted as dashed lines and cechpathe original intensity
values (solid lines). It can be seen that the solver solstamturately match the peaks

and risé¢fall timescales for each channel.
Solver DEM distribution

As discussed in the case study, just because the intensitgsvenatch well does not
mean that the DEMs will necessarily be a good match too. Ei§u80 shows the match
between the original model DEM (red line) and the best sofutf the iterative solver
(black line) at eight timesteps over the course of the loaging time. Note that the
time the heating stops is#4310s after which the DEMs are observed to move to lower

temperatures as the plasma cools and drains. Movies of thatien of the model DEM
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o }/ame of L at iteration: 26

ke of 1.t eratian: 28

L Mean

Figure 5.27: Gaussian distribution of intensity valuestfa 640 burgstrand scenario.
Showing results for iteration 28 which has the minim)éﬁjbrgorig value. It can be seen
that even though this is the example with the best fiygf () to the original intensity
values (peak of distribution), the values gf,ldo not fall within 1o~ of this peak.

Figure 5.28: Gaussian distribution of intensity valuestfer 640 burgstrand scenario.
Showing results for iteration 6 which has the minimpgﬁabggen value. This iteration
represents the case where thg &nd |, values are the closest to each other. However,
it can be seen that they do not match one another well.

219



CHAPTER 5
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Figure 5.29: Figure showing the comparison between thénaiigntensity values (solid
lines) in each channel and how they change as the loop coeidiowe, and the intensity
from the best solution of the solver (dashed lines). Thig {@dor the E=10?2 ergs
energy scenario but is representative of the other two greages which show a similar
comparison.
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compared to the corresponding set of solver solutions stedlin Table 5.9.

Movie name Energy Loop position
case (ergs) examined

DEM_sol.e23.mov Eus~10? whole coronal loop
DEM_sol.e24.mov Eus~10%* whole coronal loop
DEM_solLe25.mov [, s~10? whole coronal loop

Table 5.9: List of movie names and the energy scenario thiey te. Each movie
depicts how the MSHD model DEM compares to the calculatedfsierative solver
solutions as the loop cools over time.
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Figure 5.30: Figure showing the comparison between thenadiddEM (red) and the
solver DEM (black) at eight timesteps as the loop cools avee t

It can be seen that the solver DEMs closely follow the moveroéthe original DEMs
but that in some cases there arffetiences in the solver DEMs width and high temper-
ature contribution. This peak is most apparent in t8500s plot in the bottom-left
corner of Figure 5.30. It should be noted that this contrdsuts exaggerated due to the
log plot on the DEM scale and is in fact two orders of magnitlaseer than the DEM
peak.
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In Investigation D, the peak temperature position of thgioal DEMs was seen to
closely match the emission measure weighted temperatutteegsdasma cooled (see
Figure 4.47). This change is also seen when the peak tempegadsition of the solver

solution is tracked over time as shown in Figure 5.31.

DEM model max compared to DEM solver max for different energy scales
75 T T T ‘ ‘ T T T ‘ T T T ‘ T T T

DEM_sim max e25

DEM_out max e25

_ _ _ _DEM_out max e24

DEM_out max e23 ]
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VL ,
AV
Ay L L L
2000 4000 6000 8000
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Figure 5.31: Temperature position of solver DEMt peaks compared to the original
DEM_sim. Both values are seen to closely match.

This plot shows the decline of the peak temperature positidghe DEM over time for
both the original DEMsim (coloured lines for the threeftkrent energy scenarios), and
the solver DEMout (black lines with dterent styles for the élierent energy scenarios).
It can be seen that the solver solutions match the origifakgavery closely and would
therefore also follow the emission measure weighted teatpes decline. This shows
that the solver DEMs can be trusted to accurately follow tbeiding temperature of
the plasma in a cooling loop. The DEMmM's in this case are based on cuts of the
model data of 100 seconds (although over the entire lengtiedbop) which suggests

that one need not necessarily have to average over 100Gsoimnds of data in order to
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get a good fit from the solver code.

5.5 Summary

This chapter has looked in detail at the issues involved mpgaring simulation outputs
(in terms of intensity and DEM distribution) with the soluis dfered by an iterative

DEM solver code.

The detailed case study performed has highlighted thewsiays in which the goodness-
of-fit can be defined and used to find the best solver solutibis i§ a step forward in
terms of quantifying how good one DEM fits another and illatgs that simply plotting

one over the other and looking at the visual fit is not good ghou

It has also showed that the ‘best’ solution in terms of initgres;xd DEM reconstruction
was in general neither the first solution (i.e., iteratiorof}he iteration with the min-
imum value of Chi-square (as defined by the solver output kegiyv This reinforces
the importance of calculating the various goodness-of-dasures described in the case

study.

Using the diferent versions of the MSHD model as a series of syntheticreasens,
the dtectiveness of the iterative solver was tested. In the ntgjoficases the solver was
found to provide solutions which very closely reconstrddtee original model intensity
and DEM values. The best solution in most cases was alsy édesiltifiable at an early
stage i.e., when comparing the reconstructed intensityegalThere were no examples
where the best solutions for reproducing intensity did argolo at reconstructing the
DEM distribution. Each of the solutions identified as thetldes intensity also did a

good job at fitting the DEM.

This suggests that using the solver and picking the bestignlbased on the method

described in the case study, will give an accurate reflectioine true DEM distribution.
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The only case where the solver did not manage to accuratebnséruct the original
intensity values or DEM distribution was the case where tloeleh DEM was very
narrow. This suggests that the solver is best suited to vasens that are not isothermal

I.e., have contributions from multiple wavelengths reprgsg a range of temperature.
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Chapter 6

Investigation of an Erupting

Polar-Crown Prominence

This chapter explores aftierent type of coronal feature to other chapters - solar promi
nences. A case study of an eruptive polar-crown prominebserged by SDO and
STEREO is analysed with particular focus paid to the poss#oliption onset mech-
anisms. This chapter aims to investigate the structure aeebquptive rise of the
prominence and its associated cavity by using observafrons two points-of-view
(SDOQAIA and STEREO-ASECCHJEUVI). Following this, the eruption itself is stud-

ied and various potential “trigger” mechanisms explored.

The first part of this work was done in collaboration with $tape Régnier and was
published in Régnier, Walsh & Alexander, 2011 (see Appefalia copy of the paper).
Réngnier was the lead on this paper and his work involvedhitial observations with
AlA where the structure of the prominence was studied, andsachmeasure of the
prominence eruption speed. This chapter takes this wotkduby including STEREO
observations, a more accurate measure of the eruptionityetoa an investigation of
the eruption initiation methods. Any figures taken or addjtem the paper have been

clearly identified as such.
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6.1 Introduction to Solar Prominences

One of the most important areas of solar physics researay twahcerns the nature of
solar eruptions. Observationally, these eruptions mands solar flares, prominence
eruptions, and coronal mass ejections (CMEs) and are sedifféo in structure and
duration (see Section 1.2.2). However, much work has beee twidentify the as-
sociation between these features as they are believed tbysecplly related. Munro
et al. (1979) used the white-light coronagraph on Skylamwestigate 77 CMEs and
their associated solar activity over the period 28 May 1933eb 1974 (during solar
minimum). The associations of these CMEs with flares andtereiprominences (EPS)
is presented in Table 6.1. Out of the 77 CMEs observed, 34ddoeilassociated with
surface phenomena on the solar disc but the remaining 438l cail Assuming that
half (~38) of the observed CMEs originate from the far-side of tha,3$his suggests
that a very high percentage of near-side CMEs are assoadidtiedurface phenomena
(i.e., 3438 = ~90%). The majority of these surface phenomena have an eeyptomi-
nence component{{0%) which supports the idea that prominences are the prgien

component of CMEs and not a separate class of eruptive event.

Event % of CMEs associated with event
EP only ~50
EP with flare ~20
Flare only ~20
No event ~10

Table 6.1: CME association with other solar activity. Basedesults from Munro et al.
(1979). EP - eruptive prominence.

Webb & Hundhausen (1987) followed up this work by observi@g@GVIEs with the
HAO Coronagraph on the Solar Maximum Mission satellite nigithe period between
March - August 1980 (during solar maximum). This work staidige same associations
at a diferent point in the solar cycle and confirmed the previoudteShey noted that
the high incidence of CMEs associated with EPs is most likelgerestimatediue to

difficulties in observing eruptive prominences compared todlarais underestimation
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also comes from the inability of both studies to correct backside’ CME associations
i.e., CMEs being released from the opposite side of the Slitbaincluded in the sur-
vey, but any prominence component present will not be olbasdewhereas associated
flares are more likely to be detected as unresolved X-raystomsWebb & Hundhausen
(1987) also disagreed with the idea that isolated CMEsthese where no prominence
or flare component is observed (such as the 10% in Table el g aeparate class of
CME as was suggested by Wagner (1984). Webb & Hundhause@ Y p88pose that
CMEs designated as “isolated” are either too low in energyfdear association to be

observed or are misplaced backside events.

CMEs are the main drivers of space weather so understanugiganset mechanisms
and how to predict them by observing the pre-eruption coisrd great importance.
Eruptive prominences have proved to be a vital componentastnif not all, CMEs
and dfer a clear view of the beginning of these eruptions. An unidading of the
structure and dynamics of solar prominences is therefocessary in order to gain a

fuller understanding of solar eruptions.

(a) Filaments observed on the solar disc (b) Eruption of sar‘romiri

Figure 6.1: Figure (a) shows an image of the solar disc takémam Hx filter!. The dark
lines on the disc indicate the locations of various filamevitde Figure (b) shows one
of SDQO’s ‘firstlight’ images of an erupting prominence takeith the AIA instrument
in the 304 A channel.

Solar prominences are long structures, suspended withiadlar atmosphere, that are

LAmateur image taken with andHilter. Credit Jack Newton, Arizona Sky Village.
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characterised by relatively cool, dense material whicheldl In place by the magnetic
structure surrounding it. Some authors consider the nahtaione to be the “promi-
nence” but here the term prominence refers to both the nahi@nid its surrounding
magnetic field structure. They are an interesting coronahpmenon as they are typ-
ically 100 times cooler and denser than the surroundingnao(babrosse et al. 2010).
The term “prominence” can be used interchangeably withéhm tfilament” as both
refer to the same feature seen fronffelient points of view. Filaments are observed
projected against the solar disc where they are primaréy g certain absorption lines
such as K (see Figure 6.1(a)). Prominences, on the other hand, asathe feature
when observed above the solar limb and can be observed in waargtengths. In par-
ticular, the Har line at 304 A allows us to examine prominences very well in E@¥
shown in Figure 6.1(b)) as it hadagT,.{(K) = 4.9 which is close to the characteristic

prominence temperature of310* K (Labrosse et al. 2010).

The term prominence is quite general and can be used to besxniange of dier-
ent structures. As well as distinguishing between linsigfit dfects (“prominence”
vs “filament”), the term prominence can be further consediby the dynamics of the
structure leading to the terms stable, eruptive, active gasub-type known as “dispara-
tion brusque” (sudden vanishing) which refers to a type ofipnence eruption where
the structure breaks up and is no longer identifiable. THergint prominence classifi-
cations are discussed by Gilbert et al. (2000) who went otetarly define the dierent
between “active” and “eruptive” prominences. They makdefc that a prominence
can be active without erupting and define an erupting pronte¢o be one in which all
or some of the prominence material is observed to be ejeatedaods and to escape
the Sun’s gravitational field. Active prominences, on theeothand, are described as
having notable motions but do not result in any part of thenpn@nce escaping the

solar atmosphere.

A distinction is also made using the location of the promoesto describe them as

either active-region or quiet-region prominences. A comrrait that all prominences
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share is that they are nearly always found over Polarityrgiga Lines (PIL). This is
defined as a region where the magnetic field direction chafigas one polarity to
another i.e., between areas of neighbouring positive agdtive polarity. Such areas
are found in active regions, around Sunspots, and aroundréas of open magnetic
field at the polar regions. Quiescent prominences are lmeg-{days to months) and
tend to be found in quiet-Sun areas. These prominencesaafyusrger than ones seen
around active regions and have typical dimensions of 60Mi0N length, 15-100 Mm
in height above the chromosphere, and are 5-15 Mm thick @engeHanssen 1995).
Active region prominences tend to be smaller (of order 10arg found lower in the
atmosphere{10Mm) and can usually be found threaded through or curvednaran
active region (Mackay et al. 2008). They are observed to napel flows along the
structure and can change in structure dramatically ovet gleoiods of time (minutes-

hours) compared to their quiescent counterparts.

6.1.1 Formation and Structure

It is safe to say that although these types of prominenfferdn size, dynamics and
location, they share a common composition. Material of stospheric temperature
and density being located at coronal heights has been &nbalto explain, particularly

the structure of the magnetic field supporting these strastu

The basic structure of a prominence consists of a long spinetare which runs paral-
lel to the solar surface. Protruding from this central dues are features called barbs
which appear to link (or tether) the prominence to the chrgphere and are observed to
be composed of multiple threads (see Figure 6.2). Some psraes, most commonly
large quiescent prominences, are also observed with a @lotamity component such
as that seen in the right panel of Figure 6.3. Cavities carebeeatl as areas of depleted
density in the corona and are also associated with CMEs icléissical three-part struc-

ture of core, cavity, and front, shown in the left panel of¥®6.3. These cavities are
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Figure 6.2: Prominence barbs seen in Swedish Solar Telesugp resolution ki im-
age (from Lin et al. 2005). The barbs are the thread-like danictures seen in the
middle of the image.

often modelled as the centre of a magnetic flux rope which ligestito some sort of
instability causing it to rise up and be ejected. In CME medels not clear if this

flux rope exists in the pre-eruption corona or if it is formedtidg the eruption process.
Quiescent flux ropes can be used to explain prominence arig clgervations from a

theoretical point of view and are supported by observation.

The magnetic structure of prominences is a key questionbibit observers and the-
orists are trying to solve. Many models (such as Kuperus &dRaE974) represent
the internal structure of the prominence as a flux rope whechains stable within an
overlying magnetic field due to the balance between the upaeting magnetic tension
(due to the curvature of the field lines) and the gravitatiéor@e acting downwards on
the mass of the prominence material. This material is showFigure 6.4 where the
prominence configuration can be seen from two points of viele twisted magnetic
flux rope seen in the lower panel of the figure, supports thenprence material in the
dips of the field lines. The prominence should remain in éguiim until some internal

or external factor causes one force to win out over the otaaing to the prominence

2Left image taken with High Altitude Observatg8olar Maximum Mission coronagraph. Middle
image taken at National Center for Atmospheric Resghligh Altitude Observatory Newkirk White-
Light Coronal Camera (WLCC) telescope.
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Figure 6.3: Image from Gibson et al. (2006) of two coronalittas seen in white light
coronograph’s The leftimage shows the three-part structure of an expa@ME with
its bright core, dark cavity and bright front, while the miel@dmage shows a quiescent
prominence and its surrounding cavity. This structure islared in the right panel
which shows a cartoon of the prominence cavity structured@&®2000).

erupting or draining back to the chromosphere.

The way in which prominences form is another issue currestilhunder debate (Mackay
et al. 2010). It is generally accepted that there are two mvaiys in which prominence

material can be found in the corona: either cool materialjecited upwards or coronal
material condenses towards the surface. Observationswd ffom the chromosphere
up to the corona are well established (see e.g., Chae etQf), a0d references within)
and thus find in favour of the idea that prominences are forpyadass injection driven

by chromospheric evaporation. On the other hand, properarihe coronal conden-
sation theory interpret the existence of a cavity as evidehat this area is the now-
evacuated location of the coronal material that has coatedsettled in the magnetic
field dips. This debate is still ongoing and only observing thagnitude and direc-
tion of these mass flows using high-cadence, multi-waveteogservations will settle

it either way.
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Figure 6.4: Sketch of prominence material and magnetic fieélocation. Top image

shows cross-section through a prominence while bottom éenslgws the length of a
prominence seen from the side.
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6.2 Eruption of Prominences

Solar eruptions may be well observed, but their initiatioogesses and evolution are
still not fully understood. Eruptions (in the form of CMEsarés and prominences) can
occur across the solar disc and are more numerous during tinacreased magnetic
activity i.e., around one CME every other day is observedktrsninimum compared

with several per day at solar maximum (Gopalswamy 2006).

6.2.1 Energetics

A range of models exists to try and explain the varied set skolations there are of
eruptive events. A leading model that encapsulates a lotiwént ideas is named the
CSHKP model (Carmichael 1964; Sturrock 1966; Hirayama 18&opp & Pneuman

1976) after the authors that inspired it. The main companehthis model are shown
in Figure 6.5. This figure shows the magnetic consequencasising prominence at
the start, maximum and end of an eruption. Figure 6.5(a)adtthe configuration of a
rising prominence within an overlying magnetic field. Thagen for the upward move-
ment of the prominence (which is seen as a cross-sectiomsipdhnel) is not vital to the

model and can assumed to be due to one of the various trigggramisms described
in Section 6.2.2. When the prominence comes into contadt thié overlying field,

magnetic reconnection will occur causing collapse fromsales. This reconnection
occurs at the X-point marked on Figure 6.5b which is whererétease of magnetic
energy causes heating and particle acceleration to take.plhis heat flows down to
the chromosphere where it brightens and evaporates nmatétize magnetic energies
are high enough this process can cause a flare to be releabedw@e the process will
continue in the same way and the prominence will be accel@rgtwards (Figure 6.5b’
shows the side-view of the prominence eruption). Once tbenprence is ejected the

evaporated material can flow back down the loops legs as shoigure 6.5¢c. This
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a) Pre-flare ¢) Late Phase

rising
prominence

b) Maximum Phase b’) Maximum: side view
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Figure 6.5: Cartoon depicting the main stages in the CSHKBalor eruptive events
(Hirayama 1974). Panel (a) shows shows the initial stage@vadlux rope is rising
amongst overlying magnetic field. Panels (b) and (b’) shawvi$ing prominence from
two points-of-view with magnetic reconnection occurririglee X-point in (b). Panel
(c) shows the reorganisation of the magnetic system afégptbminence has erupted.

is often referred to as the “standard model” as it explaingua observations of so-
lar flares and can also be applied to CMEs and prominenceiensgdsee e.g., Shibata

1999, and references within).
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Theoretical studies have suggested that when promineresEsrig eruptive, the in-
crease in velocity causes their radiative output to deer@ambrosse et al. 2010) due to
the Doppler dimmingprightening &ect (Hyder & Lites 1970). Labrosse & McGlinchey
(2011) have investigated this phenomena to see if this psoz@n be used to investigate
the plasma parameters of erupting prominences. They ige¢stl four such promi-
nences (one of which is the focus of Section 6.4) and foundiththree cases they were
able to measure a decrease in intensity with increasingiglddowever, when using
their non-LTE model to explore this phenomenon furthery floeind that plasma condi-
tions within the prominence (most particularly temperatamd mass) play as important
a role in changing intensity values as the velocity doeshsa initial result may be

misleading.

6.2.2 Onset Mechanisms

Most authors agree that a prominence eruption is caused avHar rope experiences
a perturbation leading to a loss of stability. The naturehed perturbation is still an
open question with many mechanisms being put forward. Sdrtieese “triggers” are

discussed here.

Mass-Loading

Mass loading andfé-loading are processes of mass transfer to or from a proroéen
and can both be eruption mechanisms. Changes in the total ofidbe prominence
material will undoubtedly lead to changes in its stabilityedto the force of gravity
increasing or decreasing. For the mass loading scenaritsdvo& Dlamini (1997) and
Wolfson & Saran (1998) found that an increase in prominenassicontributed to the
stored magnetic energy of the structure, in some instaneexdt enough energy to

overcome the gravitational force keeping it down and erupt.

235



CHAPTER 6

Alternatively, if the mass of the prominence decreases wili compromise the balance
between gravity and magnetic tension meaning that the premse may start to move
upwards. This motion will continue until the forces reacluiggrium again or, if too
much mass as been lost, the prominence erupts outwards riiugeRaadu 1974).
Such a case was observed by Seaton et al. (2011) who measatewahflowing down
from a prominence structure that later erupted and causédi They concluded that
mass loss caused an initial rise of the prominence whichrimlead to reconnection
which caused the structure to be accelerated upwards actéején this case the mass
loss was the eruption trigger but the authors note that thaypa@t comment on why the

mass loss began in the first place.

Tether Release

Prominence “tethers” can be identified as overlying magrfetid lines which, along-

side gravity, help to keep the prominence stable and corhediioyancy of magnetic
flux rope containing the prominence material. They are Wgoéiserved as barb struc-
tures such as those described in Section 6.1.1. There aoeisavays in which the loss
of these tethers can lead to the eruption of a prominencstlyFthere is what is termed
“tether-cutting” which is where the magnetic tethers aneesed from the prominence
due to magnetic reconnection below i.e., due to a flare orynemlerged magnetic flux
(see e.g., Moore et al. 2001). Tether-cutting should betifinle by observing the sig-

natures of reconnection alongside evidence that the tiwiitigjs reconnection (such as
a flare) coincides with the beginning of the upward motionha prominence. In low

energy events (such as one observed by Sterling & Moore 26@3)eating signature
of reconnection may be lost in the background intensityhls tase the only evidence
is in the timings of events but this will only support the &titutting model and not

confirm it.

Another mechanism of eruption caused by tether activity ie@nva major tether no
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longer holds down the prominence causing a loss-of-equihibwhich causes the other
tethers to snap. This separate process of tether “strdiairignapping” is used to refer
to the instance where the tethers break due to the incredise upward magnetic pres-
sure. For example, if a tethered prominence experiences ofdsading (as described
above), the upward motion caused by the increase in buoyaiiapcrease the strain

on the tethers causing them to lengthen and then snap.

Kink Instability

Eruption caused by a kink instability in the magnetic fluxe@ontaining a prominence
is a popular idea which has been well modeled and also olkefee left column of
Figure 6.6 shows an observation of an erupting filament thatthe signature helical
shape observed in models of a twisted magnetic flux rope godwey a kink instability.
The right column shows a model by Torok & Kliem (2005) whitows a remarkable
similarity to the observations (Williams et al. 2005). Ho®dPriest (1981) showed that
a kink instability will occur when the twist of a flux rope (i,dhow tightly wound the
magnetic field lines are) exceeds a critical value of aroud@2 Once this occurs, the
flux rope will rise exponentially (Torok & Kliem 2004) asefkink expands outwards.
Observationally, a kink could be induced in a flux rope dudeotivisting motion of the

prominence footpoints or a change in the intensity of the fype’s electric current.

Other trigger mechanisms

The solar atmosphere does not consist of isolated strigctditee inter-connectivity at
work suggests that no system is thieated by nearby activity (see e.g., Schrijver &
Title 2011). This interaction of external factors can plgyodential role in prominence
eruptions. Nearby eruptions or active region activity doelasonably cause instabilities
that could activate the rise of a previously steady pronseeifhis idea is explored in

more detail in Section 6.5.3.
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Figure 6.6: Series of images showing kink instability seehadth observations (left) of
TRACE 195 A and in a simulation of a kink-unstable flux ropeg{fe from Torok &
Kliem 2005).

It is generally agreed that magnetic reconnection is necgder the acceleration and
release of most eruptive events. This does not seem to beseefar the polar-crown
prominence discussed in Section 6.4 as no signatures ofimection are observed.
However, in a large number of other examples of eruptive syeaconnection plays a
key part. It is unclear whether it can be the sole trigger oéauption or if some other
trigger (such as those described above) can upset thelequitiwhich then goes on to

cause reconnection and eruption.

In most cases it seems likely there is not a single triggdrabrombination of factors

that leads to eruption. The trigger mechanisms describedeaire not extensive and
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there are many more release methods in the literature regnagnetic breakout model,
photospheric shearing of the magnetic field, and MHD inditglib name just three.

The mechanisms discussed in this section are those thaugatimportant for the case
study of an eruptive prominence investigated in Section Evidence for and against

the trigger mechanisms described above are presentedtinibés.

6.3 EUV Waves

The phenomena termed “EUV waves” may seem like a departane fine discussion
of prominences but a short description is given here as fieeseres are pertinent to the

following sections.

04:50 UT 05:07 UT 05:24 Ul

Figure 6.7: Example of EUV wave expansion seen in a runnifiigréince image.
Adapted from Gallagher & Long (2011) and based on work by Tipeon et al. (1998).

The Extreme ultraviolet Imaging Telescope (EIT) onboart#iSdirst brought to light
the existence of large-scale propagating intensity erdrapats that were subsequently
dubbed “EIT waves”. These features are associated witmdaactive regions and
CMEs and are observed as nearly circular intensity disha&smoving outwards from
their source over the solar surface (see Figure 6.7). ThecNiegs of these prop-
agations cover a wide range and have been observed to hawesJa¢tween 100-

700 km s? (Gallagher & Long 2011).
The term “EIT wave” has been replaced with “EUV wave” as thag be seen by any
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EUV imager. As the name suggests, these features are mestlyis 1-2 MK pass-
bands although they have been associated with a chromasgbenterpart observed
in Ha (Moreton & Ramsey 1960) and named “Moreton waves”. Bieseekal. (2002)
studied the correlation between CMEs and EUV waves and fooaidall 173 waves
they observed had an associated CME. This relationshipuvtesefr cemented by Chen
(2006) who studied examples of strong flares that had no Chitpooent. They found
that in these cases no EUV wave was produced suggestinghg stiee for EUV waves

being a CME-only phenomena.

The origin of EUV waves and their connection with CMEs hasnbaeserious topic
of debate in recent years with the various explanationséalhto either wave or non-
wave categories (see a review by Wills-Davey & Attrill (20@d references within).
A popular wave-based interpretation is that the eruptioa GME creates a fast mode
MHD wave while the main pseudo-wave explanation suggeststiie observed bright
“wave” is created by magnetic reconnection from the expagp@ME edges with the
solar atmosphere. Patsourakos & Vourlidas (2009) disagitbethis interpretation as
they investigated an EUV wave using STEREO and found thatitiaé¢ points-of-view
and high cadence helped them to separate the CME compooentlie wave compo-
nent. This allowed them to observe that both componentyesaparately and thus that
EUV waves are most likely a fast mode MHD wave phenomenons @abate is still
ongoing with strong proponents on both sides. Only higheoad, multi-wavelength

observations from multiple points of view will settle it legr way.

6.4 13 June 2010 Prominence

As previously mentioned, prominences and filaments areaheesstructure observed

from different points-of-view. Oferent types of observation (i.e., white light, Lyman-
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He, Can H and K, and EUV filters such as He304 A) can reveal dierent morpholo-
gies. It is advantageous to observe a prominence both eradi dt-limb in order to
fully investigate its structure. In the past this had to bealby waiting for the structure
to rotate from the East limb to the centre of the disc or fromdlsc out to the Western
limb. This rotation can take up to a week so crucial detaithefast evolving structure

are lost.

The launch of the STEREO satellites in 2006 opened up a newofwagwing the Sun
by giving scientists two new points-of-view: three when ¢oned with instruments
at Earth and the L1 point e.g., SDO, SoHO and ground basedwaltiems. These
satellites, in combination with SDO, allow us to view prommmtes on-disc and on-limb
simultaneously. Unfortunately STEREO lacks a magnetdgoaphe ability to image in
Ha (items crucial for a full analysis of a prominence) but it®taUVI instruments can
observe in four passbands that are comparable with AlA. Haerce and resolution
have lower values (see Chapter 2) but the data can still gipeitant information about

the structure and evolution of the prominence.

By combining observations from SDO and STEREO we can takaradge of the dif-
ferent perspectives theyter and use a data set that is unprecedented in terms of cover-

age and spatial resolution, in order to study an eruptingiprence in detail.

6.4.1 Observations of the polar-crown prominence
This section presents a case study of an eruptive polarrcppminence, such as those

discussed in Section 6.1. The data set examined here wene takthe 13 June 2010

utilising both STEREO-ASECCHJEUVI and SDQAIA.
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Figure 6.8: SD@AIA 171 A full-disc full-resolution negative intensity inge@ showing
the beginnings of the prominence eruption. The polar-crpmminence area is in Box
A where the prominence barbs and an unusual U-shaped catfiuof plasma can
be observed more closely in Figure 6.9. Box B contains an@iraaarby activity (AR
11081 and a second prominence P2) which is discussed funti8action 6.4.2. Box
C shows an area of the Southern hemisphere where two sidawctive regions are
seen. This area is discussed in Section 6.4.2 and 6.5.2.
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SDO/AIA multithermal observations

The prominence was observed on the North-West limb of theaSigeen by SD@IA
(see Figure 6.8) where it was identified as a polar-crown prente with an associated
cavity. Over the hours 00:00 to 12:00 UT this prominence waseoved to slowly rise
before erupting outwards as part of a CME. Over this timegokfull-resolution data in
four of the AIA passbands were utilised at a reduced timemneelef 3 minutes (instead
of the high cadence 12 second data). This reduction was roadake the data-handling

more manageable.

(a) (b)

& Cavity

Prominence

Figure 6.9: @F-limb close-up of the prominence structure observed by 2D®in dif-
ferent wavelengths (a) 304 A (b) 171 A (c) 193 A (d) 211 A witk thifferent structures
labelled (negative image). The field of view is that of Box AFigure 6.8. Figure from
Régnier, Walsh & Alexander, 2011.
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The structure of the prominence during the eruption can ée seFigure 6.9 where the
four passbands revealfférent parts of the structure. Figure 6.9(a) shows coolery-chr
mospheric material in Heat 304 A (T~50,000 K) where the mass of the prominence
above the solar limb is clearly seen. The top of this matéaala slight U-shaped cur-
vature that is confirmed in Figure 6.9(b) which showsxFat 171 A (T~0.6 MK). The
structure of the cavity is now clearly apparent with the pireance material lying along
the dipped magnetic field lines, leaving a cavity above. &néa of depleted density,
as well as two barb structures seen connecting the pronmententhe solar limb, are
also seen in Figures (c) and (d) which showxkeat 193 A (T~1.6MK) and Feav at
211 A (T~2MK) respectively. The temperatures stated here are bastttbonstrument

response function (shown in Figure 2.13).

Due to the observation date of 13 June 2010, only Level 1™gestes data were avail-
able. This means that the data were corrected for bad pslegs, jitter and pointing
effects but the calibration was an early approximation. Thatsbming does not af-
fect this study as the AIA data here have been used to studigtste and not to make

quantitative analyses of the intensity.

STEREO-A/EUVI observations

Whilst the SDQAIA data set of the eruption event is high in both resolutiowl &a-
dence, the single point-of-view of the SDO spacecraft cad ® dificulties when
trying to interpret the 3D evolution of the structure lochtan the limb. With this in
mind the position of the STEREO-A spacecraft was checked@nt to be in a good
vantage point for the eruption at this time (see Figure 6.Xnly EUVI data in the
passbands 304 A and 195 A were abundant over the time range efuption and even
then the time cadence was reduced compared to SDO (at arouimiites). The spatial
resolution of these data is 3.2” (Aschwanden et al. 2008)payed with the superior
~1” resolution of AIA. The STEREO data was processed withadtandard SSWIDL
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Figure 6.10: Sketch showing the relative positions of STEREand B to the Earth
and the Sun on the 13 June 2010 at 00:00 UT. The Ahead saizlit@ 74 separation
from Earth while the Behind satellite is at a’éhgle.

routines using SECCHPREP.

STEREO-B was located round the other side of the Sun and asigreed the very end
of the prominence eruption when the material could be ssamgrup over the Northern

limb. Observations from STEREO-B will therefore not be dissed.

Previous observations

An additional perspective can be gained by going back seags dnd viewing the
prominence as it appeared at the disc centre (as would belyemtion if no STEREO
data was available). Figure 6.11 shows three full-disc esagf the Sun on the 6 June
2010 in Hy (Big Bear Solar Observatory), and SPOA 304 A and 193 A. The ki
image shows that this feature is indeed located along therqsobwn area and that it
seems to have quite a fragmented structure. It is also se#®iAlA channels as a
dark feature along this position. Figure 6.11 gives an iatibn of the length of the

prominence and also confirms that the feature seen in Figlrne @ rising prominence
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and not some other magnetic field aberration.

Figure 6.11: Images of the prominence seen from Earth sesghlakefore the eruption
when it was on-disc. The prominence can be clearly seen ith@e images in the
northern polar crown region. Left panel is a BBS@ knage, an SDEAIA 304 A
image is in the middle and the right shows an SBI@ 193 A image.

6.4.2 External influences on polar-crown prominence

Figure 6.8 showed the polar-crown prominence within thaextrof the full solar disc.
Boxes B and C highlight some other areas of interest that $bisvof activity over the
12 hour observation window chosen. The Northern hemisphekgdes an active region
(AR 11081) and a secondary prominence (hereafter P2). Théh&m hemisphere
contains two close-by active regions (AR 11080 and 11079 hvkeem to be linked
to the Northern hemisphere by a trans-equatorial loop. d Festures and the possible

influences they have over the polar-crown prominence eyngtie discussed here.

Northern Hemisphere activity

The West limb of the Sun on the 13 June 2010 had a number oéstieg and dynamic
features. The features of the Northern hemisphere are stmokigure 6.12 and shows
the major changes the area undergoes. Movie psanmov shows the dynamic evolution
of these features over the twelve hour data set. P2 is seée top-left of each image
where it is observed to be a large quiet-sun prominence émadins very stable. It is

observed to be magnetically connected to the nearby AR 1a88%hows brightenings
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\ Stable quiet-Sun
prominence (P2)*

Ve

Twisting

Figure 6.12: Time series of AIA 171 A partial Sun images faeg®n the active region

(AR 11081) and second prominence (P2) seen in the Northenispbere. P2 is iden-

tified in the topmost image which remains stable but is olexete experience flows

related to activity in the nearby active region. A sectionho$ prominence and is seen
to rise and twist over the course of the observation. Thigdiggia close up of the area
labelled Box B from the full-Sun image in Figure 6.8.

247



CHAPTER 6

associated with mass flow (Figure 6.12 middle panel) fronatitie region. The West-
ern end of P2 is then seen to rise and twist in relation to égtin the active region.
None of this activity however is seen to correlate with thetioroof the polar-crown

prominence.

Southern Hemisphere activity

Box C in Figure 6.8 highlights an area in the Southern heng@spbn the Western limb
which shows a lot of activity. This area contains two actiggions (AR 11080 and
11079) which are shown from aftBrent perspective in Figure 6.13. This figure shows
a full-disc STEREO-ASECCHJEUVI image in the 195 A channel at 03:45 UT with
the two ARSs highlighted and enlarged. Figure 6.14 shows tiAeview of these active
regions at the same time and also two hours later. The lefjénad 03:42 UT shows
the active regions and also highlights the bottom of thesti@guatorial loop seen in the
full-disc image (Figure 6.8). The right panel of Figure 6shws the same region two
hours later after a significant change has taken place. An&fé lbcated in the further
West active region (AR 11079) goeff @t 05:33 UT leading to a CME (see Section
6.5.2).

The location of the flare and the front of the emerging CME agélighted with a full

account of the aftermath of this flare given in Section 6.5.2.

6.4.3 Analysis of polar-crown prominence eruption

Structural Evolution

The prominence cavity is observed in all four of the AlIA chalsrshown in Figure 6.9.
In 171 A (b) it is seen as a collection of U-shaped structurigs hitle material seen in

the centre of the cavity. This paucity of material is alsonsaediferent temperatures
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03:45 UT

Figure 6.13: Full Sun STERESECCHJEUVI 195A with highlighted and enlarged
image of the Southern hemisphere active regions NOAA 1108the left and 11079
on the right. The "X’ indicates the site of the M1 flare whicleates the EUV wave

observed.

249



CHAPTER 6

03:42 UT 05:39 UT

Figure 6.14: SDQAIA 171 A images of the Southern hemisphere active regions at
03:42 and 05:39 UT on the 13 June 2010. The white arrow on thigrlage highlights

a curious trans-equatorial loop (discussed in the Futurk\8ection 7.3). The white

"X on the right image indicates the site of an M1 flare thatwted at 05:33 UT causing

a CME. The expanding front of this CME is also highlighted eTteld of view in this
image is the same as Box C in Figure 6.8.

suggesting that the prominence material lies along therledge the cavity i.e., in the
dips of the magnetic field of the flux tube. Material seen ‘GieSithe cavity in Figure

6.9 (c) and (d) is most likely foreground or background matedong the line of sight.

Figure 6.15 shows that the U-shaped structure seen in 17 infiistained throughout
the eruption giving credence to the idea that we are looKimggethe axis of an erupting
flux rope (such as depicted in Figure 6.4). During the erupticcan be seen that
the prominence splits into two separate structures aslébel Figure 6.15: (1) that
moves upwards with some material falling down after the neaiption and (2) part
that doesn’t erupt but seems to interact with the fallingariat later on. This movement

can be more clearly seen in Movie pralrmov.

The prominence barbs are also highlighted in Figure 6.9 avttezy are seen as bright
strands underneath the prominence. These are most clearyis 171 A and 193 A

where they are seen in absorption against the bright limb.twb main barbs are shown
more clearly in Figure 6.16 where a time series of images shimw they change over

time. The top-left image (at 00:03 UT) shows the initial stare of the barbs with

250



CHAPTER 6

(a) (b)
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Figure 6.15: Series of four instances during the prominenggtion showing SD&IA
304 A and 171 A at times (a) 00:03:12 UT, (b) 03:24:11 UT, (c)50611 UT and
(d) 09:00:11 UT. The arrows indicate the direction of thespla motion during the
eruption. Labels (1) and (2) identify the parts of the plash@d evolve diferently over
time. See Movie proni.mov for details of evolution. Image from Régnier, Walsh &
Alexander, 2011.

two clear parts that seem to connect the base of the promententhe solar surface.
Over time the integrity of the barbs is seen to diminish agtloeninence rises. There
is also some twistingn-twisting motion seen in the foremost barb that is shown in
Movie prom2.mov. It is unclear if this motion is a genuine un-twistingjost the
apparent motion of the plasma. Unfortunately the struasiteo close to the limb for
magnetogram data and HingE¢S was not observing this region. Without magnetic or

spectroscopic data being analysed the real motiorflisdli to confirm.

The way in which the barbs and cavity evolve over time can lptoed by plotting a
time-distance graph over the course of the 12 hour observatindow. This is shown
in Figure 6.17 where cuts through the barb and cavity regrershown next to their
corresponding time-distance plots. For the barb evolutican be seen that there are
two clear structures at the base of the prominence althdughdifficult to determine
where they lie in relation to one another along the line ofiidf is likely that the more
Western barb lies further into the plane of the image i.ey #ire not side-by-side. Both
barbs undergo a dramatic change over the course of the altiseivand are seen to
fragment and then decrease in intensity d@ffedent times. The evolution of the barbs

and their possible role as an eruption trigger is discussetldr in Section 6.5.1.
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0603 T

Figure 6.16: Sequence of images showing the evolution optbminence barbs over
time. See Movie pron2.mov to see the evolution more clearly.

The STEREO-AEUVI data set was used to add another perspective to thevatiser
of the prominence. EUVI 304 A added very useful informatiord &an be seen in
Figure 6.18 where AIA and EUVI images are shown side-by-sitlbis time series
shows the 304 A at 06:56, 08:06, and 09:26 UT i.e., after thptam is well under
way. Before this time the prominence was not identifiablenem$TEREO images due
to a combination of background and line-of-sigfteets, and was only seen once it had
risen higher in the atmosphere. The white dashed lines ifithee 6.18 represent the
basic shape of the prominence as it rises (this can be seeovieMrom6.mov). It is
observed that the West side of the prominence liftdicst - a detail that would not be
seen by just using SD@IA. This factor, along with the almost “flipped” nature ofeh
prominence material seen in the lower panel of Figure 6.18wip to discover what

the more likely trigger mechanism of this prominence is Seetion 6.5.3).

The EUVI 195 A data set did not clearly show the prominenceioa (as the material

in this passband is too hot at around Le@l2) but another interesting feature was seen
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Figure 6.17: Top panel shows three cuts through the proroaeavity and how they
evolve over time. The time-distance plots of each cut is showthe right of the top
panel with the calculated velocity of the cavity shown in thi&ldle plot. The lower
panel shows a similar examination of the prominence barbistwmne-distance plots of
three cuts shown in the right panel. Figure adapted frormiRegWalsh & Alexander,
2011. Movies pronB8.mov and promd.mov show more details of these changes over
time.
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06:56 UT

08:06 UT

09:26 UT

Figure 6.18: Series of same-time 304 A images from %O (left) and STERE-
O/SECCHJEUVI (right) showing the evolution of the ejected materiadrh two per-
spectives. The dotted white lines indicate where the mowiagerial is located with
arrows showing the direction of movement. See Movie pg&mov.
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and is discussed in Section 6.5.2.

Dynamics

The wealth of SDAIA data for this eruption allow an accurate measure of tHearty
of the cavity rise to be calculated. Looking at the middlet o the right of Figure
6.17, the slope of the lower edge of the rising cavity has hesd to approximate
the velocity which appears to have at least a two-part trajgc To begin with the
prominence appears quite stable and has a slow rise of 0.6%fros1 00:00 UT until
around 03:00 UT. This is followed by a rapid acceleratiorh@ssruption gets underway.
The speed of the latter part of the eruption is measured tdber2s?t. This is much
less than the local sound speed (which is typically arourfd-200 km s* (Gallagher
& Long 2011)) but is of a similar value to velocities measubgbther authors for the
final ejection speed of a slow rising prominence. For exangtierling & Moore (2003)
studied a similar polar-crown prominence that was stabferbat underwent a slow

rise of~1 km s followed by a fast rise 0£10 km s.

Over the course of the twelve hour observation, a radicaighan the structure of the
prominence is seen as it rises and is ejected. An interedffiact to note is the various
flows that occur over short timescales - especially aftenthe phase of the eruption.
Some of these can be seen in panel (d) of Figure 6.15 and &lsovie prom.1.mov and

prom5.mov. These flows from the prominence back down to the seiifaticate that

the prominence is still magnetically connected throughbetcorona, even after it has
erupted as a CME (shown in Figure 6.19 at three times). Tlggests that mass-loss

could play an important role in the prominence eruption.
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2010/06/13 09:54

Figure 6.19: Series of SOHDASCO/C2 images showing the evolution of the CME
that results from the polar-crown prominence eruption seetihe North-West limb.

6.5 Exploration of initiation methods

Section 6.2.2 describes the details of various ways in wéinoeruptive event can be trig-
gered. The polar-crown prominence being investigated wesea very stable structure
until it erupted on the 13 June 2010. It was observedadrttdbe quiescent in the polar-
crown area for at least one solar rotation prior to eruptidns indicates that some kind
of trigger mechanism is likely to be responsible. This setexplores the more likely
mechanisms, namely: tether cutting, perturbation by EUVeyaass un-loading, and

kink instability, and presents evidence to support or ruletbese possibilities.

6.5.1 Barb Evolution - tether cutting and straining

As discussed in Section 6.2.2, the evolution of promineraxdgiethers can play a
crucial role in the eruption process. In the case of the 18 2010 polar-crown promi-
nence, dynamic changes in the structure of the barbs wesr@ssand could poten-
tially give clues about what triggered the eruption. Initiaservations of the barbs were

introduced in Section 6.4.3 with the changes over time bietdiere.

If we consider the clearer of the two prominence barbs (tleelocated at 30Mm on the

time-distance plots in the lowest panel of Figure 6.17) sinecture is seen to move in
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an almost oscillatory fashion before becoming more thidadat around 03:00 UT and
disappearing completely at around 09:00 UT. This possistélation was investigated
by making another time-distance plot of this barb along tbsitpn shown in Figure
6.20. This time-distance plot can be seen in the lower pahigure 6.21 where the
oscillatory motion has been picked out by fitting a line to mhetion using the highest
intensity of the barb at each timestep. This fit is seen as geviine along the dark
barb (this line ended at 06:00 UT when the background noisarhe to high to follow
the barb any further). This fit was smoothed and the genexaditof peaks and troughs
were marked as dashed and dotted red lines respectivelye &b shows the times
of these features and indicates that the times between Hadfseycles changes from
an average of 33 minutes in the slow-rise phase of the erupdid 6 minutes as the
eruption accelerates. The point at which this change oagsursarked on Figure 6.21
by the red line at 02:54 UT which extends upwards to the toglpstmowing the cavity
velocity change. This position does seem to identify whbeegradient of the cavity
velocity changes from a slow rise to something steeper -gpeyimdicating a relation
between the barb’s oscillation and the eruption velocityhef cavity. However, the
motion is not perfectly periodic and only covers 4-5 cycledtss hard to tell if the
barb’s motion is a result of a real oscillation, a twisfimgtwisting of the barb, or simple
plasma motions along the line of sight. A clearer case ofllasicn in a similar barb
structure was observed by Isobe & Tripathi (2006) who mesabar clear oscillation
with a period of 120 minutes and concluded that the osaltetiwere indicative of a

destabilisingrestoring motion.

Additionally, due to the lack of reconnection signatureshsas increased emission in
the hotter AIA channels at the site of the barbs, it is unjikbht the trigger mechanism
is tether-cutting. Additional evidence for this conclusiman be found by noting that in
Figure 6.21 the cavity is seen to rise before any major craimgde barbs are observed.
This may make a case for tether-straining as based on thaugdrmings, the breaking
up of the barbs could be attributed to the rise of the cavitgfoddunately, this would

give no clues as to the trigger mechanism itself as thismstrais just a consequence of
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Event Timestep Duration of
(T-trough, P-peak) (UT) half-cycle (mins)

Start Time 00:11:10 -

T 00:36:11 28

P 01:18:11 42

TP 01:48:11 30

P 02:21:11 33

T 02:54:1% 33

P 03:12:11 18

T 03:24:11 12

P 03:36:11 12

T 03:54:11 18

P 04:12:11 18

Flare in AR 11079 05:33:00 -
EUV wave arrival time 06:20:00 -

Table 6.2: Table relating to Figure 6.21 showing the timiofthe peaks and troughs of
the initial oscillation seen in the prominence barb. Timethe M1 flare in the southern
hemisphere and the calculated arrival time of the EUV waeeatso showrfThis may

not be an accurate period as this assumes the peak of thisyleddfis at the start timé.
This feature is a trough even though in Figure 6.21 it is a bpealk. The general trend
here is that of a trouglf. This time indicates when the duration between peaks and
troughs jumps from an average of 33 to 16 minutes. This tinmeatso be associated
with a change in velocity of the cavity.
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Figure 6.20: Close up of prominence barbs seen by @D0171 A showing the slice
where the time-distance plot in Figure 6.21 is taken from.

the eruption and not the cause.

6.5.2 EUV Wave

While examining the STEREO/SECCHJEUVI 195 A data set over the time period of
the Northern polar-crown prominence eruption, anotheragting event was observed.
Ataround 05:30 UT an M1 class flare is seen to farothe Southern hemisphere active
region (AR 11079 in Figure 6.8) and a clear EUV wave is seerrapamyate outwards

fromit. Itis possible the interaction of this EUV wave witietprominence is the reason
why it suddenly erupts after such a long time being stablgurfé 6.22 shows a series
of nine running diference images of the STEREQEUVI 195 A data. The EUV wave

is clearly seen to start and then dissipate within a timesaf20 minutes.
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Figure 6.21: An examination of the barb oscillation and trefato cavity eruption
speed. The lower plot shows a close up of the clearer of thepr@minence barbs
identified by the line in Figure 6.20. This time-distancetgbows the motion of the
barb and the white line indicates the maximum intensity glibis barb. The peaks and
troughs have been marked with red dashed and dotted linesatasely. The top panel
shows the same-time evolution of the prominence cavity depto compare timings.
Additional events such as a Southern hemisphere flare and kW arrival time are
marked.
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Figure 6.22: Series of full Sun running fiirence images from STEREO-
A/SECCHJEUVI 195 A showing the expansion of the EUV wave over time frtra
active region in the Southern hemisphere. Movie p@&mov shows this expansion

more clearly.
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Figure 6.23:Left: full-Sun STEREO-AEUVI 195 A image showing the location of
the various active regions and the polar-crown prominenceuinvestigation. The M1
flare that causes the EUV wave is located in AR 11079 and thegang which its
velocity is measured is indicated by the blue arrd®ight: time-distance plot created
to measure the EUV wave speed. A clear diagonal motion isreédeand has been
highlighted by the dotted blue line. This line has been ed¢eindownwards to identify
the initiation time of the EUV wave and agrees very well whik M1 flare time of 05:33
UT indicating the events are linked.

By taking a timédistance slice along the propagation path of the EUV wavene-t
distance plot was constructed (Figure 6.23). The left sfdkis figure shows a negative
intensity image of the full Sun as seen by STERE@AVI in the 195 A channel at
05:33 UT. The blue line represents the vector along whiclspleed was measured. The
prominence is located further North in the polar-crown gveaere the arrow indicates)
but this vector was chosen as the propagation in this dme¢tie., towards AR 11081)
was the most easily observed and so was more clearly seea timtb-distance plots.
The left panel shows an example time-distance plot wheragodial motion can clearly
be seen. The gradient of this line was taken to be the velotitye EUV wave and was
calculated to be 33660 km s?. The high uncertainty is due to the limited time cadence

of the STEREZEUVI data which made calculating the slope of the linfidult.

This speed is backed up by a study from Patsourakos et al0)2@io studied the

CME that was associated with the flare and EUV wave from AR 9185ing the same
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combination of SD@AIA and STEREQSECCHJEUVI. They measured the eruption
speed of the CME and their results are seen in Figure 6.24entheraverage speed of
the CME front is around 300 knmrk This result ties in nicely with our measurement
of the speed of the expanding EUV wave as it would be expebtadhie speeds have a
similar magnitude.

Start Time (13-Jun-10 05:33:59)
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Figure 6.24: Results for Southern Hemisphere CME speed fPatsourakos et al.
(2010).

With the measured EUV wave velocity of 3880 km s, the time taken for the wave
to reach the Northern polar-crown area is+3@ minutes meaning it would arrive at
around 06:20 UT. This arrival time and the timing of the flaevén been marked in
Figure 6.21 as two solid red lines that extend over the tw@/timtance plots. It can
be clearly seen that the eruption is well under way by the tineeEUV wave would
arrive. Thus, this EUV wave is likely to not have triggeree #ruption as it arrives
too late. It is also unlikely that a chromospheric counterpéthis EUV wave e.g., a
Moreton wave, could have arrived early enough to perturlptbeninence as the flare
that created this wave occurs at 05:33 UT while the promiaesnseen to start to rise

about 90 minutes before this time.

6.5.3 Mass Gf-loading

Another possible trigger mechanism that is supported bybservations is masdfe
loading. This is a possible mechanism due to the down-flowsattrial that are ob-
served in the four AIA channels, particularly at 304 A. Figu§.25 shows two in-

stances where mass flows from the prominence down to thesoface are seen with
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SDOAIA 304 A. Downward mass flows are seen to occur throughoutlthéour
observation window with a lot of activity seen before therpnoence erupts. Movie

prom.1.mov shows this is greater detail.

02:00 UT 04:30 UT

Figure 6.25: Images of of the prominence as seen by /80304 A at two different
times. The areas highlighted by the arrows are major mass tloat are observed (see
Movie prom.1.mov) to flow from the prominence down towards the solarasagf

As mentioned in Section 6.2.2, the reduction of the proneeemass would lead to
the magnetic tension force increasing, causing the strei¢turise. This would cause
increased strain on the bartethers that connect the prominence with the lower atmo-
sphere. This can be seen in Figure 6.21 where the barbss@ettease in intensity
after the prominence cavity has started to rise. Based @ thleservations it is likely

that mass loss plays a significant role in the eruption of thenmence.

6.5.4 Kink Instability

Another mechanism that could be a contributing factor topiteeninence eruption is a
kink instability. Evidence for this process is seen in two/siethe near exponential rise

of the prominence cavity, and the restructuring of the magfield post-eruption.
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Rise of prominence cavity

As detailed in Section 6.2.2, an MHD instability in a magadtix tube (caused by some
perturbation such as an increase in magnetic field line Ywigplies an exponential
rise over time (Schrijver et al. 2008). In order establiskvtikely a mechanism kink
instability is for the case of the 13 June 2010 prominenceniiture of the cavity rise
over time has to be quantified. This has been done by examinéngme-distance plot
made of a slice through the centre of the cavity (such as liné&Ryure 6.17) which rises
over time. The left section of Figure 6.26 shows a trimmedieerof this time-distance
plot where the edge of the cavity has been approximated bgdl black line. This
edge was identified using a combination of image processidgiaer-defined selection
with the mouse cursor. The error on this edge was estimatdtkeasjuare root of the
height of the prominence and has been plotted as two dasteddbove and below the
defined edge. The edge of the cavity in this time-distancesds not easy to define and
these values of uncertainty represent a good visual fit afi#te. In order to investigate
whether or not the cavity rise was exponential, the logaridf the cavity height over
time was plotted. This is seen on the top-right panel of Fegu26 where the dotted line
represents the best linear fit to the data. It can be seen thésd#ot a perfectly straight
line (as you would expect if the rise was purely exponentiad)order to quantify the
fit more accurately, the rise was split into two time secti(@&00 UT - 04:51 UT and
04:51 UT - 06:57 UT) and a linear fit was applied to each secfitre lower-right panel
of Figure 6.26 shows these linear functions as a pink dashedFit 2a) and a dot-
dashed black line (Fit 2b). It is clear that Fit 2a is a goodragimation of the height
rise of the cavity in the first five hours but misses the finalgghaf the cavity rise. This
is closely approximated by Fit 2b which gives a very good fitht final two hours but

is not a good fit to the rest of the data.

The right panel of Figure 6.26 has shown that the cavity rnss tme can be loosely
approximated by a single exponential function but is evdtebapproximated by two

exponential functions representingtdrent time periods. The goodness of these fits is
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Figure 6.26: Left: scaled and trimmed time-distance pldhefrising prominence cavity
with the edge defined by the black solid line. The two dashezslshow the uncertainty
in this edge and have valuésH+ VH. Right: Two graphs showing the Log of the
cavity height (H) and a best linear fit (top) and a two-parééinfit (bottom). It can be
seen that two linear functions fit the cavity edge better thvan
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shown in Figure 6.27 which shows how well these one and twopament fits match
the data. The black solid line in each of the upper plots sets the edge of the cavity
as defined previously. The left plot shows this edge ovettgdiowith an exponential
function based on Fit 1 (black dashed line). The lower-léft ghows the residuals
between the cavity edge and Fit 1 where the dashed linessesgirthe upper and lower
limits of the uncertainty. It can be seen that initially (ietfirst 3.5 hours), this function
does a good job of reproducing the cavity rise. However,lg fa accurately represent
the latter part of the eruption. In order to combat this, Bie2d 2b were investigated to
see how well a dual fit could recreate the data. The right pairfégure 6.27 shows the
cavity edge over-plotted with the two exponential funcidased on Fit 2a and 2b. This
clearly shows that the dual-exponential fit manages toviottee cavity rise throughout
the 7 hour time period. The residuals for Fit 2a in the first fieairs are very low and

those for Fit 2b are within the acceptable errors.
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Figure 6.27: This graph follows on from Figure 6.26 and shtvescavity edge (solid
black line in two upper plots) overplotted with an exponatiit based on the best single
linear fit (left - Fit 1), and the two-part linear fit (right - tR2a and 2b). The residuals
between these fits and the cavity edge are plotted below thenwthods. The dashed
lines on these plots represent the error values on the ¢oratithe cavity edge.
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Clearly the cavity rise over time cannot be approximated siegle exponential func-
tion. A combination of Fits 2a and 2b give the most accurate tihe data and reinforce
our earlier statement about the cavity rise having two nitstvelocity profiles. Other
authors have noted that prominence eruption profiles canb@scharacterised by rise
profiles such as a power law, constant acceleration, orrljne&reasing acceleration
(such as Williams et al. 2005), but that an exponential riggperts the idea that an
instability is behind the rise. The validity of these adulial rise profiles will be ex-
plored in Alexander, Régnier, & Walsh, 2012, (in prep), buan be clearly seen that
the prominence cavity rise is a two-part exponential sugggthat a kink instability is

a likely eruption mechanism in this case.
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Figure 6.28:Left: close up of the time period when Fit 2b takes over from Fit 2a as
the best representation of the cavity rieght: Velocity profiles of the cavity based on
Fits 1, 2a and 2b. The dotted vertical lines highlight the haur where none of the
fits accurately follows the cavity rise and therefore theoegy measurements are less
accurate.

These exponential fits can be used to infer a more accurateityebf the cavity rise
over time by plotting the dierential of the height over time fits. Figure 6.28 shows these
calculated velocities (right panel) and also a closer Iddk@point in time in which the
two exponential fits diverge from the cavity edge they haenldéted to. A time period

of around 30 minutes where neither Fit 2a or 2b is an accutatetfie data is shown as

two dotted lines on each plot in Figure 6.28.
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In order to investigate this further, another measure ajaigl derived straight from the
observed rise profile is calculated. This was found by meéagtine change in distance
over time of the cavity edge (defined in the left plot of FigBt26) for every fifteen
minute period over the seven hour observation time. Thesgadfivelocity derived from
this method are shown in Figure 6.29 as a green line and ceapathe velocity values
calculated from Fit 2a and 2b. It can be seen that this profiiees with Fit 2a (pink)
very well for the first three quarters of the observation tiniée initial deceleration
seen can be attributed to the poorly defined cavity edge @itithe caused by the high

level of background intensity near the solar surface.

The velocity profiles in Figure 6.29 show that the cavity hasial rise of 2+0.2 km s?
(based on Fit 2a and the Fit from obs.) which increases averto give a final eruption
speed of 15-250.6 km s? (based on Fit 2b). The errors on the velocities of the ex-
ponential fits were brought forward from the errors in deierng the cavity edge and
look to have been underestimated for this cavity rise fa Za and 2b. The errors in de-
termining the height (H) of the cavity where therefore irmsed fromAH = VH to AH

= 10% H for the ‘Fit to obs.’ case as this value more accuratflgcts the uncertainty

in defining the cavity edge.

The crossing point where Fit 2b takes over from Fit 2a in tghtrpanel of Figure 6.27
occurs at 05:03 UT. It can be seen in Figure 6.28 that at tfme there is quite a large
disparity between the two velocities indicated by Fit 2a ahd Due to this dference
in velocity, only velocity values in the initial rise phag#(00 - 03:00 UT) and the final
eruption (05:30 - 07:00 UT) can be stated with accuracy.

Post-eruption motions

Observations from STEREO/BUVI 304 A (Figure 6.18) provide another clue to the
origin of the prominence eruption. If we designate the enthefprominence seen by

SDQOAIA as the ‘East’ end, and the end that is anchored furthent\Wes1 STEREO-A
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Figure 6.29: Further comparison of velocity profiles. Theegr line shows the cavity
rise velocity calculated directly from the height over timleservations of the cavity
edge while the pink (Fit 2a) and black (Fit 2b) lines show thkigs obtained from the
differential of the exponential fit curves fitted to the data. Tinereon the green curve
has been estimated at 10% of the velocity.
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can view (where West means towards the right hand side onierge) as the ‘West’
end, then it can be observed that the West end of the pronerssgins to rise upwards
before the East. A possible ‘kink’ shape is also seen afeeethption as the magnetic
field reorganises itself. This is highlighted in the lowengkof Figure 6.18 where the
plasma is observed to have a similar structure to that of ssid&kink unstable flux
rope as seen in Figure 6.6. Movie profrmov shows this apparent ‘flip’ of the plasma
more clearly although it is possible that this motion is dymgaused by the remaining
prominence material interacting with pre-existing colomaterial. It is hard to be
definite as the background intensity is comparable to thenprence intensity making

it hard to pick out the exact plasma motions.

6.6 Conclusions

Using the dual perspectives of SDO and STEREO-A, the streauad evolution of
a quiescent polar-crown prominence was investigated asdémwvent a slow-rise and
subsequent eruption. This study represents the most cbemnsire observations of an
eruptive prominence to-date as the full-disc, high temipara spatial resolution of
SDQAIA, when coupled with the secondary point-of-view of STEBRHA reveal the

most comprehensive 3D representation of the event.

The polar-crown prominence consists of a clear cavity camepbwhich is interpreted
as a density depletion. The polar crown prominence matsit@ht the bottom of this
cavity indicating the existence of a magnetohydrostatiglégmium. The structure was
observed to go from a stable state that was in this equihforiio an unstable state re-
sulting in an eruption. The reason for this change has beplored by investigating
various eruption triggers. There are several physical mn@sms that could be respon-
sible for the prominence eruption and the extensive datasdétable can help to impose

constraints on the possibilities. By ruling out certain headsms and finding evidence
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to support others, the most realistic interpretation ohévean be reached.

Based on the observations, the interaction of the EUV wanemgged in the Southern
AR 11079 did not trigger the polar-crown prominence erupas its calculated arrival
time was too late. Other external influences from the nearbrghérn AR 11081 and
secondary prominence were also not a factor in the eruptiomoae showed any corre-
lated activity with the eruption timings. The motion of theominence barbs have also
been ruled out as triggers for the eruption. The oscillatean in one of the barbs is
most likely due to the féect of the rising of the prominence due to some other factor or
combination of factors. It is also possible that this is natu@ oscillation at all and is
just an éfect of plasma motions along the line-of-sight. Regardlésghether this mo-
tion is oscillatory, the barbs are seen to decrease in iityeansd disappear as a result of

the cavity rising suggesting that what we are seeing istettnaining not tether-cutting.

The observations suggest that the most likely cause of thgien is a combination of
mass &-loading and some kind of instability (most likely a kink tability). The clear
mass motions from the prominence towards the solar surfasereed by SDAIA
would cause the balance between gravity and magnetic tensionove away from
equilibrium, leading to the prominence rising. This may beugh to cause the eruption
or there may also be a contribution from a kink instabilityhe prominence flux rope.
The prominence was observed over two solar rotations spdassible that accumulated
magnetic stress could have built up over time. Photosphesitons could also have led
to the increase in twist in the magnetic field lines of the pgraence flux rope. Without
magnetogram data the only evidence to support the idea bikstability being present
is the near-exponential rise of the prominence cavity alitg the observations of a

kinking motion in the reorganisation of the magnetic fieléfperuption.

The evidence for the eruption being caused by a combinafiomass d¢f-loading and
kink instability is persuasive but it is also possible tHat bbservations cannot reveal

the real trigger. As mentioned previously, the ‘West’ endltd prominence is seen
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to rise first so it is possible that some unknown process (teyioe field-of-view’s of
STEREO-A and SDO) occurred which triggered the eruptionthi is the case we
are just seeing thefliects of the eruption and not the trigger itself. This inwgestion
emphasises that it is not always clear why an eruption hagreet and that in most

cases, a combination of factors may be at work.

Future work would expand this study by looking at other ex@®pf eruptive polar-
crown prominences to see if the same signatures are seallyltteese additional ex-
amples would have the same type of dual point-of-view olzgems and have accom-
panying magnetogram and spectrometer data. This would @le investigation of
prominence structure, evolution and triggering mechasisinbe studied as thoroughly

as current instrumentation allows. See Chapter 7 for mawglge
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Final Conclusions and Future Work

This thesis has analysed and discussed multiple featurdseaforona from small to
large-scale, but there is still scope for each topic covéoede taken further in the
future. This chapter summarises the conclusions of eadsimgation and also outlines
the particular actions and directions any future work caale and the future missions

that could facilitate this.

7.1 XBP observations

Complete Hinode observations of an X-ray bright point obseon the 10 to the 11"

of October 2007 were analysed over the entire lifetime ofXB&. Plasma parame-
ters such as temperature, density, filling factor, coolingescales, and magnetic field
strength were calculated over the lifetime of the XBP to exanhow they changed
over time. The XBP was observed to exist over an area of damgehagnetic field
with the X-ray structure of the bright point having a goodudkfit to the potential field

extrapolation.

The temperature of the bright point was found to remain steadround log 1K = 6.1
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over the course of the cancellation suggesting that it wasisethermal. It was further
concluded that the calculated temperature of the brighttpsas not necessarily the
same as the peak formation temperature of the spectralifingsich it was observed.
This reinforces the importance of carrying out detailedgerature analysis. The den-
sity of the bright point was calculated using the line ratiethod and was found to have
an average value of8 x 1cm2 which was found to decrease by 40% over the course

of the cancellation.

Doppler velocity changes af15 km s? in and around the bright point were observed
to change on timescales shorter than could be observedimbadetween consecutive
EIS rasters was 30 minutes but even this relatively shoe period was too long, with
the corresponding Doppler velocity images showing larffedinces between files. The
changes in the velocity flows could not be correlated witmgles in the magnetic field

for this reason.

Future expansion of this work could be achieved in two waysther analysis of the
XBP already studied, and including other bright points ia $tudy for comparison and

corroboration of results. These two options are detailgterfollowing sections.

7.1.1 Further morphology study

Using the various instruments onboard Hinode, the XBPlscsiire was examined at
different atmospheric heights. The magnetic configurationeofiffper photosphere was
examined by looking at SQWFI Na | D line magnetograms, while the XBP’s structure
at coronal heights was investigated by looking at the vargpectral lines imaged by

EIS as well as the XRT imaging the bright point in severalifdte

The comparison between the SOT Na | D 589.6A magnetogramhen8aHQMDI
Ni | 6768A magnetogram gave an additional perspective asntbepectral lines have

different formation heights. Although the exact heights atedsbated, it is thought
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the MDI Ni 1 6768A line forms at around 125 km above the visibtgar surface while
the SOT Na | D 589.6A line forms higher up between 300-500 kro.difference in
the XBP shape from these two observations was detected dihe large diference

in resolution between the two instruments. However, rgyom magnetograms and
coronal observations leaves an important portion of theogphere out - namely the
chromosphergransition region. The EIS He Il 256.32A line (I, ~4.9) gives an im-
portant glimpse of the structure of the bright point in theochosphere and showcases

the bipolar structure interpreted as the footpoints of tB&X

This study could be taken further by utilising other spdategions that can be im-
aged by the SOT. As described in Section 2.2.2, these olissrsaover a number of
wavelengths relating to photospheric and chromospherghtsee By combining obser-
vations from diterent instruments, we can follow the structure of the XBRnfrihe

photosphere, up through the chromosphere and transitgpornréo the corona. Figure
7.1 shows a series of images taken at a particular instantteeinbservation period
(11-Oct-2007 06.15 UT) progressing from low photosphiehmmospheric heights up

to high coronal regions.

The top row shows three examples from SOT: (a) the Na | D chepineric magne-
togram showing the ongoing cancellation of the positive aegative polarities of the
XBP, (b) the G-band 4305A line showing the granulation pattef the photospheric
network with the outline of the two polarities overplottéd) the Ca Il H 3968Aline
also with the polarity contours overplotted. There arelit@gings observed in both the
G-band (around the granules) and Ca Il H images in the argbsesiiby the magnetic
contours suggesting that strong magnetic fields are locatbe same areas throughout

the lower atmosphere.

The next two images (panels (d) and (e)) have been taken W&lakd show the XBP
observed in He Il 256.32 (log/K = 4.9) and Fe XIl 195.12 (log /K = 6.2) lines,

representing the chromosphere and corona respectivebn lbe seen the XBP structure
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SOT/NB SOT G-band SOT Ca ll H line

EIS He 11 256.32A EIS Fe XI1 195.19A  XRT Al poly

Figure 7.1: Series of images of the XBP at increasing atmargpheights imaged with
Hinode. The G-band and Ca Il images have previously not brexmded in the analysis.

changes as the atmospheric height increases - in He |l tiodabigtructure of the XBP
can be clearly seen but is not visible in Fe XIl. Image (f) iketa with the Hinode
X-ray Telescope (XRT) Al-poljopen filter and represents the hot coronal component
of the bright point. Again the contours of the S®B magnetic fragments have been
overplotted to show the overall relation between the loratif structures at the highest

and lowest atmospheric heights observed.

Figure 7.1 shows a quick glance at théfelient structure of the bright point at vari-
ous heights but this could be taken further by looking at hogsé diferent structures
change over time as the magnetic field cancellation proce&ts would allow the
structure to be tracked from the photosphere up to the candacould provide some

additional information on how the velocity flows relate te tinderlying material.

7.1.2 Widening the scope of this work

Expand study to include many more examples

Although the investigation into the structure and evoluid the XBP observed on the
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11-Oct-2007 was thorough, it only involved one example anthérefore a case study

rather than a full exploration of general XBP traits.

The launch of the Solar Dynamics Observatory has openedeymissibility of perform-
ing large-scale (possibly automated) surveys of XBPs. Tigk spatial and temporal
resolution of the AIA instrument means that the emergeriigtinhe and disappearance
of XBPs could be studied to get a more statistically accipatere of their structure and
evolution. Although measurements of the bright point’spenature, density and veloc-
ity flows would not be possible without spectroscopic infation, a lot of information
on XBP morphology in relation to the magnetic field (measwsdg SDQHMI) could
be gathered.

sSDO/AA 193 2012-06-02 23:30:44 UT

Figure 7.2: Full Sun image taken with the 193A AIA channehging a central coronal
hole with many XBP visible all over the disc.

Figure 7.2 shows an example full-disc image taken in the @D®193A channel
where many example of XBPs can be seen all over the disc. Bvereseems to be an
example within the central coronal hole. Examinin§etient types of XBP (both from
cancelling and emerging magnetic fields) and also XBPs fdrimalifferent environ-

ments (e.g., quiet Sun, near active regions, and within e dield of coronal holes)
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would allow for a fuller survey to be conducted. SDO can obsell these scenarios

and study the entire evolution of many bright points as theyeracross the solar disc.

Deeper exploration into link between small-scale Dopplemotions and magnetic

field

The investigation into the 11-Oct-2007 XBP could not linle thoppler motions ob-
served to coronal magnetic field changes as these changesobserved to occur on
timescales shorter than the EIS rasters could image. Iir twdevestigate this further,
additional XBP examples need to be observed either withalbedesigned EIS studies

that will cover the area faster, or with one of the plannedreispectrometers.

These include IRIS (Interface Region Imaging Spectrogragtich is to be launched
in December 2012, and the spectrographs onboard Solar-€hvilais its provisional
launch date set for Winter 2019. IRIS will be particularlyogiofor examining flows
especially in cooler lines and will be able to perform ra@ster scans with a cadence of
10 seconds. In combination with EIS it will be able to provagpectral information over
all atmospheric heights. Solar-C will also image specirad from the photosphere
up to the corona and will do so with a larger field-of-view amghler spatial resolution
than IRIS. It is clear that the investigation of flows withiiBRs will continue to be an
interesting and viable research topic for many years to cantethus this work could

easily be extended.

7.1.3 Relevant Future Missions for XBP work

There are numerous upcoming space missions that coulddseilhe extension of the
XBP work detailed above. In particular, the idea of explgrthe structure and for-
mation of XBP at lower atmospheric heights could be exptblig missions such as
IRIS and CLASP which are designed to study the chromosphetéransition region.

Solar-C will also be ideal for XBP work as it will contain silair but higher resolution
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(in time/space) instruments than Hinode, allowing for the same typase study to be

performed in more detail than ever before.

IRIS

The Interface Region Imaging Spectrograph (IRIS) is an aprg mission designed
to obtain UV spectra and images that focus on the chromosgaret transition region.
The satellite will obtain very high quality images with a spbresolution 0f~0.33"” and
temporal cadence o6l second. This would allow the fast evolving structure of XBP

in the lower atmosphere to be studied in much greater detail.

The main scientific objectives of IRIS are to study chromesjfeatures that are at the
time/space resolution limit of current instrumentation. Thidl ailow the structuring
and dynamics of the chromosphere to be understood in moad détich will lead to
progress in understanding how the magnetic field, and the arasenergy flows change
at different atmospheric heights. The mission is expected to melead in December

2012 and is a perfect complement so current missions sucb@sa8d Hinode.

CLASP

The Chromospheric Lyman-Alpha SpectroPolarimeter (CLANBrukage et al. 2011))
is a sounding rocket experiment designed to measure thar lpedarisation profiles of
the Lyman-alpha line. The results from these measuremeiiitallew the magnetic
field in the upper chromosphémansition region to be studied in detail for the first

time.

This experiment is expected to be launched in Summer 2014nghdelp to fill in
the gaps of our current instrumentation. CLASP will be ideastudy the small-scale
magnetic structure of XBPs in the chromosphere and couldéd imn combination with
HinodgSOT and SDEHMI in order to track the magnetic field of an XBP throughout

the solar atmosphere.
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Solar-Ct

The Solar-C mission is planned as a follow up to the highlyessful Yohkoh (Solar-
A) and Hinode (Solar-B) missions. Hinode has demonstrdtegdowerful combination
that imaging and spectroscopic measurements can achi@amaeC has been designed
to utilise the same combination of observables but at highsolution. Gaps in the
temperature coverage (particularly in the chromosptraresition region) that current

missions sffer from also aim to be addressed.

The satellite will fly three instruments:

e SUVIT: Solar UV-Visible-IR Telescope. This instrument will measure the chro-
mospheric magnetic field by making intensity and spectiasnpoetric measure-
ments of photospheric and chromospheric spectral linewilllhave 0.17-0.2”
spatial resolution and a cadence of 0.1-1 second for imagmgl-20 seconds
for SP. The field-of-view of the instrumentis 180" x 180" whiis comparable to

HinodeSOT. Figure 7.3 shows the main ways in which the two instruséfter.

e EUVS/LEMUR: EUV /FUV High Throughput Spectroscopic TelescopeThis
instrument will measure the intensity, velocity, temperatand density of so-
lar plasma by analysing spectral lines in the wavelengtheakv-21nm and 46-
128nm. The instrument will have a spatial resolution of 0 2&J temporal res-
olution of <10 seconds (for 0.28” steps) ard second (for 1” steps). Figure 7.4
shows a comparison between this instrument and current @stspneters. This
instrument would be ideal to address the issue found in @na&oaind detailed
above in future work i.e., that Hino&lS could not track the plasma velocities
quickly enough to observe the changes as they occurredwitbiXBP. This new
instrument has much higher cadence so it is possible it woealdossible to tie

the velocity changes to the magnetic field changes.

YInformation on Solar-C and its instruments as well as Figufe3 and 7.4 were found at
httpy/hinode.nao.ac.jiBOLAR-GDocumentsSolar-Ce.pdf
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Figure 7.3: Comparison between SolgBSOVIT, Hinod¢SOT and SDZHMI in terms
of magnetic sensitivity and the size of the features theyiwege. SUVIT will clearly
take observations into new levels of detail. Image credKAA

Spectroscopic ermission line intensity (active region)

| |
SOLAR-C

EUVS/LEMUR 4

(0.14"/pixel)

104

o
o
I
|

o
o
|

Count rates (counts/sec/arcsec)

- }—I\n_(.j.de ES (For determrining physical quantities, N
0- (1"/pixel) 100-200 counts are needed.)
4 5 6 7
10 18 Tenmperature (K) 0 10

Figure 7.4: Comparison of Solar-C EUXXEMUR to current instrumentation. Image
credit JAXA.

e XIT: X-ray Imaging Telescope. This instrument comprises of two parts - the
Photon Counting Imaging Spectroscopy Soft X-ray Teles¢2p&PC), and the
Ultra High Spatial Resolution Normal Incidence EUV TelgsedXIT-NI). The

XIT-PC will conduct the first x-ray imaging spectroscopicsebvations of the
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corona allowing coronal structures across a wide rangengbéeatures to be stud-
ied. The XIT-NI will perform large field-of-view (400" x 40Q'imaging of the X-
ray corona at very high spatial resolution (0.2-0.3” conepldo the Hinod&XRT'’s

2" resolution.)

The provisional launch date for Solar-C is set for Winter 2@dhich gives time for
the observations gathered by other missions such as IRIEBA&P to be thoroughly
studied. Solar-C will help to bridge any remaining gaps mdbservations and enable
scientists to study the whole solar atmosphere at highugsol This will hopefully
allow fundamentals about heating and njesergy flows to be uncovered and move our

understanding of the Sun forward another step.

7.2 \Work on DEMs with the MSHD simulation

The work described in Chapter 4 involved the investigatibthe parameter space of
the MSHD simulation and how changes in various paramet@estad the resulting
DEM distributions and intensity values. As the model par@mspace was altered, a
number of changes in the resulting DEMs were observed. Irt oases these changes
were subtle and could be explained by the changing physitedystem. The cooling
simulation showed the most unique changes where the tatadgwof the system could

be identified by examining the evolution of the intensitywed and DEM shape.

The results from the various investigations of parametacspvere then used to mea-
sure the &ectiveness of a particular DEM solver code. The iterativeesaccode XRT
DEM _iterative2.pro was examined for a number of the simulatasit was found that
in the majority of cases it did an excellent job of recondingthe original model in-
tensity values and DEM distribution. The only instance vettee solver did not do well
was in the case where the model DEM was very narrow i.e., anlgring a few tem-

perature bins. This highlights the under-constrained lpralof using DEM solvers and
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shows that this particular solver works best when the oaldEM being reconstructed

is smoother and more multithermal.

There are a number of ways in which this work could be takewdod in the future

which are described in the following sections.

7.2.1 Exploring the cooling simulation further

Section 4.2.5 detailed the investigation into a subset efsimulations that had had
their nanoflare energy releases moved into the first quartbesimulation rather than
uniformly over the entire simulation time. This allowed thehaviour of the loop as it
cooled to be observed and described in terms of the corrdgppmtensity and DEM

distribution changes.

This type of ‘cooling’ simulation was only performed for &®& cases where the total
energy going into each simulation was the variable factoy $trand number, number of
bursts, and location of heating was kept the same, whiledotia¢ énergy was increased
by an order of magnitude each time by increasing the averageflare energy by the

same order.

In future work, it would be very interesting to observe thelatg behaviour of the other
simulations which explore additional model parametersll\& Klimchuk (2011) also
studied a simulated cooling loop and found a similar resuthat presented in Section
4.2.5 where the total energy going into the simulated loap anique &ect on the
order of the intensity peaks in each channel. Additionahexg such as Winebarger
et al. (2003b), Aschwanden et al. (2000b), Schrijver (20@bg Landi et al. (2009)
have also studied observations of cooling plasma so it wbelohteresting to compare
their observations to the results of the cooling MSHD modekst the validity of the

model further.
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7.2.2 Testing other DEM solvers - a first look

Chapter 5 described the comparison between the resultsthrertMSHD model and
the outputs of the iterative solver XRDEM _iterative2.pro. In the majority of cases
the iterative solver was able to provide a solution that mmedche model intensity and
DEM distribution well. It was only in cases where the modelNDias particularly

narrow that the solver was lesfaxctive.

Another type of solver that was described in Section 5 isdathe Convex-hull solver
and is a direct inversion method as opposed to an iteratitbade This solver runs
much faster than the iterative one so it would be interedtrsge if it matches the model
DEM and intensity values just as well. Figure 7.5 shows sorakminary results based

on giving the solver code the intensity values from the MSH&el case study data.

The top two plots show two example DEM solutions out of thedreds that were
calculated by the Convex-hull solver. They show that eveudih both solutions are
equally valid (in that they can both reproduce the originatel intensity values when
folded back through the temperature response), theiilulision over the temperature
bins can be very dlierent. The bottom-left plot shows all the Convex-hull DEMuso
tions overplotted on one another and is useful to give a fdication of which bins
are the most important to the fit. These are the bins in whichynud the solutions
have a contribution and can be identified by the high-numbplats creating a darker
line as in LogE6.2. The bottom-right plot shows these solutions overptbwith the
original DEM from the case study. It can be seen that the s@gems to match the

DEM distribution in many of the bins.

The goodness-of-fit between the Convex-hull solutions baatiginal MSHD DEM is
harder to quantify than with the iterative solver. As showthie top two plots of Figure
7.5, the Convex-hull solutions are not spread evenly ovéhattemperature bins. Each

DEM solution has a non-zero component in six temperaturs inich varies from
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Convexhull DEM solution example Convexhull DEM solution example 2
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Figure 7.5: Example of results from Convex-hull solver. Tdpts show two example
solutions. Bottom-left plot shows all the valid solutiongegplotted while the bottom-
right plots shows these solutions overplotted with theinedgMSHD DEM from the
case study these solutions are based on.

solution to solution.

The case study in Section 5.2 detailed how to identify wheshgerature bins are most
important for the model DEM and based on this, many of the @g+hull solutions
can be eliminated i.e., only solutions with non-zero cdmiiions in the important bins
could be considered further. Figure 7.6 shows a more ddtedenparison between the
solver solutions and the model DEM. This plot shows the 20v€r+hull solutions out
of the 123 calculated, that fulfill this criteria. They areegpiotted on the MSHD model
DEM which has been coloured according to temperature bimrtapce. It can be seen
that in the most important bins (coloured red), the solvéutgms come close to the

real values in many cases.

Future work would aim to quantify this fit and come up with a digfre way to identify
the best solution out of the series the Convex-hull solvedpces. As with the inves-
tigation of the iterative solver, conclusions on the Confied solver’s applicability to

real data would have to be quantified i.e., if no ‘real’ DEM vsiable for comparison,
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Best CH solutions compared to model DEM with important bins coloured
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Figure 7.6: Plot showing the MSHD model DEM coloured acaogdio temperature
bin importance overplotted with the 20 Convex-hull soloidqout of 123) which had
non-zero contributions in the four most important bins.

how would the best solution be identified?

7.2.3 Application to real observations

In order to properly tie together (i) the work on investigatihe parameter space of the
MSHD model and (ii) the investigation of the ability of theriative solver to reconstruct
the model values, real examples of SIAOA data should be looked at. Future work on
this topic will cover a number of examples of loops with semilengthgwvidths to the
model i.e., either by looking for 100Mm long loops in the dataadjusting the model

lengthwidth to match the observations.

Figure 7.7 shows an example of a loop observation taken Wit@/8IA in the six
channels used by the DEM solvers. The small box in each pfesents an area
of the loop footpoint where the intensity in each channel axgeraged over 9 pixels.

The large box in the 211A channel shows the area used to neetisbackground
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intensity in each channel. This loop region is perhaps nobst example to use due
to the complicated structure of the loops within the actegion. The footpoint region
highlighted was chosen as there seemed to be many overbyopg Whose appearance
varied from channel to channel i.e., in this case there waa okear loop to pick whose

position was the same in each channel.

The six values of intensity from this observation were thessed to the Convex-hull
and iterative solvers to see what they would interpret. lgu8 shows the results of the
solver fits. The top plot shows the collection of solver solu$ from the Convex-hull

code, the middle plot shows the solutions from the iteratdlger code, and the bottom

plot shows the two sets of solutions overplotted for conguari

It can be seen that the overall pattern displayed by botlessiMutions is very dierent.
However, this does not infer that the two solvers have imetea the data élierently as
these plots show all 101 solutions of the iterative solvet alh 1878 solutions of the
Convex-hull solver. The case study in Section 5.2 outlined ko cut the number of
iterative solvers down to the set of ‘best’ solutions andware work would aim to do

the same for the Convex-hull solutions.

However, these solutions cannot be cut down to a smaller Isasige based on how
well they reconstruct the original intensity values as esaihtion does an equally good
job. Perhaps one way to cut down the solutions would be to keepnes that have
the smoothest progression across temperature (i.e., @dalations with the ‘picket-
fence’ type distribution seen in the top-left plot of Figufé) or solutions that don’t
have contributions at less physically likely temperatures over log'E7. This cut df
would obviously be scaled depending on the type of targetgo@nalysed i.e., quiet Sun

compared to active region or flare site.

Future work will involve (i) processing data of similar expl®s of long-lived loop
structures observed with AIA (ideally at least 15-20 exasspl (ii) calculating the

background-corrected intensity values observed alon¢pthie (ideally averaging over
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Figure 7.7: SDQAIA observations of loops within an active region in the shaanels
required for reconstruction by DEM solver. The small boxacte case shows the pixels
chosen to be examined while the large box in the 211A framesshioe location of the
area chosen to represent the background intensity levels.
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Convexhull DEM solutions for real AIA data
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Figure 7.8: First look at results with solver codes appledeal AlIA data. Top plot
shows the collection of solver solutions from the Convek-bade, the middle plot
shows the solutions from the iterative solver code, and ttwoin plot shows the two
sets of solutions overplotted for comparison.
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several pixels and multiple exposures to avoid erroneogtutions), (iii) using these
intensities in conjunction with the two DEM solvers in orderget an idea of the tem-
perature distribution of the plasma, (iv) finding an acoeimady to reduce the number of
Convex-hull solver solutions to the most physically likelyes, and (v) tying the MSHD

model into the real observations by using the AlA data to transthe model.

The under-constrained nature of the solvers will also bees$ed by including data
from other instruments in order to try and constrain the tagh low temperature re-
gions. The inclusion of spectra from Hing&¢S in the analysis would allow a more
accurate determination of the limits of the DEM. Plotting Ed&i curves in conjunc-
tion with a DEM distribution created from imager data wouddghto constrain the shape
of the DEM as the characteristic temperature of the spedatal is much more accurate
than using imager temperature response functions whiclnctude multiple spectral
lines. EIS can image a large number of spectral lines overda wange of formation
temperatures while the thicker filters of XRT can provideitiddal information on the
behaviour of the hotter plasma. The inclusion of data fronh leese instruments (EIS
and XRT) as well as using AIA data would allow the most acaisgiread of plasma

temperature to be concluded.

7.2.4 Relevant Future Missions for Loop work

As well as being ideal for XBP analysis, future missions sashRIS, CLASP and
Solar-C (detailed above), will provide high quality datatticould be used to extend
the loopDEM work presented in Chapters 4 and 5 in a number of ways. fipeaved
accuracy of the spatial resolution of these instrumentt make the multi-stranded
nature of the corona much clearer and comparison with mstrinded models more
applicable. The higher quality spectra Solar-C will obtaiitli also be ideal to help

further constrain the DEM of observed plasma.
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A very recent mission named The High Resolution Coronal EnagHi-C¥ was
launched on the F1of July 2012 on a NASA sounding rocket from the White Sands

Missile Range in New Mexico.

The mission has been a collaborativéoe between NASA, UCLan and the Harvard
Smithsonian Astrophysical Observatory and aims to obsé®esolar corona with the
highest spatial resolution ever achieved. The rocket fghtallow the telescope to
observe a partial view of the Sun in 193 A for a total~df0 minutes before coming
back down to Earth to be collected. This will produce aroumah&ges per minute with

a spatial resolution of 0.2-0.25” (i.e., 5 times better t&YAIA).

The aims of this mission are to (i) observe very fine-scalecsiires in the corona to
see if the multi-stranded nature of coronal feature can laatified, and (i) to test out
the imager technology for the next generation of solar immagehis first objective ties
in very well with the multi-stranded work already performaad would allow future
work on the MSHD model to be compared to observations thathestrate the multi-

stranded nature of coronal loops.

7.3 Prominence work

The work carried out to examine the eruption of the polawerprominence observed
on the 13 June 2010 observed the structure of both the procenand its overlying

cavity in multiple wavelengths as the structure evolved ¢wee. The cavity was found
to be an area of depleted density above the main promineniegiataThe eruption of

this structure was observed as a slow rise followed by ane@t®n phase which led
to the release of a coronal mass ejection. The eruption wesradd by SDZAIA and

STEREO-AEUVI with the dual points-of-view of the two instruments piding a very

2Information on Hi-C was attained from various online resmsrsuch as the NASA press release at
http//www.nasa.goicentergmarshallnewgnewsgrelease®201212-064.html
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useful perspective on the changing structure of the pronciae

Many possible initiation methods were looked at to see ifddwese of the prominence
eruption could be pinned down. An EUV wave originating in soeithern hemisphere
was found to have no connection to the eruption as it arrivetieapolar-crown area
after the eruption was well underway. Tether-cutting offgh@minence barbs was also
ruled out as the prominence is observed to rise before thishardergo any ‘cutting’.
It is concluded that the most likely cause of the eruptionge@mbination between mass
un-loading (due to the flows of material observed to move ftbenprominence to the
solar surface) and a form of kink-instability (inferred divethe exponential nature of

the cavity rise observed).

This section outlines the ways in which the investigatiorthe erupting polar-crown

prominence could be expanded upon in the future.

7.3.1 Expansion of work done so far

The investigation of the prominence eruption on the 13 J@i®2had many compo-
nents. The eruption was not observed in isolation as there wemerous regions of
activity on the Sun at the time which may or may not have begsrlinked. The in-
vestigation looked into various trigger mechanisms andckmed that the most likely
causes were a combination of mass un-loading and some tyuekahstability. Future

work on this subject could look into a number of details mdosely.
Barb Oscillation Investigation

The behaviour of the prominence barbs was studied and adpatjowas observed to
be present before the prominence erupted. This motion isge@ssarily indicative that
the barb structures are oscillating - the same motion coalloldserved when looking at

the the barb being stretched upwards and untwisting. Whatee cause, identifying
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if the motion is truly present can be confirmed by the use ofeldvanalysis. This
is a type of Fourier analysis which allows the time dependasfoexisting periods to
be studied. Figure 7.9 shows the first results of running #wdlation pattern seen in
Figure 6.21 through a wavelet analysis code (figure provigellike Marsh, UCLan).

Wavelet power spectrum
e L

Period (seconds)

1000

| | | | | | | | | | | | | | | | | | | |
0 5.0x10° 1.0x10* 1.5x10* 2.0x10*
Time (Seconds)

Figure 7.9: Wavelet power spectrum for the prominence lasiah highlighted in Fig-
ure 6.21. The curved solid lines represent the cone of infievithin which the data

can be relied upon. The power shown at the 4000s period mggdests an oscillation
IS present.

The curved line in the plotting area represent the cone afenfte and indicate that only
data within this area should be relied upon. The x-axis seti@the time range the data
is over while the y-axis gives the corresponding periodatete A fuller explanation

of this type of plot can be found in Marsh et al. (2002, 2003)isTshows that there is
a clear signal (dark grey area) at around 4000 seconds wikglmto the~60 minute

period described in Table 6.2. This first look demonstratas ascillations are present
and will be investigated further to see what it can add to ieeus$sion of the changing

barb structure in relation to the eruption.
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Further investigation of associated phenomena

As stated previously, there are a lot offdrent structurgsvents occurring on the Sun
around the time of the eruption. In particular, the trangaggrial loop seen in Figures

6.8 and 6.14 is a factor that was not fully explored in Chafter

Figure 7.10 shows the western limb of the Sun as seen by/8IBQn 171A. The
trans-equatorial loop connecting the southern and northemispheres can be seen in
both the diference image (left) and the normal 171A image (right). Toéplis long-
lived and indicated that the two hemispheres are magnigtiiaked. The magnetic
connection of the loop appears to change after the EUV wassgsaby it on its way
North. It is possible that this magnetic connectivity betwéhe two hemispheres could
allow information on the SH flare to run ahead of the EUV waveamieg that the
prominence eruption could at least be influenced by the waee & it was not the
cause. This is purely speculative so future work could lookerclosely at any possible
flows along the trans-equatorial loop and investigate itgmae#c connectivity in more

detail.
CME associated with prominence eruption

After the prominence eruption, a large coronal mass ejecsiobserved. This is shown
in Figure 7.11 where it is observed by SOHASCO C2 and C3. This could form
another aspect to the investigation of the eruption as thetstre and speed of the CME

could be linked back to the prominence shape and erupticdspe

7.3.2 Expansion of work into other examples

As with the XBP work, the study of the erupting prominenceesied in the polar-

crown on the 13 June 2010 was thorough but only included oample. In order to
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Figure 7.10: Figure showing the Western edge of the Sun wan&ans-equatorial loop
is seen. The left-hand plot shows dfdience image of the loop seen in SIDOA
171A while the right-hand plot shows the original image.
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2010/06/13 10:34 2010/06/13 15:18

Figure 7.11: SOH@.ASCO images of the CME resulting from the prominence enipti
seen in C2 (left) and C3 (right).

fully investigate the cause of the eruption, similar casegatar-crown prominenge

cavity eruptions could be investigated.

With SDO in place, prominence cavities are more easily alesker Previously instru-
ments such as SoHBIT also observed cavities but these were harder to see dhe to
reduced resolution of the instrument. Figure 7.12 showsnapewoison of the full-disc
Sun seen at 171A in EIT (left) and AIA (right). The AIA imagecsts the promi-
nence cavity and barbs much more clearly suggesting thatwdidld be able to detect

(perhaps automatically) many more of these structuresdioparison.

The improvement of AlA over EIT is further shown in Figure 3 \there a close up of
the prominence can be seen in both 171A (right) and 304A)(I&he AIA images
show the fine detail of the U-shaped structure of the pronueenaterial much more

clearly than EIT.

Additional studies of prominence eruptions would idealy& concurrent spectroscopic
and magnetic observations as well as thorough coverage ByeB0 one of the STEREO

satellites. This would allow for a 3D interpretation of thregtion to be viewed.

Once many examples observed with multiple instruments baea analysed, this in-

formation could be used alongside various models in ordex&mnine the structure and
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SOHO EIT 171 13—Jun—2010 00:59:23.567 UT SDO AIA_3 171 13—Jun—2010 01:00:11.100 UT

—1000 —500 0 500 1000
res:

Figure 7.12: Comparison between full-disc SoEO 171A (left) and SDQ@AIA
171A (right) for identification of the prominence cavity. &ltavity and barbs are
seen more clearly in the AIA image due to its higher resofutio

possible release mechanisms more closely.

7.3.3 Relevant Future Missions for Prominence work

Chapter 6 outlined the importance of combining observatiwhen analysing promi-
nence eruptions, particularly the importance of two peoftsiew. In the future, STEREO
may not be available tofter an additional perspective as the angular separationtbf bo
satellites from Earth will be too large to complement Edrthbound satellite observa-
tions (although some instruments may be turned back on dmceadir have returned
from the far-side of the Sun). No follow up is currently plaanfor STEREO so fu-
ture missions will have to improve upon current prominenisseovations by utilising
the increased imaging and temporal resolution that misssach as IRIS, CLASP and
Solar-C (detailed above) will provide. This will allow thenall-scale and fast evolving
features of prominence eruption to be studied in more degajlthe evolution of the

barb structures and the possible flow of mass to and from thaipence.
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Figure 7.13: Top: Close up of prominence with SBG\ in 304A (left) and
171A (right). Bottom: same field-of-view observed with SOl in the same chan-
nels.
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Appendix A

List of published articles from this

work

Copies of the published journal articles written during tioeirse of this work are in-

cluded in this section:

1. Alexander et al. (2011), ‘Hinode observations and 3D me#igrstructure of an
X-ray bright point’.
Available at: http/adsabs.harvard.e@bg2011A%26A...526A.134A

2. Régnieretal. (2011), ‘A new look at a polar crown cavéy@served by SD@IIA.

Structure and dynamics’.

Available at: http/adsabs.harvard.e@b32011A%26A...533L...1R
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The End
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