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Abstract
This thesis explores the challenges for integrating embedded static random access memory
(SRAM) and non-volatile memory—based on ferroelectric capacitor technology—into low-
power integrated circuits.

First considered is the impact of process variation in deep-submicron technologies on
SRAM, which must exhibit higher density and performance at increased levels of integration
with every new semiconductor generation. Techniques to speed up the statistical analysis
of physical memory designs by a factor of 100 to 10,000 relative to the conventional Monte
Carlo Method are developed. The proposed methods build upon the Importance Sampling
simulation algorithm and efficiently explore the sample space of transistor parameter fluc-
tuation. Process variation in SRAM at low-voltage is further investigated experimentally
with a 512kb 8T SRAM test chip in 45nm SOI CMOS technology. For active operation,
an AC coupled sense amplifier and regenerative global bitline scheme are designed to oper-
ate at the limit of on current and off current separation on a single-ended SRAM bitline.
The SRAM operates from 1.2 V down to 0.57 V with access times from 400ps to 3.4ns.
For standby power, a data retention voltage sensor predicts the mismatch-limited minimum
supply voltage without corrupting the contents of the memory.

The leakage power of SRAM forces the chip designer to seek non-volatile memory in
applications such as portable electronics that retain significant quantities of data over long
durations. In this scenario, the energy cost of accessing data must be minimized. This thesis
presents a ferroelectric random access memory (FRAM) prototype that addresses the chal-
lenges of sensing diminishingly small charge under conditions favorable to low access energy
with a time-to-digital sensing scheme. The 1 Mb 1T1C FRAM fabricated in 130 nm CMOS
operates from 1.5 V to 1.0 V with corresponding access energy from 19.2 pJ to 9.8 pJ per
bit. Finally, the computational state of sequential elements interspersed in CMOS logic, also
restricts the ability to power gate. To enable simple and fast turn-on, ferroelectric capacitors
are integrated into the design of a standard cell register, whose non-volatile operation is made
compatible with the digital design flow. A test-case circuit containing ferroelectric registers
exhibits non-volatile operation and consumes less than 1.3 pJ per bit of state information
and less than 10 clock cycles to save or restore with no minimum standby power requirement
in-between active periods.
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Chapter 1

Introduction

The design of low-power integrated circuits necessitates the re-design of how computational

state is managed—in the form of high density arrays of memory cells and in the form of

registers to facilitate sequential processing. Because memory comprises a significant portion

of chip area in most integrated circuits, it also plays a significant role in the power consump-

tion, speed of operation, and manufacturing yield. This thesis concentrates on the circuit

design challenges to integrating embedded memory into low-power integrated circuits.

1.1 Areas of Challenge in Embedded Memory and Low-

Power

The first memory that is considered is SRAM. Embedded SRAM is a vital component of

digital integrated circuits and often constitutes a dominant portion of chip area. For example,

over half the area of a state-of-the art microprocessor shown in Fig. 1.1 is comprised of

embedded SRAM and memory interface circuits. Achieving such a level of integration is

not straightforward, but integrating more memory on chip provides an effective means to

use silicon because of memory’s lower power density, layout regularity, and performance and

power benefits from reduced off-chip bandwidth. Consequently, the amount of embedded

SRAM has grown from 2 KB [6] to 12 MB [1] in 25 years.
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Shown in Fig. 1.2(a) is a plot of reported cell areas in fully functional SRAM macros versus

the technology node for the past few years. The cell area has scaled with the scaling of the

critical feature size. Fig. 1.2(b) plots an unconventional metric—the number of SRAM bits

per mm2 of silicon in high performance microprocessor chips—that reveals reduced SRAM

cell area does not readily translate into increased SRAM utilization. The amount of SRAM

is dominated by the last-level cache in these microprocessors, though a smaller quantity of

SRAM is used for local high-speed cache. This discrepancy in trends is due to a number of

limitations of SRAM, all related to local variation: SRAM often needs a separate, elevated

power supply; excessive SRAM timing variation degrades performance; and, uncertain aging

effects show up first in the highly integrated and highly sensitive SRAM cells.

•  2010 IEEE International Solid-State Circuits Conference 978-1-4244-6034-2/10/$26.00 ©2010 IEEE

ISSCC 2010 PAPER CONTINUATIONS

Figure 5.1.7: Westmere 2-Core and 6-Core Die Photo.

Figure 1.1: State of the art microprocessor chip whose area is half SRAM [1]

Though SRAM provides the most convenient, fast, and potentially lowest access energy

embedded memory option, many systems require non-volatile memory for its essential feature

of consuming zero standby power while retaining data. A cardiac loop recorder exemplifies

one such system and is shown in Fig. 1.3. It is an implantable medical device that processes

critical patient data. It monitors the ECG waveform of a patient and can store a buffered

amount of the patient data after a syncopal episode (fainting) so that the physician can

examine the ECG data to look for arrhythmia, a very serious condition. Such a system is

limited in processing capability, lasts only 14 months, and can store only 40 minutes of data

because it must operate from a battery that cannot be replaced without a surgery [7]. By

applying some of the solutions in this thesis for low voltage SRAM cache and low energy

18
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Figure 1.2: (a) SRAM bitcell area scaling and (b) resulting utilization of SRAM on recent
high performance microprocessor designs.

FeRAM storage, greater functionality can be delivered in the patient care. For example,

more sophisticated processing (as in [8]) can be implemented locally to automatically detect

abnormalities without requiring the patient to explicitly initiate the recording of data.

Lastly, low-power memory solutions must enable an overall low-power system. The cen-

tral feature of a low-power system is the ability to turn on and off rapidly. This behavior may

apply to the whole system or specific portions of the system that are idle. A driving appli-

cation is a wireless sensor network in which each node derives power from ambient sources.

This type of system would be useful for monitoring the environment of office buildings as in

Fig. 1.4. Building operating costs costs constitute 70% of US and 40% of worldwide energy

19



Figure 1.3: Example Application: Cardiac Loop Recorder Block Diagram

expenditure [9]. A large fraction of this energy consumption is wasted in lighting and climate

control of unoccupied areas. In order to make buildings more efficient, one can consider up-

grading the current infrastructure or simply building brand new efficient buildings. Because

of the cost barrier, great impact in the reduction of global energy use can be achieved by

simply monitoring building environments more precisely in terms of spatial and temporal

resolution, and then using the information to dynamically actuate power expenditure for

only the locations that require climate control and lighting.

In this scenario of monitoring the internal environment of a building, all the sensors

cannot be wired together, nor can the batteries of so many devices be regularly replaced.

Autonomous operation from harvested energy is a critical requirement in order to free the

size and computation constraints imposed by the battery. Almost poetically, the key to

reducing energy consumption on a global scale requires ultra-low-energy electronics that can

operate with nanojoules.
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Figure 1.4: Smart Building Application Overview

1.2 Contributions of this Thesis

This thesis covers the four topics of SRAM statistical analysis, low-voltage SRAM design,

low-energy non-volatile memory design, and non-volatile computation. The first three topics

have substantiation by the measurement of silicon prototypes and the last topic is validated

with simulation analysis.

1.2.1 Statistical SRAM Simulation Methodologies

This area of work presents a technique to evaluate the timing variation of SRAM, which

becomes especially challenging for low-voltage low-power designs [10]. Specifically, a method

called loop flattening that reduces the evaluation of the timing statistics in the complex,

highly structured circuit to that of a single chain of component circuits is justified. To

then very quickly evaluate the timing delay of a single chain, a statistical method based on

Importance Sampling augmented with targeted, high-dimensional, spherical sampling can be

employed. The overall methodology has shown 650X or greater speed-up over the nominal

Monte Carlo approach with 10.5 % accuracy in probability. Examples based on both the
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large-signal and small-signal SRAM read path are discussed and a detailed comparison with

state of the art accelerated statistical simulation techniques is given.

Contributions: A justification based on numerical experiment and mathematical proof

is provided for the loop flattening technique. In addition, a detailed exposition of the Spher-

ical Importance Sampling algorithm is provided with a set of parameter values that work for

a wide range of probabilities and multiple simulation types.

1.2.2 Voltage scaling in SRAM

This work presents an 8T SRAM fabricated in 45 nm SOI CMOS that exhibits voltage

scalable operation from 1.2V down to 0.57 V with access times from 400 ps to 3.4 ns [11].

Timing variation and the challenge of low voltage operation are addressed with an AC-

coupled sense amplifier. An area efficient data path is achieved with a regenerative global

bitline scheme. Finally, a data retention voltage sensor has been developed to predict the

mismatch-limited minimum standby voltage without corrupting the contents of the memory.

Contributions: The schematic and physical implementation details of the AC coupled

sense amplifier and regenerative global bitline scheme are provided. For the data reten-

tion voltage sensor, a layout structure and an algorithm is developed to apply accelerated

statistical analysis on chip.

1.2.3 Low-Energy FRAM test chip

In the effort to achieve low access energy non-volatile memory, challenges are encountered

in sensing data at a low power supply voltage. This area of work presents the design of a

ferroelectric random access memory (FRAM) as a promising candidate for this need [12]. The

challenge of sensing diminishingly small charge and developing circuits compatible with the

scaling of FRAM technology to low voltage and more advanced CMOS nodes are addressed

with a time-to-digital sensing scheme. In this work, the 1T1C bitcell signal is analyzed,

the circuits for a TDC-based sensing network are presented, and the implementation and

operation details of a 1 Mb chip are described. The 1 Mb 1T1C FRAM fabricated in 130 nm
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CMOS operates from 1.5 V to 1.0 V with corresponding access energy from 19.2 pJ to 9.8

pJ per bit. This approach is generalized to a variety of non-volatile memory technologies.

Contributions: The time-to-digital-sensing scheme is illustrated with schematic, layout,

and operation details. The architecture of a high-density FRAM with platelines running

parallel to bitlines is highlighted in the construction of a full 1 Mb prototype.

1.2.4 Non-volatile Processing in a Digital Integrated Circuit with

Non-volatile Registers

The computational state of sequential elements interspersed in CMOS logic, also restricts

the ability to power gate. To enable simple and fast turn-on, ferroelectric capacitors are

integrated into the design of a standard cell register, whose non-volatile operation is made

compatible with the digital design flow. A test-case circuit exhibits non-volatile operation

with the ferroelectric register, requiring less than 1.3 pJ per bit of state information and

less than 10 clock cycles to save or restore while consuming zero standby power in-between

active periods. The area overhead of the current implementation is estimated to be 49 %.

Also accompanying the non-volatile implementation of a digital integrated circuit, is a power

management unit and energy harvester interface that ensures sufficient energy to manage

computational state before toggling the power of the digital circuit.

Contributions: A circuit topology for a ferroelectric non-volatile register that exhibits

self-timed operation is developed. Steps to integrate the non-volatile register into the digital

design flow—a power management unit interfacing with an energy harvester, modifications

to the synthesis and physical design flow—are described so that a system level demonstration

of a battery-less computing node can be constructed.
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Chapter 2

Techniques to Efficiently Evaluate

SRAM Failure

As its overarching goal, the work in this chapter seeks to increase SRAM utilization by prop-

agating the physical trend of shrinking cell area into the overall system-on-chip improvement.

This goal can be achieved if designers have a way to quickly assess the impact of circuit so-

lutions on the operating constraints (e.g., minimum VDD, frequency) to ultimately preserve

the overall chip yield.

Specifically, this work focuses on read access yield. It has been observed in measurements

that AC fails, manifested as too slow of an access time from one or more addresses, are

encountered before DC failures, manifested as the corruption of data at one or more addresses

[13]. Therefore, DC stability (write and read margin) is necessary but not sufficient for

yielding a memory chip. A significant degree of additional margin must be inserted to meet

performance requirements. To meet the target performance, a number of questions must be

answered: How much margin? What types of sensing schemes should be employed? Should

the bitcell be up-sized?

Further exacerbating the design is the fact that, in general, the exact distributions of the

relevant performance metrics are not known. As a consequence, any statistical simulation

method unavoidably resorts to numerical solvers such as SPICE. Classical approaches like the
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Monte Carlo method require too many iterations of such SPICE evaluations because of the

circuit complexity and extremely low tolerable failure probabilities of individual components

(10−8 and below). Thus, the primary challenges to any statistical simulation method are:

(a) dealing with the structural complexity of the timing delay evaluation problem, and (b)

estimating timing delay statistics to a very high accuracy.

A lot of exciting recent work has made important progress towards the eventual goal of

designing generically applicable, efficient simulation methodologies for circuit performance

evaluation. However, this line of work uniformly falls short in addressing the above stated

challenges regarding the evaluation of timing delays of integrated SRAMs.

To begin with, in [14, 15, 5, 2, 16], the authors developed efficient sampling based ap-

proaches that provide significant speedup over the Monte Carlo. However these works do not

deal with the interconnection complexity, i.e., do not address the challenge (a) stated above.

And hence, as is, these approaches suffer from the curse of dimensionality that results from

a very large number of transistors in relevant circuit applications.

As noted earlier, the main bottleneck for efficient simulation is the utilization of a circuit

solver like SPICE, as this approach is necessitated by the lack of an exact analytic description

of the variation of performance metrics. In [17], by modeling the bitline signal and the sense

amplifier offset (and the timer circuit) with Gaussian distributions, the authors proposed

a linearized model for the read path. As this model can be simulated in MATLAB, the

SRAM structure can be emulated and the evaluation time can be significantly improved.

This approach, though interesting, is limited since an exact analytic description is unlikely

to be known in general, or even considered as a truthful approximation of reality. It is then

only reasonable to look for a generic simulation method that can work with any form of

distributions implied by the circuit solver such as SPICE.

In [18] the authors extended upon the conventional worst-case approach to SRAM de-

sign in which the largest offset sense amplifier is required to support the weakest memory

cell. Their proposed method requires that an underlying Gaussian distribution models the

bitcell current—particularly in the extreme tails of the distribution—in order to enable the
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numerical convolution of a Gumbel distribution of the worst-case read current with the sense

amplifier offset. Nevertheless, their work does not put forth an unambiguous approach as

it requires a designer to heuristically allocate the total margin between memory cells and

sense amplifiers. A further extension of this type of approach to other relevant circuit blocks

based on sensitivity analysis was subsequently introduced in [19]. Because these solutions

do not run a full-scale SPICE simulation to directly evaluate the extreme delay statistics,

they compromise on the challenge (b) stated previously. A summary of the previous work is

shown in Table 2.1.

Table 2.1: Summary of previous work for SRAM statistical analysis

Publication Contribution
[14] Application of Importance Sampling to SRAM bitcell simulation, uni-

form exploration of parameter space, Importance Sampling simulation
with mixture of uniform and Gaussian distributions

[15] Application of Extreme Value Theory to SRAM circuit simulation, param-
eter sampling filter (blockade) to more frequently evaluate rare conditions

[5] Implementation of Importance Sampling with a mean-shifted distribution,
uniform exploration of parameter space and norm-minimization to identify
optimum mean-shift

[2, 16] Adaptive Importance Simulation algorithms that can adjust the sampling
distribution with every new simulation trial

[17] Simplified modeling of the SRAM read path accompanied by emulation of
the memory structure in a MATLAB framework

[18] An analytical model of worst-case bitline current based on bitcell distri-
bution and a methodology based on allocating margin between bitline
current and sense amplifier offset

[19] Sensitivity characterization of different types of circuits in an SRAM (de-
noted as islands) and a methodology to use the sensitivities to evaluate
the interaction among circuit islands and determine yield

This work A justification of loop flattening to simplify the structure of multiplexed
paths to a critical path chain, a two-step Spherical Importance Sampling
method to accelerate the spice-based Monte Carlo simulation of SRAM
timing

In this chapter, the two challenges for the timing delay analysis of SRAM will be overcome

by means of two proposed methods of Spherical Importance Sampling and Loop Flattening,
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respectively.1 First, the Spherical Importance Sampling technique is developed to evaluate

the extremes of a distribution dependent on 12 parameters, wherein a standard Monte Carlo

is clearly not useful. The importance sampling-based approach in a recent work [5] employs

‘uniform sampling,’ and as such does not scale to higher dimensionality (12 dimensions in

the case of interest). To cope with the dimensionality, a spherical sampling based approach

is used and samples the parameter space in an adaptive manner.

In order to apply Spherical Importance Sampling to the SRAM read path, the Loop

Flattening approximation is first justified. It is shown that, surprisingly, the näıve adaptation

of the conventional critical path methodology—in which a Monte Carlo simulation of a chain

of component circuits (such as row driver, memory cell, and sense amplifier) disregards the

relative rate of replication—produces an estimate that is always conservative and highly

accurate. Indeed, the proposed technique directly contradicts the approaches in [17, 18, 19,

20]. If the loop flattening -based approach indicates that the delay exceeds 130 ps with

probability 10−5, then the actual delay will exceed 130 ps with probability less than or equal

to 10−5. More importantly, unlike conventional worst-case methodologies, this conservative

approach is increasingly accurate at lower failure levels.

The elements of this framework will now be presented in detail. Section 2.1, begins with

a discussion of Importance Sampling as a fast simulation technique, which shows how an

efficient spherical search can greatly simplify the identification of the biasing distribution in

a high-dimensional parameter space. The resultant sampling algorithms synthesizes these

ideas. Next, Section 2.2 discusses the surprisingly accurate Loop Flattening approximation.

Under a representative structure of multiplexed paths and for low probability events, Loop

Flattening offers a substantial simplification of the SRAM critical path evaluation. Section

2.3 provides experimental results for the small-signal read path. Section 2.4 delivers the

conclusions and indicates future directions.

1The work in this chapter is joint work with Mehul Tikekar, Lara Dolecek, Devavrat Shah, and Anantha
Chandrakasan. It has been reported in [5] and [10].
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2.1 Spherical Importance Sampling

In this section, the Monte Carlo method is introduced and then the Spherical Importance

Sampling method is developed with the purpose of significantly reducing the number of

SPICE simulations required. Suppose one is given a circuit that fails with probability p,

and wishes to identify the value of this failure with a Monte Carlo simulation that produces

an estimate p̂MC. Based on a Chernoff bound [21], the number of required Monte Carlo

simulation runs is given by:

NMC >
2 ln

(
1
δ

)
pε2

(2.1)

where δ = Pr (p̂MC < (1− ε)p). In plain English, Eq. (2.1) says that with probability 1− δ,

the Monte Carlo estimate p̂MC will not underestimate the true failure p by more than ε×100%.

For typical values of δ (0.01 to 0.1) and ε (0.05 to 0.3), this expression indicates NMC > 100/p

to 1000/p. 2

To accurately estimate low failure probabilities—10−6 to 10−10 for embedded SRAM—

the standard Monte Carlo approach would require too many SPICE simulations as seen

from Eq. (2.1). Fortunately, Importance Sampling provides a way to speed up such a sim-

ulation [23]. Indeed, because of the ease of implementation (one needs only to provide an

indicator of pass/fail from the SPICE simulation), several examples of Importance Sampling

applied to circuit design have emerged [14, 5, 24, 25, 16, 2].

This work focuses on identifying the most likely region of failure in the parameter space,

relying on the well-known notion of a worst-case point [26, 27, 28, 29]. The Spherical Im-

portance Sampling approach defines a dominant point of failure as the point that minimizes

the quadratic norm (in a parameter space normalized by the standard deviation along each

coordinate). This point is then used as a mean shift in an IS simulation to quickly evaluate

the circuit failure probability [30]. The general picture of this strategy is illustrated by the

2From the perspective of a designer who does not know the true failure p, the estimator p̂ is a random
variable whose distribution and related parameters, such as mean and variance, are unknown. In such cases,
sample mean and sample variance are used to determine the confidence level and confidence interval under a
Gaussian approximation. For nominal Monte Carlo simulations, confidence intervals can be obtained using
other techniques that do not require estimating the parameters of the underlying distributions [22].
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cartoon in Fig. 2.1. Furthermore, the method presented herein presents an effective, gen-

eral way to find the optimal sampling distribution without expending too many simulations

relative to the nominal Monte Carlo approach.
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Figure 2.1: A cartoon of statistical analysis techniques focused on identifying the dominant
failure mechanism by minimizing the distance between the nominal condition (origin) and
the failure boundary.

First, the basics of the Importance Sampling are revisited in the context of this setup in

which a SPICE simulation is performed for every realization of a set of 12 random circuit

parameters, say A`, 1 ≤ ` ≤ 12, that correspond to the random threshold voltage variation

of transistors in the circuit to be studied (which is presented in full detail in Section 2.3). To

capture local mismatch process variation in SRAM,3 these variables are typically modeled as

independent Gaussians with means µ`, 1 ≤ ` ≤ 12, and variances σ2
` , 1 ≤ ` ≤ 12. Since the

relationship between A`’s and circuit failure is described via an implicit function in SPICE, a

simulation-based approach is the primary method for estimating failure. Failure is evaluated

from a transient SPICE simulation, checking for a polarity of sense amplifier differential

output that is consistent with the bitcell data.

In a nutshell, one draws values for A`, 1 ≤ ` ≤ 12 as per normal distributions with

means µ` + s`, 1 ≤ ` ≤ 12, and variances, σ2
` , 1 ≤ ` ≤ 12, where s`, 1 ≤ ` ≤ 12 are cleverly

chosen mean shifts so that a circuit failure becomes likely under the new shifts. Under these

3Global variation from one chip to another is modeled as a common shift in the mean of threshold voltage
distributions. This type of variation is also a concern for chip yield (but does not dominate simulation cost)
and must be separately treated after the impact of local variation is evaluated.
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shifted variables, one estimates the probability of circuit failure highly accurately, while using

only a few samples, say N . The explicit transformation between the original and the new

sampling domains reverts this estimate back to the original domain at no additional cost.

For 1 ≤ ` ≤ 12, let the values of A` for these N samples be a`(n), 1 ≤ n ≤ N . Let χ(n) = 1

if the circuit behaves incorrectly, and 0 otherwise (for example χ(n) = 1 if the read-out data

is incorrect for a specific set of values {a`(n), 1 ≤ ` ≤ 12}). Then, the Importance Sampling

estimator of the probability p of circuit failure based on the shifts s = (s`)
12
`=1 is given by

p̂(s) =
1

N

N∑
n=1

χ(n) w(n, s) , (2.2)

where

w(n, s) = exp

[
−

12∑
`=1

(
s`(2a`(n)− 2µ` − s`)

σ2
`

)]
. (2.3)

The non-triviality lies in finding an appropriate mean shift vector s so that the estimate p̂(s)

converges quickly—that is, in very few samples N . The overall cost of estimating p is then

the sum of (i) the number of samples required to discover a good shift s, and (ii) the number

of samples required to obtain a convergent estimate p̂(s) based on the shift s.

For a uniform characterization of such an estimator, the relative sample variance is em-

ployed as the figure of merit (FOM) that describes a predetermined level of confidence and

accuracy [5]. The FOM ρ(p̂) is

ρ(p̂) =

√
VAR(p̂)

p̂
, (2.4)

where VAR(p̂) is the sample variance:

VAR(p̂) =
1

N(N − 1)

N∑
i=1

χ(n)w(n, s)2 − 1

N − 1
p̂2 . (2.5)

The above equation also holds for a nominal Monte Carlo simulation under which s = 0.

To minimize this overall sampling cost an approach, called Spherical Importance Sam-

pling is devised. See Fig. 2.2 for the projection of the proposed algorithm onto a 2D parameter
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space. The dashed line is the boundary between passing and failing circuits. We wish to

find the point on the boundary closest to the origin in the parameter space, normalized by

the standard deviation of each coordinate. The key idea is that Step 1 quickly gives a coarse

sense of direction of the appropriate mean-shift vector, and that Step 2 fine-tunes the vector

selection across the local neighborhood in the parameter space.
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∆
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Step 1:

Step 2:

s1
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(2nd iteration)

(1st iteration)

Figure 2.2: Illustration of Spherical Importance Sampling Algorithm. In Step 1, samples
on spherical shells quickly find a good starting direction enabling the local exploration in
Step 2 to gravitate to a candidate mean shift that exhibits the minimum quadratic norm.
Acknowledgment: M. Tikekar for partial figure drafting.

Now, the main steps of the overall procedure are outlined, assuming without loss of gen-

erality that all random variables are N (0, 1).4 Namely, the random variables are scaled prior

4The proposed Spherical Importance Sampling method can be extended to the case of non-Gaussian input
parameters by replacing the minimization of quadratic norm with the maximization of the joint pdf.
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to running the SPICE simulation but after sampling from standard normal distributions.

Step 1. Perform spherical search.

Given the initial tolerable failure floor pfloor from a user (e.g., 10−12), initialize the al-

gorithm parameters: Rhigh = 2φ−1(1 − pfloor), Rlow = 0, and Niter = 0. Here, φ(·) is the

standard normal CDF. For the allocated complexity parameter N1, set L and U as the lower

and upper bounds on the target number of fails. A good design choice is U = 0.5N1 and

L = 1.

(a) While Mf /∈ [L,U ] :

• Set R1 : = 1
2
(Rlow +Rhigh)

• Sample the radius-R1 spherical shell N1 times, and record the total number of failures,

Mf .

• If Mf > U , set Rhigh : = R1

• If Mf < L, set Rlow : = R1

• Niter : = Niter + 1.

(b) Then:

• Record the final number of iterations as B1 = Niter.

• Average over the direction vectors associated with all the failing vectors in the last

iteration in step (a).

• Initialize s1 with this average as the starting mean-shift for Step 2.

• Record the quadratic norm of this shift as the current minimum norm, minNorm =

norm(s1).

Fig. 2.2 illustrates the iteration in Step 1 over two values of R1. The second value of R1

corresponds to a sampling sphere that intersects with the failure region. The failing points

on this second sphere are averaged to produce s1.

Step 2. Perform local exploration.

Let N2 be the allocated complexity of this step. Set runCount = 0, initialize R2 = R1/2,

and α = (0.05/R2)
1

N2 . The latter parameter governs the gradual increase in the resolution

of the local exploration.
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While runCount ≤ N2:

• Sample uniformly from a spherical distribution of radius R2, around the point s1. Call

this point sx.

• If norm(sx) < minNorm,

– Set runCount : = runCount+ 1.

– Run a SPICE simulation with sx as its input. If the simulation results in a failure,

record the displacement d = norm(s1−sx) and then update the mean shift vector

: s1 = sx. Otherwise d = 0.

– Geometrically shrink R2, while factoring in the displacement:

R2 : = αR2 + (1− α)d .

Fig. 2.2 illustrates Step 2, wherein the local exploration gravitates towards a point with

a lower quadratic norm while the resolution simultaneously increases.

Step 3. Run Importance Sampling.

This step is done as per (2.2) with s = s1. The value of N3 is assigned to the number of

steps it takes the estimator to reach the FOM value of 0.1.

The overall cost of the proposed approach is then Ntotal = N1×B1 +N2 +N3. In previous

work [14, 5], the exploration stages employed random, uniform sampling in six dimensions

to identify a suitable shifted distribution for Importance Sampling. This uniform sampling

approach breaks down in higher dimensions such as 12, which motivates the two-step spheri-

cal search. In Section 2.3 we shall see how the proposed procedure can be effectively applied

to SRAM circuit design.

2.2 Loop Flattening for Timing variation

The problem of SRAM read access yield has additional challenges beyond the mere fact that

very low failure probabilities need to be evaluated. In this section, the problem of statistically

analyzing the SRAM read path, which contains circuit blocks repeated at different rates, is
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described. Then, the Loop Flattening approximation is introduced and justified to enable

the application of accelerated statistical simulation techniques.

In the representative block diagram of an SRAM array of Fig. 2.3(a), there are highly

repeated structures: memory cells, sense amplifiers, row decoders and drivers, and timing

circuits. There are several distinct, cascaded circuit stages, some of which may be correlated.

The circuit is also big. A straightforward way to simulate this circuit is to take a complete

schematic and address each location in simulation while noting the behavior for each address

location. This method would cost too much computational resources, so a circuit designer

turns to a simulation of a critical path by taking a representative member of each group of

circuits and adding appropriate parasitic loading in parallel.
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Figure 2.3: (a) a simplified schematic of the small signal read path and (b) a representative
SRAM array.

A statistical analysis of a memory critical path requires additional insight into the ar-

chitecture. For now, consider a single column of 256 memory cells as in Fig. 2.3(b) with

R = 256. When the wordline goes high at time t = 0, the memory cell develops a differential

signal (voltage difference between BLT and BLC), and when the enable signal goes high

at time t = T , the sense amplifier resolves that differential signal to a logic-level output

(voltage difference between SAT and SAC). One can represent the bitcell signal of cell i as
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TXi = T (σXX̃i + µX) and the sense amplifier offset as Y = σY Ỹ ( Ỹ and X̃i are N (0, 1)).

The failure of this read operation is determined by the interaction of two random variables

sampled at different rates. The probability Pf that this single column memory fails for a

given strobe timing T is the probability that the sense amplifier offset overpowers the bitcell

signal for one or more paths in the column:

Pf := Pr

(
R⋃
i=1

{Y − TXi > 0}

)
(2.6)

≤ R · Pr (Y − TX1 > 0) =: Pu, (2.7)

where Pu is the conservative union bound estimate of Pf .

Because of the different rates of repetition, a proper Monte Carlo simulation on a critical

path with one cell and one sense amplifier must sample variables in a nested for loop: for each

sense amplifier, simulate over 256 cells and check for one or more failing paths, then sample

a new sense amplifier and repeat over 256 new cell realizations and so on, as suggested in

[17]. If one wishes to apply an accelerated statistical simulation to evaluate the failure of

this circuit, the “for loop” sets an unfavorable lower bound on the number of simulations

needed just to emulate the architecture. In order to bypass this requirement, there are two

conflicting intuitions that one can apply to this circuit: (1) the sense amplifier variation is

less severe because of the lower replication rate so the bitcell variation should somehow be

amplified in a flattened critical path, or (2) the sense amplifier variation is just as critical

as the memory cell variation because every path involves both a memory cell and a sense

amplifier.

It is observed that the latter interpretation is more appropriate, thus enabling a simple

union-bound estimate for Pf . Hence, only the path failure probability needs to be simulated

and the result is multiplied by R. The estimate is guaranteed to be conservative and in

practice agrees very well at low levels of failure probability.

Shown in Fig. 2.4, is a numerical evaluation of two interacting normal random variables.

As in [31] the bitline signal development and sense amplifier offset are parametrized by

36



Gaussian random variables—{µX = 1mV/ps, σX = 0.10 × µX , R = 256, σY = 25mV } for

the expression in Eq. 2.6. The solid (red) curve gives the failure of a single memory column

as determined from a proper Monte Carlo simulation with nested sampling. For 50% pass

probability, a 25ps strobe timing is needed. For 99% yield, a 75ps strobe timing is needed.

Such a wide transition in terms of decreasing failure highlights the challenging statistical

nature of this problem. The small-dashed (black) curve represents a conventional worst-case

methodology. It takes the worst-case bitcell and the worst-case sense amplifier and associates

them with a common threshold of signal. Passing is defined by the joint condition of the

bitcell having more signal than the threshold and the sense amplifier offset not exceeding

the threshold. Because the weakest cell is rarely read by the largest offset sense amplifier,

this method is overly conservative.
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Figure 2.4: A Comparison of three failure estimates for the small signal read path: nominal
Monte Carlo (nested sampling), worst-case design, and loop flattening.

The long-dashed (blue) curve represents the loop flattening estimate: failure is obtained

from one cell’s normal distribution convolved with one sense amplifier’s offset, then multiplied
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by 256. For a modestly sized 512 kb memory (2048 memory columns) at a yield of 99%,

the loop flattening estimate is only 1.9% pessimistic in strobe timing. This estimate gets

only tighter at even lower levels of failure. This convergence at low failure probabilities

suggests that, for a fixed memory size, the dominant failure mechanism in terms of bitcell

signal degradation and sense amplifier offset is independent of the number of cells per bitline.

Even in MATLAB, the exhaustive Monte Carlo evaluation took over six hours; whereas, the

loop flattened curve was obtained instantaneously as it arises from the sum of two Gaussians.

In the experimental results in Section 2.3, the proposed approach exhibits 650X or greater

speedup over a Monte Carlo approach, while still using the more generally applicable SPICE

solver.

The schematic in Fig. 2.7 is the schematic tree of the large signal read path. For the

case of cascaded random delays, one can also see the applicability of the loop flattening

estimate. This circuit is simulated in a production quality 45 nm CMOS technology, where

each shaded transistor (or gate input) exhibits local mismatch modeled as a fluctuation of

its threshold voltage. Fig. 2.6 shows the Monte Carlo SPICE simulation result of this circuit

for eight cells per local bitline (NLBL = 8) and 16 local evaluation networks (NSEG = 16).

In this picture, there is a delay Zi (1 ≤ i ≤ 256) associated with each of the 256 cells on the

column and the probability of failure associated with a target delay t is

Pf = Pr

(
R⋃
i=1

{Zi ≥ t}

)
(2.8)

with R = 256. The solid curve gives the proper Monte Carlo simulation result by sampling

random variables in proportion to the rate of repetition of their associated transistors. The

dashed curve gives the loop flattening estimate in which a simple chain of representative

transistors is simulated with all random variables sampled at the same rate. Even for this

example, in which the delays are not perfectly normal and delay stages are correlated, the

loop flattening technique produces a tight estimate.

The single, solid black dot gives a specific example for how an Importance Sampling (IS)

simulation [5] (discussed in detail in Section 2.1) with an appropriately chosen mean shift
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can evaluate the loop flattening (dashed curve) with significant speedup, consuming approx-

imately 1.1 thousand SPICE simulations in this example. The loop flattening approximation

suggests that this IS estimate in turn will match the result produced by a proper Monte Carlo

simulation with nested sampling, which requires 1.7 million SPICE simulations to observe

the 1% failure probability of this single column memory.

X1

X2

XR

Y

Figure 2.5: A simple tree for analyzing the loop flattening approximation.

For the case of independent, random additive delays, it can be shown analytically that

the loop flattening estimate converges to the true failure. Consider the simple tree in Fig. 2.7

where this time the random variables Xi and Y represent delays, and the overall delay of any

path is Zi = Xi + Y , associated with the node whose delay is Xi. Then, given a time, t, the

failure probability is defined as the probability that one or more paths in the tree exceeds t

as in Eq. (2.8). The proposed loop flattening estimate treats these paths as independent at

low probabilities and approximates the failure probability with the upper bound:

Pu := R · Pr (Z1 ≥ t) . (2.9)
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Figure 2.6: Demonstration with SPICE simulation that the loop flattening estimate works
in practice for the complicated structure of the large signal read path.

For Xi and Y independent normal random variables, the result in Section 2.5 shows that:

lim
t→∞

Pu − Pf
Pf

= 0 . (2.10)

A similar argument can be developed for the sense amplifier strobe timing case.

For finite t, the ratio in Eq. (2.10) represents the overestimate of the column failure

probability as a fraction of the true failure probability (Pu = Pf (1 + ε) with ε → 0). For a

memory with M independent columns, the overall memory failure estimate from the loop

flattening approximation is:

1− (1− Pf (1 + ε))M ≈ 1− (1−MPf −MεPf ) = MPf (1 + ε).

Therefore, the failure of the overall memory is also overestimated by only ε × 100%. For a

variety of cases including numerical examples and a formal proof, the loop flattening estimate

has been justified. This approximation eliminates the constraint of nested sampling which

would set an unfavorable lower bound on the required number of Monte Carlo simulations.

Accelerated statistical methods such as those described in Section 2.1 can be directly applied

to quickly determine the value of the loop flattening estimate which produces an accurate,
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conservative value for the memory failure probability.
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Figure 2.7: Schematic and tree structure of the large signal read path.

42



2.3 A Detailed Example of the Small-Signal Read Path

In this section the Spherical Importance Sampling method is applied to analyze the small-

signal SRAM read path and use the loop flattening estimate to report the read access failure

probability. The circuit in Fig. 2.8 is simulated in a generic 45nm technology [32] with High-k

Metal Gate 45nm PTM models [33] at the nominal process corner. Based on the measurement

of transistor mismatch in [34] the local random variation of transistor threshold voltage is

modeled as:

σVt =
1.8mV√
WeffLeff

.

Furthermore, the memory cell was designed and laid out to exhibit a read instability proba-

bility of less than 10−9. The layout of this 6T memory cell in the freePDK 45nm technology

is shown in Fig. 2.9. The parasitic extraction of the layout gives the bitline capacitance

of 0.24fF/µm and it also gives the physical cell dimensions of 1.54µm × 0.38µm. The cell

device sizings (W/L) for the pull-up, pull-down, and access transistors are 85 nm/50 nm,

100 nm/50 nm, and 75 nm/50 nm respectively to satisfy the bitcell stability requirement.

The sense amplifier and column multiplexer devices were sized to occupy the area of roughly

eight memory cells.

The waveforms of a nominal Monte Carlo simulation with an aggressive timing are shown

in Fig. 2.10. About 40mV of highly variable bitline signal (BLT - BLC) interacts with the

sense amplifier offset to produce a logic level on the output of the sense amplifier (SAT -

SAC). A larger strobe time setting, tSTR, allows more bitline signal to develop and therefore

reduces the probability of incorrect output. The complex nature of the waveforms shows

how no suitable performance metric can be defined to facilitate analytical modeling or even

to properly formulate numerical derivatives in the space of variation parameters. Therefore,

techniques based on sensitivity analysis [27], hypersphere or directional cosine searches [29],

or approximations for simplified Monte Carlo simulation [17] can significantly compromise

accuracy.

On the other hand, the processing of the read path simulation results leads unambiguously

43



to a binary indicator of pass/fail, and, in general, the formulation of a binary indicator

is feasible for arbitrary circuits. In order to evaluate the probability of incorrect read-out

versus strobe time setting, the proposed Spherical Importance Sampling algorithm is applied

directly to this complicated simulation as it requires nothing more than a binary simulation

output—1 if the sense amplifier output is incorrect and 0 otherwise.

Shown in Fig. 2.11 is the evolution of the failure probability estimate versus simulation

run index for both the Importance Sampling stage (step 3) of the proposed algorithm and

nominal Monte Carlo. The strobe time setting of 40ps results in a path failure probability

of 1.01 · 10−4 which, by the loop-flattening technique described in Section 2.2, results in a

column failure of 5.2 · 10−2 = 128 · 4 · 1.01 · 10−4 . The raw speed-up of step 3 is 1800X at a

common level of confidence (ρ = 0.1), and taking into consideration the cost of step 1 and

step 2, the total speedup is 650X. This reflects a 4.3X speedup over the work in [5] at the

same level of failure probability, and with twice the dimensionality—12 instead of 6. The

specific algorithm parameters used for all runs were: pfloor = 10−12, N1 = 500, N2 = 500.

Shown in Table 2.2 is a summary of simulation results for four strobe time settings. One

million Monte Carlo runs takes seven days on one Linux workstation utilizing 1 Intel 3.2GHz

CPU with 16GB of RAM; therefore, verification with a SPICE Monte Carlo benchmark for

failure probabilities of 10−5 or lower is infeasible as it requires ten million or more runs. For

strobe timings of 50ps, 65ps, 80ps, the speed-up is compared against a conservative projection

of required Monte Carlo trials with the expression 100/ppath. As additional verification, the

Spherical Importance Sampling algorithm was verified at these failure levels with a linear

function in MATLAB, and the step 3 Importance Sampling run was extended 3X beyond

the required number of runs to verify stable convergence of the failure estimate. Table 2.2

shows how the simulation cost gradually increases with exponentially lower levels of failure

probability, achieving a speed-up of over twenty million at ppath = 1.91 · 10−9.

The increasing cost comes from needing more runs in step 1 to find a suitable sampling

shell radius, and from needing more runs in step 3 to achieve the desired level level of

confidence. Generally, no more than two radius trials were required to find a useful direction
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Table 2.2: Summary of S-IS simulation results on SPICE simulation of the read column in
Fig. 2.8. The path failure probability is multiplied by 512 = 128 · 4 to produce the overall
column failure. Speed-up over nominal Monte Carlo is 650X or higher. Values marked with
†are conservative projections on the number of Monte Carlo using 100/ppath.

tSTR ppath cost speed-up pcol

40ps 1.01 · 10−4 1534 6.50 · 102 5.2 · 10−2

50ps 9.08 · 10−6 1660 6.63 · 103† 4.6 · 10−3

65ps 1.33 · 10−7 2214 3.40 · 105† 6.8 · 10−5

80ps 1.91 · 10−9 2423 2.16 · 107† 9.8 · 10−7

for the initialization of the local exploration in step 2. As an example, Table 2.3 shows the

evolution of the mean shift after completing spherical sampling (s1) and then after completing

local exploration (s), when evaluating the strobe timing of 80ps (failure probability around

2 · 10−9.

Table 2.3: Evolution of mean shift vector after spherical sampling (step 1) and local explo-
ration (step 2) for strobe timing of 80ps.

Sense Amplifier Col. Mux Memory Cell
shift ∆Vt1 ∆Vt2 ∆Vt3 ∆Vt4 ∆Vt5 ∆Vt6 ∆Vt7 ∆Vt8 ∆Vt9 ∆Vt10 ∆Vt11 ∆Vt12 L2 norm
s1 -0.89 -1.45 -3.61 5.59 0.03 -0.93 -3.29 0.19 -3.58 6.27 -0.53 -0.28 10.55
s -0.65 0.35 -3.60 3.27 0.20 0.00 -0.02 0.08 -0.13 0.69 0.18 3.24 5.90

The first row shows how the spherical sampling gets a coarse direction correct along

a few key dimensions (1, 3, 4, 8) after 1000 simulations, and then the local exploration

greatly improves the accuracy of the shift both in terms of magnitude and direction after an

additional 500 simulations. The resulting shift s in the second row matches circuit insight:

1) the column multiplexer devices have little influence; 2) devices associated with the non-

discharging side (BLC) in Fig. 2.10 have small magnitude; 3) the read stack in the memory

cell (10,12) is significantly weakened; 4) the mismatch between NMOS devices (3,4) in the

sense amplifier is most critical. Going from s1 to s, the mean shift for the Importance

Sampling run, took only 500 trials with an initial exploration radius (R2) of 5.25 tapering

down to 0.06. As discussed in Section 2.1, the local exploration radius can at most shrink

down to a magnitude of 0.05. The actual value of the final radius being close to 0.05,
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indicates that most of the local exploration runs resulted in a small displacement. A larger

final radius would have suggested the need for a larger complexity parameter N2. Finally,

having invested 1,500 samples to identify a good mean shift, the final Importance Sampling

simulation took an additional 923 simulations to produce a high confidence estimate with

ρ = 0.1 even though the failure probability was 1.91 · 10−9.

A closer look at the simulation cost breakdown is presented in Table 2.4. Across a range

of probabilities from 9·10−6 to 2·10−9, the exploration cost of Spherical Importance Sampling

varied from 1000 to 1,500 simulation runs. The subsequent Importance Sampling stage took

660 to 923 runs. Compared to the previous ISNM work [5], at half the dimensionality (6

instead of 12) and higher probability levels, the simulation cost was higher. This work’s

improvement comes from the two-step spherical exploration finding a better shift for the

Importance Sampling run. It is also worth highlighting that the local exploration in step 2

is computationally less costly than the directional search in step 1. The two-stage Spherical

search effectively handles the dimensionality of 12, considering that over 4,000 simulations

are needed just to check all the corners of a 12D cube. With Spherical Importance Sampling

much fewer directions are examined while still identifying a suitable mean shift.

Table 2.4: Comparison of simulation cost between this work and [5]

1 

Simulation cost breakdown 

This Work  

12 Dimensions 

2-step Spherical Samples 

[Dolecek 2008 ICCAD]  

6 Dimensions 

Uniform Exploration 

P  9.08×10-6 1.33×10-7 1.91×10-9 4.9×10-3 4.4×10-4 3.0×10-6 

Step 1 500 1000 1000 - - - 

Step 2 500 500 500 - - - 

Total 

Exploration 
1000 1500 1500 1000 1000 2000 

IS run 660 714 923 1000 2000 2000 

Total 1660 2214 2423 2000 3000 4000 

A general comparison across a variety of simulation methods [5, 14, 35, 16, 2] is presented

in Fig. 2.12. The y-axis gives failure probability levels and the horizontal axis gives the

number of total circuit simulations (e.g., SPICE runs) to evaluate the failure probability.
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Also indicated is the dimensionality of the problem (number of random variables). All

methods require less than 10,000 circuit evaluations to identify failure probabilities from

10−3 to 10−9, and the relation between failure probability and number of simulation trials

is much steeper than the Monte Carlo behavior of ≈ 100/p. The Spherical Importance

Sampling method compares favorably with other works. Not plotted on the graph is the

result in [2] which evaluates a failure probability of 1.8 · 10−7 in 300,000 circuit evaluations

for a 24-dimensional parameter space. Indeed, Monte Carlo simulation is much less sensitive

to dimensionality than the accelerated statistical evaluation techniques in Fig. 2.12 which

all rely on some type of classification of the parameter space. Developing an accelerated

simulation method for a higher dimensional parameter space (e.g., 50) will broaden the

applicability of quick statistical simulation techniques.
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Figure 2.8: Transistor level schematic of a representative small-signal (sense amplifier -based)
memory column with 128 cells per bitline and additional multiplexing of 4 columns per sense
amplifier. Precharge devices are not shown for clarity.

Figure 2.9: The layout of the 6T memory cell in the freePDK 45nm technology. Extraction
from layout reveals 0.24 fF/µm of bitline capacitance. Courtesy of Mehul Tikekar.
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2.4 Concluding Remarks on SRAM Statistical Analy-

sis

In this chapter two techniques were presented—Spherical Importance Sampling and Loop

Flattening—and a method to synthesize them to reduce the statistical analysis of an SRAM

block to an Importance Sampling simulation of a chain of component circuits. The key

challenge of searching for the most likely failure mechanism in a high dimensionality (12 in

this work) parameter space is addressed by a two-stage process in which a coarse direction

is obtained first, followed by a local sampling of increasing resolution.

It has been demonstrated that when the failure probability is small, the statistical analysis

of a system amounts to evaluating probabilities of simple constituent structures and summing

them together. This observation greatly simplifies the analysis and offers a cost-effective

alternative to the nominal nested approach. As a contrast with prior SRAM yield analysis,

the consideration of intermediate metrics (bitline signal, sense amplifier offset) was replaced

by a full-scale SPICE simulation requiring only the indication of pass or fail. As future work,

this method can be extended to the complete, global row and column path of large embedded

SRAM, as well as to other highly structured circuits such as adders, FIR filters, and FFT

accelerators. Such highly symmetric, multiplexing structures will become more prevalent in

the ascent of multi-core chip design.

2.5 Proof of the Loop Flattening Approximation Con-

vergence for Independent Additive Delays

Here, Eq. (2.10) is shown for the case where Xi and Y are N (0, 1) and independent additive

delays (Zi = Xi + Y ).5 Recall that failure is given by Eq. (2.8) and the conservative loop

flattening estimate Pu is defined in Eq. (2.9).

5This proof assumes zero mean standard normal variables. The same arguments can be applied for the
general case of non-zero mean normal random variables of different variance and will hold for generally
well-behaved distributions that decay sufficiently fast.
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By the union bound,

Pf := Pr

(
max

1≤i≤R
Zi ≥ t

)
= Pr

(
R⋃
i=1

Zi ≥ t

)

≤
R∑
i=1

Pr (Zi ≥ t) = R · Pr (Z1 ≥ t) =: Pu .

Then, by incorporating the pair-wise intersection probabilities, we can introduce an opti-

mistic (lower bound) estimate Px:

Pf = Pr

(
R⋃
i=1

Zi ≥ t

)

≥
R∑
i=1

Pr (Zi ≥ t)− 1

2

R∑
(i,j)
i 6=j

Pr
(
Zi ≥ t

⋂
Zj ≥ t

)

≥ Pu −
R(R− 1)

2
Pr
(
Z1 ≥ t

⋂
Z2 ≥ t

)
=: Px .

This implies
Pu − Pf
Pf

≤ Pu − Px
Px

=
1

2
R−1

Pr(Z1≥t)
Pr(Z1≥t

⋂
Z2≥t) − 1

. (2.11)

The following well-known bound on the tail probability of the standard Gaussian (let W ∼

N (0, 1), w > 0) is used:

1√
2πw

(
1− 1

w2

)
e−

w2

2 < Pr (W ≥ w) ≤ 1

2
e−

w2

2 . (2.12)

Since var(Zi) = 2,
1√
πt

(
1− 2

t2

)
e−

t2

4 < Pr (Z1 ≥ t) . (2.13)

Now the intersection probability Pr (Z1 ≥ t
⋂
Z2 ≥ t) is examined. Conditioning on Y = y,

the two events Z1 ≥ t and Z2 ≥ t are independent. Therefore the joint probability can be
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written as:

Pr
(
Z1 ≥ t

⋂
Z2 ≥ t

)
=

∫ ∞
−∞

fY (y) [Pr (X1 + y ≥ t)]2 dy

≤ Pr (Y ≤ 0) [Pr (X1 ≥ t)]2 +∫ t

0

fY (y) [Pr (X1 + y ≥ t)]2 dy + Pr (Y ≥ t) . (2.14)

The inequality above follows from partitioning the region of integration into (−∞, 0), (0, t),

and (t,∞). For the first and third terms, the maximum value for Pr (X1 + y ≥ t) is substi-

tuted and fY (y) is integrated. The first term is bounded by 1
8

exp−t2 and the third term is

bounded by 1
2

exp− t2

2
. The middle term can be bounded through bounds on the integrand:

∫ t

0

fY (y) [Pr (X1 + y ≥ t)]2 dy

≤
∫ t

0

1

2
e−

y2

2
1

4
e−(t−y)2 ≤ t

8
· max
y∈(0,t)

e−
y2

2 e−(t−y)2 . (2.15)

From elementary calculus, the right hand side bound evaluates to t
8
e−

t2

3 . This bound on the

middle term decays the slowest, and therefore the ratio Pr (Z1 ≥ t) /Pr (Z1 ≥ t
⋂
Z2 ≥ t)

grows at least as fast as 1
t2
e

t2

12 , which grows arbitrarily large, causing the right-hand side in

Eq. (2.11) to go to zero and in turn verifies the limit in Eq. (2.10).
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Chapter 3

SRAM Design for Voltage Scaling

There is a need for large embedded memory that operates over a wide range of supply voltage

compatible with the limits of static CMOS logic that also minimizes standby power. Fig. 3.1

illustrates the SRAM voltage scaling challenge by plotting the reported 6T SRAM die-level

or macro-level minimum operating voltage, Vmin, versus technology node for the past five

years. As semiconductor process technology continues to scale, the increased impact of

process variation inhibits the reduction of supply voltage. Yet, the reduction of supply

voltage has several benefits [36, 37]: it relaxes the thermal constraints on power dissipation

in enterprise applications; it improves energy efficiency in battery operated applications; and

it preserves the reliability of deeply scaled transistors.

As a solution, this chapter presents circuit solutions to voltage scaling in SRAM for

both active operation and standby mode, embodied in a voltage scalable single-supply 8T

SRAM with no dynamic voltage assists that minimizes both the area and standby power.

It addresses the design challenges related to area efficiency and process variation with three

contributions: 1) an AC coupled sense amplifier (ACSA) that operates down to a power

supply ultimately limited by the worst-case bit line on/off current ratio; 2) area efficient,

regenerative driving of long data lines to permit bidirectional signaling on a single metal 4

wiring track on the memory cell column pitch; 3) a data retention voltage (DRV) sensor to

aggressively reduce supply voltage to the limit set by local mismatch, without corrupting
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Figure 3.1: The SRAM voltage scaling barrier: reported 6T SRAM Vmin versus technology
node (source: ISSCC & VLSI 2004—2009). Array sizes range from 64kb to 153Mb.

the contents of the memory.

The remainder of this chapter discusses in detail a 512kb 8T SRAM macro realization

in 45nm SOI CMOS. In section 3.1 the proposed sensing scheme is introduced, compared to

conventional methods, and characterized by physical measurement. In section 3.2 follows an

exposition of the DRV sensor along with experimental corroboration from both the sensor

and functional array. Finally, section 3.3 provides a commentary on future directions and

summarizes the key characteristics of the prototype as a viable candidate for SRAM voltage

scaling.

3.1 Proposed Sensing Scheme for Voltage Scaling

Conventional sensing approaches fall into two categories. For density, 6T memory cells

are placed on a long bitline of 128 to 256 cells, Fig. 3.2(a). When accessed, the small

differential swing is converted to a logic-level by a sense amplifier at a preset strobe time. For

performance, 6T or 8T memory cells are partitioned hierarchically among short single-ended

bitlines. As a result, the weak and variable cell needs only to discharge a small capacitance,

which is buffered to a global bitline pull-down device through a static or dynamic NAND
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gate, Fig. 3.2(b). The proposed sensing scheme targets the benefit of density with long

bitlines and small signal sensing in the context of a single-ended hierarchical read path,

enabling the coverage of 4096 rows before the data must be latched thereby lowering the

overall latency, Fig. 3.2(c).

Figure 3.2: Illustration of (a) the conventional small swing sensing scheme, (b) the conven-
tional hierarchical read path with full swing sensing, and (c) the proposed hierarchical small
swing read path supporting a significantly larger number of rows.

This approach and the choice of the 8T bitcell sets the design challenges. A good small

swing single-ended sense amplifier is required. In addition, the area of the sensing network

is critical because it cannot be amortized over multiple columns. 8T memory cells belonging

to different words must not be interleaved in order to avoid dummy read disturbance on

unselected cells during a write operation. Finally, as the supply voltage is reduced, the read

path must tolerate the increased impact of process variation.
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3.1.1 The ACSA for local sensing

Shown in Fig. 3.3 is the column path for a 256x128 half-bank of 32kb. The ACSA supports a

local bitline of 256 8T memory cells. When the data in the accessed memory cell Qn is high,

the assertion of RWLn initiates a discharge on the local bitline, LBL. PMOS M4 detects

this discharge and rapidly charges the low capacitance dynamic output from 0V to VDD.

Otherwise, if Qn is low, the output remains stable at 0V .

Figure 3.3: Schematic of the local column path in a 32kb half-bank. The local output node
Z connects to a buffering inverter and another ACSA, corresponding to approximately 2fF
of load.

The salient feature of the ACSA is the thick oxide MOS coupling capacitor. It stores a

PMOS threshold voltage drop in series with the bitline signal while maintaining a coupling

ratio close to 1 and occupying 4µm2. Equalization PMOS M5 generates the voltage drop

across the capacitor by diode-connecting the amplifying PMOS M3 while keeping the sensing
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PMOS M4 in cutoff with 0V of VGS to ensure a stable output. Finally, the weak NMOS

pull-down stack M6–M8 biases M3 close to a level of current that can quickly charge the

internal node Y and sustain the charging of the dynamic output Z. To save static power, the

pull down network is disabled when not reading. To provide additional margin and further

save static power in unselected half-banks during read, the pull down network is enabled

only during the evaluate phase in the read cycle for 15 out of 16 half-banks. As a result,

the non-bitcell static power during a read operation is dominated by the ACSAs in only one

half-bank.

The simulation waveforms at a supply of 0.6V in Fig. 3.4 illustrate the amplification when

reading 1 and stability when reading 0 of the ACSA. During precharge (φ = 0), the internal

nodes X and Y are initialized to roughly 250mV below VDD. Upon exiting precharge, RWL

is asserted and when sensing 1, a discharge on the local bitline couples to the internal node

X. This causes a rapid rise of the internal node Y as a result of amplification from device M3.

After 100mV of signal development, the rapid separation between X and Y cause device M4

to charge the local output node Z high followed by a rise on the global bitline (GBL). When

sensing 0, the RWL is asserted and the local bitline droops at a slower rate. Therefore, the

separation in X and Y takes longer, and no false pulse on the global bitline appears within

2ns.

The ACSA is a dynamic circuit and insight into its operation can be obtained by exam-

ining the transfer characteristics from input voltage at node X to output current at node

Z plotted in Fig. 3.5(a). First considering just a single PMOS device, as employed in the

conventional domino read path [38], the performance benefit of dynamic sensing is made

clear. The subthreshold characteristic of the transistor separates a “1” from a “0” with

a one hundred-fold increase in output current over an input range of only 200mV . The

ACSA exhibits an even steeper transfer characteristic by stacking device M4 in series with

the inverting amplifier formed by PMOS M3 and its associated pull-down stack. Therefore,

when sensing a “1,” less than 100mV of signal traces a steep four-orders of magnitude rise

in output current. When sensing a “0,” the coupling of φ through Cgd and charge injection,
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Figure 3.4: ACSA operational waveforms at 0.6V. Read “1” followed by read “0” (FF 85C).

traces the steep current versus voltage transfer characteristic backwards by 30mV to 50mV

(depending on VDD) to guarantee a very low initial output current.

The performance improvement of the ACSA extends from the nominal sense to the worst-

case realization under local mismatch variation. By storing the variable trip point of the

inverting amplifier based on M3 during precharge, the output device M4 is guaranteed to

begin in cutoff and its gate to source voltage will develop according to:

VSG4 = ∆VLBL ·
Cin

Cin + Cparx
(1 + gm3ro) ≈ ∆VLBL · (1 + gm3ro). (3.1)

Therefore, the required nominal gate-to-source overdrive plus worst-case local threshold volt-
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(a) Comparison of static transfer characteristics
(TT 25C)

(b) Comparison of transient characteristics (SS
25C)

Figure 3.5: Comparison of the proposed ACSA to the conventional domino read path based
on dynamic PMOS local evaluation networks for a long bitline of 256 cells.

age deviation are both suppressed by factor of 1 + gm3ro ≈ 5 with respect to the required

bitline signal. The term Cin represents the input coupling capacitance and Cparx represents

the parasitic capacitance to AC ground at the internal node X. The capacitive divider ratio

in Eq. 3.1 is expected to be 80% to 90%. The resulting performance benefit is illustrated

by the waveform plots in Fig. 3.5(b). The 5σ delay at a slow corner of the ACSA is 1.8x

less than the delay of the conventional technique based on sensing with a dynamic PMOS

inverter.

Offset compensation provides dual benefits of reducing delay and lowering Vmin. Without

consideration of the sensing network there is a fundamental limit related to the worst-case

“on” (Fig. 3.6(a)) to worst-case “off” (Fig. 3.6(b)) current ratio of a long bitline of 256

cells. In order to distinguish the two data states in a dynamic fashion (no keeper on the

bitline), there must exist a sampling window between the arrival time of the slowest “true

1” (ttrue) and the fastest “false 1” (tfalse). In Fig. 3.7, Monte Carlo simulation of these delay

histograms are shown for both sensing the bitline through a PMOS and sensing the bitline

through the proposed ACSA. At 1V (Fig. 3.7(a)), the PMOS exhibits slower performance
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and wider spread in delay, but robust sampling windows exist for both sensing schemes.

At 0.55V (Fig. 3.7(b)), the PMOS ttrue distribution overlaps with the tfalse distribution.

However, the bitline on/off current variation still exhibits a separation, and the ACSA is

able to successfully distinguish this separation as illustrated by its histograms of ttrue and

tfalse. This fully dynamic scheme offers superior performance compared to an approach that

eliminates the “false 1” with a keeper [39], shifting the design challenge from keeper sizing

to developing a timer circuit for the SRAM array that can sample the data at the correct

instant. Such a timing circuit must be employed in conjunction with the proposed ACSA,

whose benefit is the widening of the dynamic sampling window.

Figure 3.6: Shown is (a) the schematic and worst-case data state for an “on” bitline with
an associated delay for a “true 1,” and (b) the schematic and worst-case data state for an
“off” bitline with an associated delay for a “false 1.”

At process conditions of FF 85C, Monte Carlo simulation results in Fig. 3.8(a) show that

the (5σ) ratio of bitline current degrades to 1 at 0.45V , resulting in zero voltage difference

between the weakest “1” bitline and the strongest “0” bitline. A sensing network that itself

suffers from local variation, cannot achieve this fundamental limit to supply voltage. The
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spread in the trip point of the sensing network will require a greater separation in the worst-

case on to off bitline current. Also shown in the plot are simulation results for sensing

with a dynamic PMOS. The ratio of tfalse to ttrue is significantly degraded and reaches 1

around 0.7V. On the other hand, the offset-compensated ACSA preserves a wider separation

between worst-case tfalse and ttrue, degrading to a ratio of 1 around 0.5V, only 50mV above

the ultimate limit set by the bitline current ratio. The change in minimum supply voltage

across temperature and bitline length of the ACSA based read path is characterized in

Fig. 3.8(b) at a constant array size of 512kb. The y-axis shows Vunity, defined as the supply

voltage at which the sampling window between ttrue and tfalse disappears. Reducing the

bitline length enables a lower supply voltage by reducing the impact of leakage from “off”

cells. Because of leakage, the worst-case temperature and required supply voltage constrain

the longest possible bitline, and, therefore, the area efficiency of the memory.

Small-signal, single-ended sensing with offset compensation has also been employed in the

works listed in Table 3.1. By AC coupling, this work avoids the unconditional full VT swing

on the bitlines and the requirement for interlock between wordline access and precharge found

in [40]. By exploiting the sharp cutoff characteristic of a PMOS stack M3-M4 to separate

1 from 0 (Fig. 3.5(a)), this work avoids the 2 capacitors, 13 transistors, and power penalty

related to regenerative feedback in [41]. Similarly, the proposed ACSA is more easily power-

gated and has fewer transistors and capacitors than the scheme in [42], while also avoiding

the need to distribute an explicit reference that must recharge input capacitors on a cycle-

by-cycle basis. Hence, 128 parallel ACSAs can be laid out on the bitline pitch, satisfying

the non-interleaved column constraint of low-voltage 8T SRAM to avoid half-selected write

operation.
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Table 3.1: Related offset-compensation sense amplifiers for memory

Publication Approach
[40] Precharges CAM match line through the sense amplifier input device to

automatically set a switching threshold that is adjusted to sense amplifier
mismatch

[42] Cascades two common-source amplifiers biased at their trip point during
precharge.

[41] Cascades two AC-coupled inverters biased in their high gain region. Re-
generative feedback is introduced with a feedback NMOS.

This work Dynamic sensing (to minimize static power) with an AC coupled input,
during precharge the PMOS threshold voltage drop is stored on the ca-
pacitor, and sensing with only PMOS devices facilitates voltage scaling
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Figure 3.7: Delay histograms of “true 1” and “false 1” for local sensing with a dynamic
PMOS (upper green plot) and sensing with the ACSA (lower blue plot) at FF 85C
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(a) Sensing margin in the context of the fun-
damental bitline on/off limit FF 85C
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(b) Simulation of Vunity, the supply voltage at which the sampling win-
dow disappears, for the ACSA across bitline length and temperature (FF
corner).

Figure 3.8: Monte Carlo simulation of sensing margin at 5σ, corresponding to 90% yield of
the 512kb memory.
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3.1.2 The Regenerative Global Bitline Scheme

After local sensing, data is forwarded across eight 64kb banks in the read cycle via the

regenerative global bitline scheme (RGBS). Shown in Fig. 3.9 (a) is the local evaluation

network based on two ACSAs supporting a total of 512 bits. The dynamic outputs of the

two ACSAs are shorted and buffered to the global bitline through the pull-up device Mgp.

When a “1” is sensed on either the upper or lower bitline, device Mgp turns on, charging

the global bitline from 0V to VDD.

Figure 3.9: Shown is (a) the ACSA based local evaluation network for the regenerative global
bitline scheme and (b) the full global read path consisting of 8 banks containing 512 rows
each, along with the associated timing signals for access time measurement.
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As the global bitline charges up, it need only reach the threshold voltage of feedback

devices Mxu and Mxl 220µm away at the adjacent bank, at which point the ACSAs in

the adjacent bank trigger the turn-on of their associated pull-up device Mgp. This process

repeats until the data arrives at the edge of the macro 1.7mm away. This cascaded operation

is illustrated by the simulation waveforms in Fig. 3.10. The assertion of RWL produces a

rise on node Z at bank 0, causing the GBL near bank 0 to sharply rise. The GBL near bank

1 rises with a first order RC response until it triggers the ACSAs in bank 1 causing a sharp

rise from the turn-on of device Mgp in bank 1. In this manner all banks work together to

drive the global bitline.
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Figure 3.10: Simulation waveforms (TT 25C) illustrate the cascaded operation of the re-
generative global bitline scheme in which all banks work together to drive the global bitline
(GBL).

The simulated delay of the RGBS is 40% faster than the conventional technique of pulling

down the global bitline with a single NMOS device. The RGBS scales linearly with distance,
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preserving sharp transitions and performance comparable to a buffering daisy chain [43]; yet

the RGBS avoids cross-over currents and enables bidirectional signaling—preventing routing

congestion of the 128b word—through a single metal 4 track on the memory cell pitch. The

full read path benefits from CMOS scaling by avoiding differential sense amplifiers, which

are sensitive to mismatch, and variable timing control signals [41, 44], especially in SOI

technology that is susceptible to history-dependent floating body effects [45].

3.1.3 Read Path Characteristics and Measured Performance

The 2.0mm× 0.35mm test site contains a 512kb macro comprised of 8 banks of 64kb. Each

bank, shown on the bottom left in Fig. 3.11 is 223µm tall, and within each bank (shown

on the bottom right) the read circuits are 14µm tall and replicated for each column of

memory cells. There are 2048 coupling capacitors on the read path that work in concert

when accessing a 128 bit word. The realized macro-level bit density is 1.19Mb/mm2 with a

projected bit density of at least 1.39Mb/mm2 with an optimized row periphery in this 45nm

technology.

The access times in Fig. 3.12 equal the minimum separation between the falling edge of

CLK and the rising edge of ACLK as depicted in Fig. 3.9(b). Each measurement corresponds

to 100% pass of all 512kb under the write and read back of alternating checkerboard and

blanket data patterns. Two measurements below 0.65V require partial turn-on of a bleeder

PMOS device on the bitlines to compensate for fast process corner leakage. At 1.2V the

access time is 400ps. Down to 0.8V the access time slows to 1ns and more steeply increases

to 3.4ns at 0.57V . Beyond this point, the slowest “1” takes longer than the fastest “false

1,” resulting in a few failing bits. Measured leakage power scales down 9.4x over this range.
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Figure 3.11: Photo of the 512kb SRAM Macro test site along with layout snapshot of the
subarray and read circuits.
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Figure 3.12: Measured read access time versus supply voltage. Two measurements below
0.65V require partial turn-on of a bleeder PMOS device on the bitlines to compensate for
fast process corner leakage.
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3.2 The Data-Retention-Voltage Sensor

For idle banks, lowering the supply to the data-retention-voltage enables dramatic reduction

of standby power. However this limit is uncertain as it results from the extremes of local

mismatch variation. The degradation in retention characteristics versus supply voltage is

illustrated going from VDD = 1.0V in Fig. 3.13(a) to VDD = 0.5V in Fig. 3.13(b).
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Figure 3.13: The reduction of supply voltage degrades retention stability until failure occurs
at an uncertain limit determined by the extremes of local mismatch variation.

It turns out that the DRV of the particular test site measured, for its particular process

corner and set of operating conditions, lies between 0.375V and 0.4V . If this can be deter-

mined without perturbing the functional array, leakage power can be reduced by 29x going

from 1.2V to 0.4V , Fig. 3.14. However, in general the minimum supply voltage is determined

by the one memory cell out of 524,288 with the largest DRV, determined by local mismatch

variation and its functional relation to the static noise margin (SNM) of the memory cells

[46]. This relation changes with process corner, temperature, and end-of-life degradation.
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Figure 3.14: Measured standby leakage power.

3.2.1 Background

Because of the uncertainty related to the DRV, current approaches conservatively place

PMOS [47] or NMOS [48] diodes in series with the SRAM power supply to reduce the

SRAM array leakage. There is an increasing emphasis on accurately setting the DRV—with

programmable diodes [49] or, most recently, active regulation [50] of the array standby supply

voltage—since both the DRV and the diodes vary with global process corner. Nevertheless,

conventional approaches must insert excessive margin into the target retention supply level

that bounds the dependency on process corner, temperature, and end-of-life conditions.

Prior work recognizes the importance of tracking the DRV. The approach in [51], biases

the array supply to twice the threshold voltage of the bitcell devices, 2 × max(VTn, |VTp|),

as observed from on-chip replica cell transistors. This solution has the benefits of tracking

global variation and achieving greater leakage reduction than a series diode. Although this

level of supply voltage is sufficient to preserve data, it is not a necessary condition. Further

reduction is possible. Another approach proposes “canary” cells [52], which are significantly

altered memory cells that must be calibrated against a known DRV distribution before they

can be interpreted as a premature indication of retention failure. The primary challenge

remains: how to efficiently determine the DRV on-chip without corrupting the contents of
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the functional array?

Analyzing such a problem in simulation is straightforward with the Monte Carlo method,

a generally applicable and easy to use approach to evaluating failure probability. A rule of

thumb for the required number of simulation runs for a high confidence estimate of a failure

probability, p, is given by:

NMC =
100

p
,

which was discussed in Eq. 2.1 of Chapter 2. Failures of interest for this work’s 512kb array

are 10−5 to 10−7, requiring a prohibitively large number of simulations from 107 to 109 runs.

Because the failure is observed by measuring how long one must wait to encounter a failing

realization, the process takes an extremely long time. In the realm of hardware, this same

approach is taken by building an extremely large number of SRAM cells in a yield learning

vehicle. Once again failure is observed by counting how many good cells can be built before

the first bad one is encountered.

Because of this barrier, accelerated simulation techniques have been developed to more

efficiently utilize computational resources in the evaluation of failure probability [35, 14,

5, 10]. When a memory cell fails it will usually fail under its most likely manifestation.

For this reason, the simulation approach described in Chapter 2 focuses on identifying the

worst-case point [27] in the space of variation parameters that corresponds to the dominant

failure mechanism. This approach employs statistical sampling to search for this point in

combination with Importance Sampling simulation, a type of variance reduction algorithm,

to estimate SRAM failure. Run time speedups of 1000x to 10,000x have been demonstrated.

3.2.2 DRV sensor operation

To meet this challenge in the context of the 512kb array, one must make a 5σ measurement

with 2σ-worth of samples or fewer. Techniques from the simulation realm will be adopted in

the hardware realm to more efficiently utilize resources. The sampling of process variation

present in 256 memory cells will be employed to explore the parameter space of threshold

variation to identify the dominant retention failure mechanism on chip.
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The overview of the DRV sensor is given in Fig. 3.15. It consists of a single column of 256

memory cells in each half-bank, incurring an area overhead of less than 2%. Unlike cells in

the functional array, the sensor cells contain split VDDand VSS wiring, providing a means to

skew and program without disturbing the functional array. Ultimately, the algorithm aims

to recover the functional relationship between threshold voltage variation and static noise

margin:

SNM(∆V ) = 1 + c1∆VT1 + c2∆VT2 + . . . + c6∆VT6

Accuracy of this description is needed only in the neighborhood of the worst-case point. The

generation of skewed supplies and the processing of the DRV sensor data, including matrix

inversion, are implemented off-chip in this work but can be implemented on-chip in future

work.

Figure 3.15: Overview of the DRV sensor. The DRV sensor cells are 8T cells with the same
size as the functional 8T cells. The read path is identical to the functional 8T cells. The 2T
read stack is not shown for clarity.

The sensor cells must match the functional SRAM cells. The schematic in Fig. 3.16(a)

illustrates the splitting of supply wiring. The corresponding layout in Fig. 3.16(b) shows that
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the single difference with respect to the functional cell is the splitting of a fat M2 VDDline

into VDDL and VDDR. The VSS lines are naturally split by the bitcell layout. Therefore,

the identical layout of the sensor cell transistors will track the random-dopant-fluctuation

mismatch in the functional cells. The actual DRV sensor cells are 8T cells with transistor

layouts identical to the functional 8T cells. The 2T read stack does not interfere with the

routing of the skewed supplies to the 6T storage portion.

(a) Schematic of DRV sensor cell

(b) Layout of DRV sensor cell

Figure 3.16: The transistor layout in the DRV sensor cell is identical to the transistor layout
in the functional bitcell. The DRV sensor cell is an 8T cell, the 2T read stack which does
not interfere with split supply wiring is not shown for clarity.

The application of voltage skews to the sensor cell emulates an effective shift in threshold

voltage since the drain current depends on (VGS −VT ) and the voltage skews directly add to

or detract from VGS. For the data state of Q = 0, this transformation is obtained from the
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matrix:

T0→1 =



1 -1 0 0

0 1 1 0

0 1 1 0

0 0 -1 1

0 0 1 0

0 -1 0 0


and the column vector of voltage skews:

V = [ V 1 V 2 V 3 V 4 ]T .

The effective threshold voltage change, ∆V T eff , is obtained from the product T0→1V . The

columns of T0→1 correspond to the applied voltage skews, and the rows of T0→1 correspond

to the resulting threshold voltage deviations of transistors M1-M6 (both the skews and

transistors are labeled in Fig. 3.15). As an example, consider a skew, V ∗, in which the only

non-zero component is V 2 = 100mV :

V ∗ = [ 0 100mV 0 0 ]T

Because the gate-to-source overdrive of M2 is degraded, its threshold voltage is effectively

100mV higher.1 Also, since M2 is “on” for the given data state, the 100mV drop propagates

to the gate of M3 making it also 100mV weaker. For the same reason, both M1 and M6 are

100mV stronger. Hence,

∆V ∗T eff = [ −100mV 100mV 100mV 0 0 −100mV ]T .

The above vector corresponds to the second column of T0→1. Tracing through the effect

of the other voltage sources on the gate-to-source overdrive of the bitcell transistors, one

can fully determine T0→1, the transformation from supply voltage skew to threshold voltage

1For the analysis related to the DRV sensor, a positive VT convention is employed for PMOS devices.
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skew. Therefore, the resulting SNM, under a voltage skew, V , is:

SNM = 1 + cT∆V T eff

SNM = 1 + cTT0→1V

Given a 1σ measurement of VT variation in memory cell devices,2 the DRV sensor is

skewed in multiple directions to reconstruct the SNM as a linear function of VT . The chosen

voltage skews are:

V a = ka√
2

[ 0 1 0 −1 ]T

V b = kb [ 0 1 0 0 ]T

V c = kc [ 0 0 1 0 ]T .

where ka, kb, kc parametrize the magnitudes. The algorithm in Fig. 3.17 searches for the

value of these magnitudes that collapse the nominal SNM, as observed by 50% failure in

the 256 memory cells, for a given supply voltage level under test. Specifically, the cells

are programmed to “0” and failure is observed by counting the number of sensor cells that

flip to “1.” The sensor cells are read through through the same ACSA based read path

as functional cells. The sensor cells are written to “0” by collapsing VDDL to 0V . It is

important that the sensor cells are not written through the standard write path, because it

would require the assertion of WWL and therefore disturb the functional memory cells in

the same row. Both the read and write operations are executed when the sensor cells receive

nominal supply voltage conditions (e.g. VDDL and VDDR at 0.9V for read, VDDR at 0.9V

for write, and VSSL and VSSR at 0V ). These magnitudes of the skews are labeled ka, kb, kc

and the projections of two of the skews are illustrated in Fig. 3.18(a).

By simplifying coefficients (assuming M5 and M6 do not influence retention and M3 and

M2 have similar influence on the SNM), a reduction of dimensionality is obtained:

[ c1 c2 c3 c4 c5 c6 ] = [ c1 c2 c4 ]R

2An example approach to obtaining the standard deviation of SRAM transistor threshold voltage can be
found in [53].
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Figure 3.17: DRV sensor algorithm

where

R =


1 0 0 0 0 0

0 1 1 0 0 0

0 0 0 1 0 0


With the observed values of V a,V b,V c, the following expression gives the SNM coeffi-

cients corresponding to the particular global corner and power supply level during measure-

ment: 
c1

c2

c4

 = −




V aT

V bT

V cT

TT
0→1R

T


−1 

1

1

1

 .
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Finally, the resulting coefficients are combined with σVT to estimate failure

Pf = φ

(
− 1√

(c1σ1)2 + (c2σ2)2 + . . .+ (c6σ6)2

)
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Figure 3.18: Shown is (a) two DRV skews projected on a 2D space with a mismatch sampling
cloud of size 256, (b) a reduced magnitude vector for conservative estimation, and (c) an
example measurement for skew V a at VDDAR = 0.325V .
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3.2.3 Measurement results

The retention failure rate versus supply voltage is first observed on the functional array by

writing the entire array to “0” at an operational VDD(e.g. 0.8V ), then reducing the array to

the retention level under measurement, then restoring the array to an operational VDD, and

finally reading out the array to count the number of bits that flipped. In this experiment,

all voltage adjustments and skews are quasi-statically applied at a rate of 200mV/minute,

and furthermore the skews are generated by incrementing one source at a time by 1mV .

The black line in Fig. 3.19 shows that at 0.4V , no bits fail in the functional array, and at

0.375V , four bits fail. At 0.16V , over 80% of the bits are still good. This wide transition

poorly modeled by the normal CDF illustrates the challenging statistical question that must

be answered.
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Figure 3.19: DRV Sensor measurement results on one 512kb test chip.

Next, the DRV sensor algorithm is run at 0.275V, 0.325V, and 0.375V with σVT of the

bitcell transistors taken from the technology design manual. The red line shows the results
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of the DRV sensor algorithm. A reasonable matching of failure probability is attained.

Drawing a horizontal line at a given failure probability such as 10−5 results in less than

10mV of error in the predicted data retention voltage.

Furthermore, margin can be inserted into the algorithm by replacing the failure criterion

of 50% with 25% as illustrated in Fig. 3.18(b). As a result of the spherically symmetric

sampling in the threshold voltage domain, the sensitivity coefficients of the static noise

margin will be consistently overestimated, producing a measured margin of approximately

40mV in the data retention voltage. Each data point from the DRV algorithm comes from

the observation of the three skew magnitudes ka, kb, kc. Fig. 3.18(c) gives the measurement

data for V a at 0.325V . Executing the inner loop of the algorithm samples the relation

between the fraction of flipping sensor cells versus skew magnitude. When sufficient data is

gathered, interpolation of the points gives the magnitude for the 50% and 25% points.

Therefore, the DRV sensor algorithm reveals the limit of standby supply voltage while

guaranteeing negligible risk of losing data in real-time embedded operation. This technique

is relevant to state-of-the-art embedded SRAM that requires the retention voltage as an

input to standby power regulation circuits [54].

3.3 Concluding Remarks on SRAM Voltage Scaling

This prototype has revealed that AC coupling is viable on a finer scale in advanced CMOS

technology as the gap between intrinsic device capacitance and interconnect capacitance

continues to grow. Secondly, the analysis of the bitcell in isolation cannot reveal the voltage

scaling limits of the overall memory. Variation tolerant sensing networks are critical to avoid

further degradation. Finally, the extreme statistical fluctuation of performance metrics can

be efficiently predicted on-chip by recovering the functional relationship between the process

variation parameter and performance metric.

As future work, timing circuits need to be developed for capturing the dynamic oper-

ating window of the read path. In addition, the theoretical basis of the DRV sensor can

be augmented to account for DIBL and body bias (in bulk technologies) while also being
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extended to other failure mechanisms such as read instability and other circuits such as sense

amplifiers and flip-flops.

Summarized in Table 3.2 and Fig. 3.20 are the features of the 512kb Macro organized

into 4096 words of 128b. Each half-bank contains its own column of DRV sensor cells for

fine resolution observation of the DRV. A sensing network of 20.9µm2 supports the read-out

of 512b. The access time scales from 400ps to 3.4ns from 1.2V to 0.57V . The 64kb bank

presents a building block that can be tiled to form high density, low-voltage last level cache

in scaled CMOS technology.

Figure 3.20: 64kb bank structure
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Table 3.2: Summary of test chip characteristics

Organization
4096 words x 128b

(in 8 banks of 64kb)

Technology
45nm High-

Performance SOI

Cell Area 0.578µm2

Sense Circuit Area
Supporting 512b

20.9µm2

Access Time at 1.2V 400ps

Access Time at 0.57V 3.4ns

Active Power at 1.2V
(extrapolated from

100MHz to 1.25GHz)
169mW

Leakage Power at 1.2V 338mW
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Chapter 4

Time-to-Digital Sensing for FRAM

Non volatile memory has the essential feature of consuming zero standby power while re-

taining data. Within each of the non-volatile memory technologies in Table 4.1, there exists

a trade-off among cost, performance, endurance, and energy consumption. The capability

of the sensing circuits to distinguish 1 from 0 across all the statistically fluctuating bits in a

given memory chip constrains this trade-off.

Table 4.1: Comparison of Representative Non-volatile Memory Designs

NAND Flash NOR Flash PRAM FRAM MRAM

Density
(Mb/mm2)

216 20.6 5.86 1.47 0.502

CMOS node 32 nm 65 nm 90 nm 150 nm 130 nm

Timescale of
bitcell

1.89 ms
(prog.)

70 ns (read)
435 µs (prog.)

78 ns (read)
430 ns (write)

70 ns (read)
32 ns (read)
70 ns (write)

Endurance ≈ 105 ≈ 105 > 105 > 1013 > 1015

Energy per
written bit

1.4 nJ
(prog.)

— 9.8 nJ 50 pJ 253 pJ

Ref. [55] [56] [57] [58] [59]

* The calculation for energy per written bit is taken from the product of total
active power divided by random cycle time and number of IOs. This is not to be
confused with other methods that evaluate the active power divided by burst-mode
IO bandwidth as in [60].

In order to achieve the full potential of these memory technologies, the cells must be
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read with circuits that exhibit low mismatch and operate at low voltage while using the

transistors of deeply scaled CMOS. Area efficiency must also be preserved. The work in this

chapter begins with an observation about the time scale of the memory cell—whether it is

the RC delay of a narrow flash WL, or the polarization time of a ferroelectric capacitor, or

the duration of annealing in a phase change memory element. This time scale is significantly

longer than the fanout-of-four delay of the underlying CMOS logic gates.

One circuit noted for low voltage operation and performance improvement with technol-

ogy scaling is the time-to-digital converter (TDC) [61]. This work presents an embedded

FRAM prototype that uses this type of circuit to sense with high resolution for the pur-

pose of reducing the access energy in the non-volatile RAM and storage of ultra low power

SoC’s (with 16 to 32 bit data paths) that target a mere 10 to 100 picojoules of energy con-

sumption per clock cycle [62, 63, 64]. Although NAND Flash, the predominant non-volatile

memory technology, offers the ultimate in cost for low-power portable electronics, it forces

the user to pay a significant penalty in endurance, performance, and access-energy. Many

applications such as implantable medical devices require significantly lower access energy

non-volatile memory to deliver longer battery lifetime and richer functionality, necessitating

the exploration of an alternative technology.

One such promising technology is low-voltage FRAM. Presently, the minimum required

operating range of FRAM memory designs, using the the most viable PZT ferroelectric ca-

pacitor process technology, is around 1.3 ∼ 1.5 V [65, 66]. This range needs to be reduced

for more advanced technology nodes because smaller-geometry transistors must operate at

lower supply voltage. Also, in presently available technologies, lowering the operating volt-

age can dramatically reduce the energy for accessing data because ferroelectric memories

contain significant switched capacitance due to long bitlines, long and boosted wordlines,

global IO routing, and even the large capacitance bitcell itself which must be toggled a sec-

ond time after a destructive read operation. The ultimate voltage limit of FRAM depends

on both technology properties and circuit design characteristics. Some technology proper-

ties include compatibility with CMOS processing, dielectric thickness engineering, leakage,
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dynamics of polarization, and density of polarization. Some circuit design characteristics

include variation-tolerant design, neighbor cell disturbance, low-voltage peripheral circuits,

and reference generation. Hence, low-voltage FRAM remains an active area of investigation.

There have already been significant developments to help understand the voltage limit of

FRAM. The work in [67] achieves 0.9 V operation with a 2.7 µm2 cell containing a strontium

bismuth tantalate (SBT) ferroelectric capacitor. It presents a low variance reference cell that

tracks data imprinting and employs a bitline layout that shields neighboring cells from each

other. So as the signal margin shrinks with lower supply voltage, the reference remains

centered between the two data states. The work in [66] demonstrates a memory with a

0.72 µm2 cell in a more CMOS-process-compatible lead zirconium titanate (PZT) capacitor

technology that functions down to 1.3 V. To enable low-voltage operation, peripheral circuits

actively drive neighbor bitlines to couple additional voltage bias across the sensed capacitor.

Because the ferroelectric capacitor exhibits a hysteresis in charge versus voltage, developing

a larger voltage across the cell ensures that maximum charge is extracted.

By employing a time-to-digital sensing scheme, this work departs significantly from the

classic DRAM read path. It eliminates clocked sense amplifiers that convert a small signal

on a high impedance bitline directly into a logic 1 or 0 at a specific strobe timing. Other

alternatives to the DRAM read path have been explored for FRAM. The design in [68]

uses a sense amplifier based on cross-coupled inverters with an unconventional precharge

scheme that avoids the toggling of the cell capacitor to reduce access time. The work in

[69] recognizes that a low-impedance bitline can extract more charge from the ferroelectric

capacitor, so it includes a pre-amplifier to establish a low impedance bitline, at the cost of

area (24 transistors and 14 coupling capacitors) and additional timing signals. Neither of

these alternatives to the DRAM style read path mitigate the offset inherent to the cross-

coupled inverter sense amplifier that results from local device mismatch.

This paper presents a low-voltage FRAM design that compensates the offset of the sensing

circuitry so that the reference value for the 1T1C cell can be accurately compared against the

bitcell signal. It is first observed that, at low power supply voltage, longer bitlines maximize
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the diminishing bitcell signal. In this sense, placing many (1024) cells on a common bitline

best utilizes the smaller VDD-limited voltage range to span the entire width of the cell

hysteresis. Next, a description of how the cell is read by a time-to-digital converter without

compromising area efficiency is presented. Finally, characterization of a 1Mb prototype,

containing a 0.71 µm2 cell with a 70 nm PZT ferroelectric capacitor, shows operation down

to 1.0 V.

4.1 FRAM for Low-Access-Energy Non-Volatile RAM

4.1.1 The 1T1C FRAM Cell

The 1T1C FRAM cell in Fig. 4.1 based on the technology in [65] contains a ferroelectric

capacitor in series with an access transistor. The ferroelectric capacitor exhibits a hysteresis

in charge versus voltage shown in Fig. 4.2(a). When writing a 0, the selected cell’s WL

is raised at least one NMOS threshold voltage above VDD and the local plateline (LPL)

is driven to VDD while the bitline (BL) on the other end of the cell is driven to ground.

This is indicated by the dot in the upper-right quadrant of the hysteresis plot, provided that

VDD is beyond the level, known as the coercive voltage, required to saturate the hysteresis.

When writing a 1, the opposite condition is applied, represented by the dot in the lower-left

quadrant. During retention, the applied bias is removed and a charge separation remains on

the capacitor that depends on the previous write polarity.

This information can be extracted from the cell by an after-pulse read operation, which

is illustrated in the hysteresis trajectories of Figs. 4.2(b)-(c). When sensing the memory

cell, the BL is precharged to ground and left floating. Then the LPL is pulsed across the

series combination of the memory cell and the floating bitline capacitance. This sequence is

depicted by the waveforms in Fig. 4.3(a). For the case of reading a 1 (Fig. 4.2(b)), the hys-

teresis is traced from point X to Y during the rising edge of the local plateline and then from

point Y to Z during the falling edge. The dashed loadline of the bitline capacitor constrains

this trajectory and generates a voltage V1 associated with data 1 that corresponds to the
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Figure 4.1: Schematic of the 1T1C bitcell with the local plateline (LPL) routed in parallel
to the bitline (BL).

vertical separation between points X and Z. At lower supply voltage, the signal development

on the bitline capacitance prevents the ferroelectric capacitance from experiencing its full

coercive voltage even though the write operation still enables the saturation of the hysteresis.

Hence the read operation limits the voltage scaling of the memory.

It is also important to note that the read operation is destructive, and that the correctly

sensed data must be written back to the memory cell. When reading a 0, the same bitline

precharging and local plateline sequence is applied. However, the trajectory originates at the

data “0” point on the hysteresis in Fig. 4.2(c) and consequently traces the non-hysteretic

linear capacitance. Therefore, the resulting voltage V0 is close to 0 V for this after-pulse

sequence (in which LPL returns to ground). The difference between V1 and V0 is much less

than VDD so the small voltages on the bitline are converted to logic levels by comparison with

a midpoint reference and amplification with a sense amplifier. It is also expected that the

after-pulse sequence (as opposed to on-pulse sensing with LPL still high) cancels a component

of signal dispersion related to the non-switching capacitance of the cell at the expense of a

longer read cycle [70]. Finally, switching dynamics slow drastically at low enough voltage

bias in ferroelectric capacitors, and the timescale of writing can pose a practical barrier to

low voltage operation [71]. However, significant switched polarization was observed down to

∼ 0.75V on a 2µs timescale for the specific ferroelectric capacitor technology of this chip

[65].
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Due to process variation and material properties, the local fluctuation in signal from one

ferroelectric capacitor to another degrades the observed voltage difference between 1 and 0.

For the single-ended 1T1C cell, the V1 distribution and V0 distribution must not overlap so

that a global reference can correctly separate the two data states. Offsets from the sensing

circuitry impose an additional requirement on the separation of these distributions. Shown

in Fig. 4.3(b) are histograms of V0 and V1 for a conventional bitline length of 256 cells and a

tenuous power supply of 1.2 V. Also shown is the Gaussian fit of the offset of a typically sized

sense amplifier (with an ideal and centered reference voltage) for a conventional FRAM design

of approximately 60% array efficiency. The Monte Carlo simulation of a bitcell with a 70nm

thick, 0.44µm2 PZT capacitor (model details can be found in [72], full bitcell specifications

can be found in [73]) illustrates that a 1Mb chip will have less than 1% yield (assuming no

redundancy or ECC) under these conditions.1

Shown on the top axes in Fig. 4.4, is the statistical voltage signal varied across bitline

lengths. The voltage signal is obtained from the difference of the 5.6σ points of a Gaussian fit

of the V1 and V0 distributions. For a modest supply voltage of 1.35 V, the conventional design

point maximizes the voltage signal at 256 cells per bitline. For shorter bitlines the capacitive

divider between bitcell and bitline capacitance presents too little bias across the ferroelectric

capacitor to extract enough remnant charge. For long bitlines the large capacitance simply

attenuates the voltage.

The bottom plot in Fig. 4.4 shows how larger bitline capacitance faithfully extracts

more charge because the cell experiences larger bias. As the supply voltage is lowered,

this extraction of charge becomes increasingly important and motivates longer bitlines if a

lower voltage signal can be sensed. In this work, the bitcell charge is converted to a delay

and sensed with a 5bit time-to-digital converter. Because the improved resolution permits

operation with a smaller separation between data states, the memory chip supports long

1024 cell bitlines, preserves area efficiency, and scales in supply voltage.

1The chip yield is numerically evaluated by sampling the three Gaussian random variables for V1, V0, and
sense amplifier offset in proportion to the number of cells per bitline.
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4.1.2 The TDC-based Read Path

Fig. 4.5 introduces the TDC based read path, and the accompanying timing diagram in

Fig. 4.6 describes the sequence of input signals and chip behaviors. The read path begins

with a long bitline of 1024 1T1C cells with platelines routed in parallel to bitlines. At the

end of the bitlines, a current source and comparator connect to bitlines in groups of 16.

The purpose of this circuit is to convert the bitline level to a delay. Next, the bitcell signal,

represented by the the delay of the rail-to-rail comparator output, multiplexes through a

daisy chain of OR gates across a total of 128 columns, with 64 bitlines above and 64 bitlines

below. Finally, the signal delay is processed by a 5 bit subtraction TDC, which measures

both a signal delay and a reference delay and then performs subtraction to determine the

cell data to be 1 or 0.

Within the 5 bit TDC, there are 32 slices. The schematic of one slice is shown in

Fig. 4.7(a). Each slice contains a current-starved delay element with dynamic output to cut

off cross-over current, a minimum area 9T dynamic register (Fig. 4.7(b)), and a feedback

NOR gate that embeds subtraction within the TDC, avoiding the need for a 32 bit adder

outside the TDC. Because the continuous bitline voltage is locally converted to a continuous

delay, the OR gates serve as an effective mechanism to deliver the signal from a very small

1T1C cell to a large, high resolution sensing circuit that occupies 110 µm2. Not only does

the highly interleaved nature of the design amortize the area of the sensing circuit across

several columns, but it also eliminates the neighbor bitline coupling noise encountered in

DRAM-style designs [74, 70] by grounding 63 bitlines between every active bitline.

Figs. 4.8(a)-(b) show the schematic of the cascode current source and comparator. The

rudimentary 9T wide-output-range OTA provides a continuous-time comparator with simple

biasing, low voltage operation, and low power. The comparator is biased to a level of current

that preserves a modest gain (7.1 to 8.5) and keeps the systematic offset from both gain

error and crossing delay under 15mV . Although the comparator itself has modest gain, the

AND gate sharpens the timing edge of detection. More importantly, the mismatch of the

comparator results in a local variation of offset across the 64 comparators in the 1Mb chip.
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Fundamentally, the TDC sensing scheme needs only an inverter to convert a bitline ramp

to a delay interval2, but using a comparator instead lowers the required range of bitline

voltage swing. Therefore, as will be seen during the discussion of measurement, it is necessary

to ramp the bitline up to approximately 150mV—covering the bitcell voltage signal, plus

the finite transition width of the OTA, and the spread of the comparator offset—instead

of VDD/2. This reduced range permits the capability of 32 TDC slices to measure the

comparator offset to within a resolution of 5mV . Because the TDC sensing circuits measure

both the offset of this comparator and the bitline signal, the offset can be be canceled and its

distribution need not fit within the bitline voltage distributions. This behavior will become

apparent in the following description of the TDC sensing operation.

4.1.3 TDC Read Operation

First, consider the read 0 operation, which is illustrated in Fig. 4.9. To begin, the local

plateline is pulsed to extract the cell charge onto the bitline, which is connected to the

master bitline MBL through a transmission gate. In this case, the resulting bitline level is

low for data 0. Then, an externally supplied start pulse activates the ramping of the bitline

and simultaneously propagates through the TDC slices. When the comparator detects that

the bitline has crossed Vref1, it sends a stop signal to the TDC through the OR daisy chain,

capturing the input chain of 1’s followed by 0’s. This measurement is illustrated in the first

two snapshots of the TDC inputs (Z[0 : 31]) and outputs(TQ[0 : 31]) in Fig. 4.9(b). The

location of this transition, which is processed by each slice’s NOR gate and stored in the

TDC registers (third snapshot), represents the delay of a 0 plus any offsets associated with

the comparator, current source, and timing skews from the daisy chain. The first rising edge

of the stop signal also triggers the discharge of the MBL node to ground in preparation for

the second delay measurement.

Another externally supplied start pulse triggers this second delay measurement. The same

bitline is ramped up with the same current source. The same comparator detects the crossing

2If an inverter is used, the mechanism to deliver the reference between 0 and 1 must be different from
what is described herein. Namely, the reference charge must be delivered directly to the bitline.
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with respect to a different voltage Vref2. As before, the time of the comparator detection

will be digitized by the TDC. This second measurement (fourth snapshot in Fig. 4.9(b))

represents the reference delay plus the same offsets as described before. When the TDC

registers update, the NOR operation will cause the TDC slices with zero at both the input

and output to go high. This comparison (fifth snapshot) accomplishes subtraction, canceling

the offset, and indicating that signal delay was longer than reference delay.

The complimentary case of read 1 is shown in Fig. 4.10. At the beginning of the read cycle,

the pulsing of the local plateline produces a higher voltage on the bitline. Consequently, it

takes less time for the current source to ramp the bitline up to Vref1 during the first delay

measurement (second snapshot in Fig. 4.10(b)). Therefore, a shorter delay of data 1 is stored

in the TDC registers (third snapshot). When the reference delay—which remains the same

because it corresponds to bitline ramping from ground to Vref2—is measured, the chain of

1’s at the inputs to the TDC overlaps with the chain of 1’s at the outputs (fourth snapshot).

This overlap causes all outputs of the TDC to update to 0, indicating that the signal delay

of 1 was shorter than the reference delay. As before, subtraction is accomplished with logic

gates instead of a differential pair. To determine the final result the outputs of the TDC

need to be processed by a simple OR operation and the sensed data is written back to the

memory cell.

The simulations of the read cycles employ a quasi-static ferroelectric capacitor model and

exhibit a cycle time of 217 ns. This time scale reflects a minimum possible cycle time at 1.0V,

given the two-stage TDC sensing scheme. As discussed later, actual chip measurement at

1.0 V reveals a 730 ns cycle time which is largely due to the actual dynamics of ferroelectric

polarization at 1.0 V. For nominal conditions at room temperature, the minimum delay of

32 TDC slices is 9.0 ns at 1.5 V and 23.7 ns at 1.0V. Twice this time gives a coarse estimate

of access time penalty compared to conventional sensing. If there exist significant timing

skews in the read path (from the OR daisy chain for example), or if it takes longer to ramp

the bitline up to Vref1, one may choose to further slow down the TDC chain by reducing the

bias on VCTL of Fig. 4.7(a). If the ferroelectric material polarization takes longer than this
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time scale, then the penalty for TDC sensing becomes tolerable.

The principle of charge sensing permits widening of operating margin by slowing down:

the current source charging rate can be reduced while maintaining the TDC delay resolu-

tion. A fixed charge difference between data 1 and data 0 can be expanded to a longer delay

separation between t0 and t1. As a practical constraint, the spread in comparator voltage

offset—which converts into time offset—can overwhelm the dynamic range of the TDC cir-

cuit, leaving no range for the bitcell signal. Too low of a BL charging current adds to the

spread in time offset because of fluctuation across current sources. Nevertheless, the TDC

circuit can efficiently achieve an expanded dynamic range with a counter-based structure for

MSB data while using the high resolution delay line for the LSB data [75] at the expense

of longer access time. This sensing scheme still has fundamental limits related to parasitic

current paths from unselected bitcells overpowering very low charging currents and thermal

noise—appearing as varying comparator decision time and accumulated delay deviation in

the chain of TDC slices—producing random errors between signal delay and reference delay.

These last two sources of error are not expected to be significant for bitcell signal levels

larger than 1mV (from kT/CBL).

4.1.4 Chip Architecture

The architecture of the 1Mb FRAM prototype is illustrated in Fig. 4.11(a). The chip is

organized into 8 slices of 128 kb, each with one bit data input and one TDC to process one

bit of data output. The vertical spine in the middle of the chip contains a level-shifting row

driver for the elevated wordline voltage (0.7 V higher than VDD). This region also contains

a decoding structure to support a hierarchical plateline configuration. Local plateline driver

supplies are routed horizontally to activate one of eight plateline groups (the one common

to the active WL) per bitline so that the delay, energy, and LPL-BL coupling of the vertical

plateline is tolerable with 128 cells per local plateline group. A variety of FRAM designs

have amortized the area of plateline driving circuits across multiple cells, most of which are

unselected, [74, 70] but care must be taken so that a significant voltage does not develop
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across unselected capacitors. The unwanted voltage drop comes from both a parasitic divider

between ferroelectric capacitor and junction capacitance and reverse-bias junction diode

current at high temperature. For this chip’s technology, the dominant source of disturbance

comes from parasitic junction capacitance as in [70].

The core area is 1.12mm2, resulting in a overall bit density of 0.936Mb/mm2. In this

architecture, one million 1T1C cells multiplex to eight large 110 µm2 5 bit TDCs, while

preserving a memory array efficiency of 66.4%.
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4.1.5 Chip Characterization

When characterizing the chip, voltage references and the timings in were explored under

alternating checkerboard data patterns. Each of the edges associated with an arrow in

Fig. 4.6 can be adjusted in this experiment with off-chip clocks to accommodate the different

events in the read cycle with sufficient time. A midpoint reference that distinguishes the two

data states is delivered through the voltages Vref1 and Vref2. The quantity (Vref1−Vref2)CBL

corresponds to a reference charge which must be greater than a worst-case 0 and less than

a worst-case 1 after capacitor relaxation.

For experimental flexibility, the reference charge in this work is delivered directly by

off-chip voltages and so are the voltages for biasing the comparator and current source

(BIAS1, BIAS2, BIAS3 in Fig. 4.8), and TDC delay (VCTL in Fig. 4.7). The test board

in Fig. 4.12 generates the tunable references and address counting to extract the schmoo

plot in Fig. 4.13, which shows the fraction of failing bits from a checkerboard pattern versus

a sweep of the data reference. For low values of Vref1 − Vref2, all 0’s read out as false 1’s

(50% fail for a checkerboard) and for high values, all 1’s read out as false 0’s. Thus, the

first transition down to zero fails reveals the tight distribution of the 0 data state, and

the second transition from zero fails back up towards 50% fails reveals a significantly wider

spread in 1’s which is expected from the after-pulse sense operation. The 12mV wide floor

of zero fails quantifies the additional noise that could be tolerated on the externally supplied

reference voltages. Generating low-power, accurate, temperature-stable, and power-supply

ripple immune references on-chip is a solved problem [76, 77, 78]. It is also anticipated that

providing these references on-chip will widen the reference window of Fig. 4.13.

The data in Fig. 4.14 shows that time-to-digital sensing can scale the voltage operating

point from a nominal VDD of 1.5 V to 1.0 V. The performance and energy are measured

under conditions for which all bits in the 1Mb chip pass the write and read back of alternating

checkerboard data patterns. Furthermore, the chip was powered down for 30 minutes at 27◦C

with VDD shorted to ground between the write and read back of both patterns to verify

non-volatile operation. The read access energy scales by approximately a factor of 2 from
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19.2pJ to 9.8pJ per accessed bit. This energy scaling accompanies a trade-off in read cycle

time going from 200 ns to 730 ns.

Also shown in Fig. 4.14(a) is the energy associated with a write cycle. This information

captures the energy related to toggling the high capacitance nodes of the local plateline

and bitline once in addition to the decoding energy. A read operation consumes the same

energy as write plus additional energy from a second toggling of the local plateline, activity

within the TDC, and static power from the continuous-time comparator. Simulation of

the comparator with the settings used during testing, gives 43.5µW and 7.7µW of static

power at 1.5V and 1.0V respectively. During a read cycle, the comparator is power gated

off for 57% of the cycle, so the simulated energy consumption of the comparator is 3.7pJ

(1.5 V) and 2.4pJ (1.0 V) for each accessed bit. For either write or read, the boosted WL

did not consume a significant amount of energy because of its comparatively small switched

capacitance. During idle mode, the 1Mb macro consumes leakage power of 251 nW (at 1.5

V, 27◦ C) to 95 nW (at 1.0 V, 27◦ C). This is 3,000 to 1,000 times less than the active read

power, and there is no additional wake-up time needed before an access.

Summarized in Table 4.2 are the key physical and electrical features of the low-access-
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similar curve is observed for the complimentary checkerboard pattern.

energy FRAM chip.
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Table 4.2: 1Mb FRAM Chip Summary

Organization 128k words of 8 bits

Technology 130 nm LP CMOS

Array Efficiency 66.4%

Full Macro-level
Density

0.936 Mb/mm2

Operating Voltage
(CORE / WL)

1.5 V / 2.2 V to
1.0 V / 1.7 V

Read Cycle Time 200 ns to 730 ns

Read Power 772 µW to 107 µW

Idle Power 251 nW to 95 nW

Standby Power 0 W

* Measurements in this table are at 27◦ C.
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4.2 Concluding Remarks on TDC Sensing

A a 1Mb FRAM prototype targeting low-access-energy has been described. As supply-

voltage is lowered to achieve this target, the statistical signal of the ferroelectric capacitor

reduces. Conventional sense amplifiers based on clocked comparators exhibit a fluctuating

offset that causes bits to fail before the bitcell signal completely disappears with lowering

supply voltage. Using a time-to-digital converter instead provides a higher resolution circuit

that captures both the signal and the offset of the sensing devices, permitting the reduction

of overall sensing circuit variation. Representing the signal as time to process it with a

TDC required architectural modifications to the cell array in order to accommodate the

high degree of column multiplexing, and it also required the custom development of a delay-

line TDC that embeds subtraction functionality. Measurement results verified the capability

to scale the supply voltage and achieve a 2x reduction in access energy. The low-voltage

circuits employed in this time-to-digital sensing approach ensures that the minimum supply

voltage will be limited by the ferroelectric capacitor and not by the peripheral circuits. This

sensing scheme also remains compatible with a variety other FRAM circuit developments

such as the generation of an optimum midpoint reference to track capacitor imprint and

global variation. It is also compatible with low-offset comparator design techniques to attain

further margin.

Through the example of reducing FRAM energy consumption, the significance of time-

to-digital sensing emerges. It efficiently compensates analog offset with digital circuits. It

provides a sensing scheme that scales in voltage, minimizes static power, and gets better

with technology scaling. And, representing the signal as a delay better serves the essential

multiplexing operation of memory. Recalling that in many cases the time scale of the bitcell

relative to a CMOS gate delay is large, time-to-digital sensing will enable a broad class of

semiconductor memories to achieve their full potential.
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Chapter 5

Non-volatile processing

This chapter will present the design and implementation of a custom standard cell register

that can retain its data during power interruption. Furthermore a power management unit

(PMU) accompanies the non-volatile D flip-flop (NVDFF) with the integration into a flow

that takes arbitrary RTL and produces a circuit that never has to reboot, and hence has no

distinction between on and off. The result of the proposed work is a method to produce a

digital circuit (as specified by RTL) that automatically computes when power is available and

retains its complete state for every internal node while power is unavailable. This desired

operation is illustrated in the cartoon of Fig. 5.1. The circuit and design methodology

presented herein is useful for energy harvester applications, low power portable electronics

[8], and even enterprise applications that aggressively power gate idle portions of digital

integrated circuits [79].
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Figure 5.1: Cartoon of desired feature of non-volatile operation
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5.1 Non-volatile DFF

The emergence of non-volatile memory technology alternatives to FLASH presents exciting

new opportunities as discussed in the previous chapter. Because many of these technologies,

including the ferroelectric capacitor (fecap) technology explored in this work, are compatible

with a digital CMOS process, they can also be embedded into registers instead of being

built into high density memory arrays. Prior to the availability of non-volatile technologies,

retention registers had been developed to enable very low power standby modes for portions

of a circuit that are power-gated or even entire chips [80]. Such a solution requires an always-

on power rail that adds system-level complexity in the form of an extra power pin and a

specification for a battery to always supply static current to the state elements.

For this reason, the register in [81] employs magnetic tunnel junctions as the state el-

ements. By using the state-dependent resistance to skew the impedance to ground in a

cross-coupled inverter pair, self timed operation is achieved. However, this design suffers

from large currents ( 1mA) and in-turn large devices to support the write current require-

ments for the magnetic tunnel junctions. Another related work presents an non-volatile

register that stores its state in ferroelectric capacitors [3], similar to the approach in this

thesis. The schematic is shown in Fig. 5.2.

The most critical operation for the non-volatile register—also known as non-volatile D

flip-flop (NVDFF)—is the ability to sense an analog signal stored in the hysteresis of two

embedded ferroelectric capacitors (a technology described in the previous chapter) and place

the result in the slave stage latch. The conventional NVDFF programs the ferroelectric

capacitors by driving a positive or negative supply voltage across the capacitor terminals.

During restore, the voltage divider of the two branches of series capacitors are alternately

above and below V DD/2 when a voltage is pulsed across both ferroelectric capacitor dividers.

After a pre-determined time, a cross-coupled inverter pair is enabled and amplifies the small

signal to the logic state of the slave stage.

Shown in Fig. 5.3 is a simplified schematic of the proposed solution along with simulation

waveforms during a restore operation. Two identical current sources charge up the ferro-
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electric capacitors and the difference in charge due to the state of the capacitors develops

a difference in voltage. The node with the higher voltage (in this case FET) will turn on

the diode in series with the PMOS header device in the cross-coupled inverter pair. As

soon as this path conducts, the internal node (QT) rises and cuts off the path from FEC

to QC, latching the data with positive feedback. The internal latch node QT quickly rises

without disrupting the continual accumulation of signal on FET because of the significant

difference in capacitance. Namely, the small swing on the high capacitance nodes FET and

FEC translates to a large swing on the smaller capacitance nodes QT and QC. This charge

sharing technique is applied in contexts where an analog signal needs to be detected on a

large capacitance (often times a consequence of large fan-in) node [82].

The simulation comes from a post-layout RC extracted netlist of the flip flop so the initial

trajectory of QT and QC are not perfectly matched, but the placement of metal shapes has

been constructed to match the coupling to both nodes so that almost all of the asymmetric

voltage comes from the actual state of the ferroelectric capacitors.

The full schematic of the slave stage with ferroelectric interface circuits is shown in

Fig. 5.4(a). The circuit exhibits four different modes based on the state of the two control

signals PG and LD which are described in Table 5.1. As a central design objective, it must

be ensured that there are no glitches on the ferroelectric capacitors that can corrupt the

data. The transition between modes is therefore accompanied with the transition of only

one of the two signals. The schematic of Fig. 5.4(a) shows an additional signal EQ which is

conservatively added to the non-volatile state management scheme to clear voltages across

the fecaps and prevent unwanted coupling to build up a parasitic voltage.
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(a) Slave stage

(b) Ferroelectric interface circuits

Figure 5.2: Schematic of conventional FRAM NVDFF from US Patent #6650158 [3].
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Table 5.1: State table of NVLATCH modes

PG LD Mode
1 1 Off
0 1 Restore
0 0 Active
1 0 Save

The two PMOS transistors connected to FET and FEC act as the current sources. They

are sized as long-channel devices to set a low level of charging current and minimize offset.

They are coarsely biased by two PMOS diode drops, ensuring that a functional bias point is

set across all global process corners. The node PBIAS also sets the diode drop, or threshold

at which the slave latch triggers. This is important because voltage bias across the capacitors

is a critical issue for sensing dynamics.

Fig. 5.4(b) shows the additional devices needed to construct a full DFF from the cir-

cuit. Not shown are additional devices that implement a asynchronous active-low reset (by

breaking feedback in the master stage and adding extra NMOS inputs to the slave stage jam

latch). The detailed operation of the NVDFF across all modes is shown in Fig. 5.5. In this

simulation, the NVDFF begins in the active operating mode and goes through a save, off,

restore, active sequence.

Going step-by step, the operation of the NVDFF and internal behavior of the slave stage

non-volatile latch is as follows:

Save (PG=1, LD=0, EQ=0). Entering this mode, PG goes high, and, with

LD low, the pull-down NMOS stack turns on to write back a “0” to one of the two

fecaps depending on the state of QT/QC.

Off (PG=1, LD=1, EQ=1). In this mode all internal nodes are cleared to

ground through the equalization devices driven by EQ. PG being high cuts off the

VDDNV rail, and LD being high grounds node SN. Under this condition it is safe

for VDDNV to be discharged, and then the main system VDD can lose integrity

too.

Restore (PG=0, LD=1, EQ=0). In this mode, the current mirror PMOS
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devices connected to nodes FET and FEC are biased in saturation by two PMOS

diodes in series with VDD. The PMOS diodes are enabled by PG going low. Also

during this mode, both capacitors are written to “1” as their signal is sensed.

Active (PG=0, LD=0, EQ=0). In this mode, nodes FET and FEC act as

virtual supply rails with the node PBIAS pulled to ground. The signal LD goes

to “0” so that both ends of the ferroelectric capacitors are at 1.5V.

Probing the current into the register supply (VDDNV and VDD), it is observed that 1.3 pJ of

energy is consumed during a round-trip save and restore operation. To design a system using

the NVDFF to preserve data during unpredictable power interruption, this energy times the

number of registers (on the order of 10nJ for a microcontroller) sets the requirement on the

energy buffering at the system level.

This timing diagram also reveals the purpose of a secondary rail, VDDNV. This second

rail is shut down before VDD loses integrity and this second rail is charged up after VDD

establishes integrity (this integrity is monitored by another chip that is described in the next

section). By ensuring that the path from either end of the fecaps through any transistor

channel terminates at either ground or VDDNV, one can guarantee the fecaps will not be

corrupted even if the control signals PG, LD, EQ lose their correct values during VDD

interruption. For conservatism, the EQ signal clears the nodes FET, FEC, QT, QC to VSS

after saving and before restoring.

The proposed work is compared against the conventional approach in Fig. 5.2 which is

best thought of as a DFF with a one-bit memory adjacent to it. One significant issue is the

sense amplifier timing of the one-bit memory. This approach requires the delicate handling

of a race condition between ferroelectric signal and sense timing, which is hard to protect

in the context of an arbitrary placed-and-routed digital circuit. Also, it has been shown

that the dynamics of ferroelectric domain switching—the underlying source of signal—slows

exponentially with reduced voltage bias [83]. Because available simulation models do not

capture this internal delay mechanism, one must take care to design a non-volatile flip flop

to interrogate the voltage of the capacitors only when significant bias has been developed.
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A third issue for integration is peak current. If the peak current exceeds the capability of

the system decoupling capacitance, the functional VDD can collapse and corrupt the state of

the PMU resulting in erroneous operation. For the proposed circuit, the pull-down network

for write-back and the current source devices are sized to draw less than 10µA per register

(as are the charging current sources during restore), so that a few thousand registers can be

programmed or read in parallel.

Shown in Table 5.2 is a quantitative comparison of the proposed non-volatile slave latch

(Fig. 5.4) and the conventional non-volatile slave latch (Fig. 5.2). The energy is not directly

2x less because during the sense operation the conventional approach does not apply a full
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swing to all the capacitors. However, during write-back, a full swing must be applied to

four capacitors which more than offsets the energy advantage of restore. Both designs are

compared using identically sized capacitors, which are usually targeted to be minimum size

capacitors. Although the energy comes from spice simulations including the sense and write

transistors, the energy is dominated by how the ferroelectric capacitors are toggled. Both

designs result in similar amount of differential voltage signal. One key limitation is voltage

bias versus sensing time. Data in [83] shows that the electric field resulting from 0.6V in this

process technology ([65]) will take over 10µs to develop 80% of the stored signal; whereas, it

has been shown in [70] that operation at 1.2 V bias or higher extracts sufficient signal under

100ns.

Table 5.2: Comparison with conventional approach (energy is normalized)

conventional proposed

Restore energy 0.16 0.38

Save energy 0.84 0.20

Total energy 1.00 0.58

Nominal differential 

signal (static model)
383 mV 309 mV

Voltage bias across 

switching cap
0.50 V — 0.62 V 1.10 V—1.30 V 

The layout of the NVDFF is sketched out in Fig. 5.6. It is compatible with a standard cell

library in a 130nm CMOS technology. The cell uses only one level of metal and occupies two

standard cell rows, whose horizontal running rails automatically connect the power supply

VDD (middle rail) and ground node VSS (outer rails).
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Figure 5.6: Cartoon of the layout of the 60.7µm2 non-volatile D flip-flop (NVDFF) showing
the first level of metal and ferroelectric capacitor shapes.

5.2 Integration of NVDFF into the design flow

Fig. 5.7 shows the complete expression of the non-volatile computing scheme. It contains (1)

a digital circuit—synthesized from arbitrary RTL that is agnostic to non-volatile operation—

with embedded NVDFFs, (2) a power-management unit that that stops or resumes computa-

tion based on energy availability, and (3) an energy harvester chip ([84]) that gives sufficient

warning to shut down such that enough energy is available to save state.

To provide the correct stimulus for the NVDFF as described in the previous section, a

PMU is implemented that exhibits the state transition diagram in Fig. 5.8. It locks itself

into reset with a custom SR latch designed to set to zero upon power-up. The same SR latch

is used to drive the VDDNV rail, so that during power interruption when the state of the

PMU may perhaps become corrupted, the fecaps are still protected.

A digital design flow, outlined in Fig. 5.9 is implemented. The NVDFF timings are

characterized to generate a *.lib file for the synthesis and back-end tool. Additionally a

*.lef layout representation for the back-end tool is created. During synthesis, the tool is

instructed to avoid all volatile DFFs and use only the NVDFF along with the logic gates
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Figure 5.7: Block diagram of non-volatile power management scheme

in the standard cell library. During the back-end stage, extra buffer trees are synthesized

so that the PMU can drive the PG, LD and EQ ports of all the NVDFFs in the digital

circuit. These buffer trees have a simple constraint of maximum delay from input port to

register to be equal to 10ns. For the target clock period of 200ns and restore time of 50ns,

these timings for the buffer trees ensure robust operation from a PMU that can generate one

edge transition per clock cycle for each non-volatile control signal. Furthermore, an extra

global rail for VDDNV is implemented so that all NVDFFs have short connecting routes to

the common VDDNV. In the actual chip, VDDNV is split into VDDNVT and VDDNVC

(associated with FET and FEC) for debugging purposes. In the final layout, the NVDFF has

both its volatile (D, CLK, Q, CLRZ) and non-volatile (PG, LD, EQ, VDDNT/VDDNVC)

ports automatically routed by the tool.

The mechanism to actually initiate system-wide save and restore exists inside the energy

harvester interface circuitry, illustrated on the left hand side of Fig. 5.7. At the heart of

the harvester interface is a chip that takes solar, thermal, or vibration energy and stores it

as a voltage on a capacitor [84]. This voltage, VV BAT , at node VBAT falls if the average

power consumed by the system is higher than the average power harvested. Under such a

circumstance, VV BAT will eventually decrease to a point such that only enough energy to save

system state remains. This condition can be detected as a programmable voltage threshold
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on VBAT set by a resistor voltage divider, which will cause the harvester chip to transition

the signal VBAT OK from high to low. A separate resistor divider sets the threshold for

the rising transition of VBAT OK. By establishing hysteresis between the two transitions of

VBAT OK, one can ensure the system does not get stuck in a loop repeatedly turning on

and off.

In order to correctly determine the settings for the two thresholds, one must know the

amount of energy that is consumed by a save operation and a restore operation. For a

digital circuit with embedded NVDFFs, the ferroelectric capacitors dominate the energy so

the calculation is simply 1.3 pJ times the number of NVDFFs. Although there is a significant

energy cost associated with saving and restoring, a scenario of battery-less operation requires

a save operation whenever VBAT OK goes low because the power source is unpredictable

and there is no guarantee on the time until the next rising edge of VBAT OK.
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5.3 FIR Filter demonstrator chip

In order to gather data about the robustness, timing, and energy metrics of the NVDFF,

it is important to establish a realistic context. Therefore, a FIR filter (shown in Fig. 5.10)

is implemented to create a digital design environment for the NVDFF. The FIR filter has

three taps, and buffers the input data for four cycles, implementing the relation:

y[n] = w3 · x[n− 7] + w2 · x[n− 6] + w1 · x[n− 5]

The weighting factors wi are programmable by a shift register of 24 bits (8 bits per weighting),

and they default to (w1, w2, w3) = (53,−21, 89) upon the assertion of the active low reset

signal. All arithmetic is signed two’s complement and the bit width of the inputs is 8 bits,

and the bit width of the output is 16 bits.
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Figure 5.10: Block diagram of FIR test case

After the digital circuit (in this case FIR) and the PMU are implemented, they are

assembled in a top level layout with three other pieces (1) clock-gating latch, (2) SR latch

that resets to Q=0 during power-on, and (3) power switch for the quasi-power rail VDDNV.

The final layout is shown in Fig. 5.11(a).

The area overhead of using a NVDFF instead of the normal DFF is evaluated based on

the synthesis report of cells and their cumulative area in Table 5.3. This analysis assumes

similar utilization and routing difficulty at the back-end stage.
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Figure 5.11: Layout view of non-volatile FIR demonstrator chip

For battery-less operation, it must be ensured that at least 125 pJ, based on 96 NVDFFs

times 1.3 pJ of save and restore energy per NVDFF, is available before the harvester can

no longer deliver a reliable 1.5 V power supply to the chip. For storage capacitance on

the order of 10uF and a minimum functional VV BAT of 2.5 V, very little excess voltage on

VBAT is needed to ensure sufficient energy. The thresholds are chosen to be 100mV apart

for robust separation (e.g. rising threshold of 2.7 V and falling threshold of 2.6 V). Even

for a microcontroller with up to 10,000 NVDFFs, the difference between 2.6 V and 2.5 V on

Table 5.3: Evaluation of area overhead

Total standard cell area of non-volatile FIR 11020 μm2

Area of gates 5194 μm
2 

Area of NVDFFs 5826 μm2 

Area of equivalent number of DFFs 2184 μm
2 

Total Area of equivalent volatile FIR 7378 μm
2 

Overhead based on synthesis area report 49%
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VBAT ensures sufficient energy to save state.

For other applications in which power-gating is part of a strategy to reduce the power

of idle circuit blocks within a larger, actively operating circuit, the energy cost of save and

restore determines a break-even time that influences the choice of power gating strategy.

Break-even time is determined from:

TBE =
Ep

Phi − Plo
(5.1)

Where Ep is the energy penalty from toggling power switches—and in this case includes the

NVDFF save and restore energy, and Phi − Plo is the difference in the leakage power of the

circuit when fully on and when power-gated. Because the NVDFFs have significant energy

cost, they will significantly increase the required amount of “off” time to make power-gating

worthwhile relative to an always-on retention register approach as in [80].

Using a basic rule of thumb that, for power-gated circuits, about 10% of the standard cell

area is dedicated to a power switch (to ensure IR drop integrity) [85], along with the observed

ratio of MOS gate area to standard cell area, the size of the power switch capacitance can

be estimated. In the context of the FIR test case implementation, an increase in TBE by a

factor of 21.2X is estimated compared to an approach with an always-on retention register.

The denominator of Eq. 5.1 does not differ significantly under both cases—in one case an

always-on retention register consumes a non-dominant fraction of standby current relative to

the rest of the power-gated domain, and in the other case a non-volatile DFF consumes zero

standby current. The difference comes from the 21.2X change in energy penalty as shown

in Table 5.4. Since, the conventional break-even time typically results in 10 clock cycles for

CPU applications [85], the NVDFF approach would make sense for longer periods of planned

power-gating closer to 200 clock cycles.

Returning to the battery-less demonstration of this work, the system integration of the

PMU with the non-volatile digital circuit is verified with a transistor-level (with parasitic

capacitance) simulation of the entire chip in Fig. 5.11(b). The simulations waveforms are in

Fig. 5.12. In Fig. 5.12(a) the FIR filter is computing with coefficients (w1,w2,w3) of (87,-

131



Table 5.4: Estimate of break-even time overhead based on FIR test-case

Circuit component Energy cost

Power switch for NVFIR 6.26 pJ
Fecaps in 96 NVDFFs 125 pJ

VDDNV switch and global rail 1.51 pJ
Energy penalty increase 21.2 X

77,-98) and, towards the end, the harvester IC indicates that power is going to disappear

with the fall of VBAT OK. Then, the second set of waveforms in Fig. 5.12(b) shows how the

PMU enters the appropriate sequence of commands by disabling the clock, then sequencing

PG high, then LD high, then EQ high, discharging VDDNV, and finally locking itself into

the reset state. Next the main power supply to VDD is lowered, removing all power sources

to the chip. As a result the control signals are corrupted, however restoring the power supply

keeps the PMU in its correct reset state and the chip is subsequently prepared to correctly

sequence EQ low, then PG low, then LD low, and enable the clock to resume computation.

It is seen that after power is restored, the first three output values are consistent with

the programmed coefficients (w1,w2,w3) of (87,-77,-98) and the samples prior to power loss.

The subsequent samples remain consistent with the programmed coefficients (not the default

coefficients) which verifies non-volatile operation. In this toy example, the power-up of the

FIR filter avoids the 24 clock cycles that a volatile circuit would require to re-program the

coefficients.

It can be ensured that there will always be enough energy to perform the save operation

after VBAT OK goes low by setting the appropriate hysteresis thresholds on the bq25504

energy harvester chip [84]. In a similar manner, it can be ensured that the chip is powered

up and the PMU is in the known reset state with the clock gated before VBAT OK goes

high.
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5.4 Concluding Remarks on Non-Volatile Processing

This chapter presented tools to take an arbitrary description of a positive-edge synchronous

RTL design and produce a physical implementation that exhibits non-volatile operation.

After carefully constructing an implementation of a non-volatile version of the standard cell

library DFF, a design flow was developed to integrate the non-volatile DFF. By placing this

NVDFF in the context of a programmable FIR filter, data can be gathered to validate the

integration feasibility of the NVDFF into the harsh digital environmental aspects of signal

coupling and random placement and routing of neighbor cells. Application feasibility will be

demonstrated by successful operation of the PMU to automatically save and restore fecap

state when appropriate.
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Figure 5.12: Post-layout full-chip transistor-level simulation of power-interruption event
(waveforms are viewed digitally)
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Chapter 6

Conclusion

In this thesis, four specific areas of integrating embedded memory into low-power integrated

circuits were explored. The contributions and conclusions are summarized as follows:

For statistical SRAM simulation:

Contributions:

• A numerical justification of the Loop Flattening simplifications

• A proof under additive Gaussian delays of Loop Flattening

• An illustration of the two-stage Spherical Importance sampling algorithm

• A comparison of Spherical Importance sampling with state-of-the-art statistical simu-

lation techniques

Conclusions:

- The apparent structure of multiplexed paths differs under the statistical analysis of

rare occurrences.

- Importance Sampling can be efficiently applied to the simulation of integrated circuits

with non-Gaussian statistical sampling and a sequential focus on direction followed by

magnitude to explore the space of variation parameters.

For low-voltage SRAM:

Contributions:

• The schematic and layout implementation of a single-ended SRAM read path based
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on the AC coupled sense amplifier and regenerative global bitline scheme

• An algorithm to predict the the influence of transistor mismatch on the data retention

voltage of an SRAM array

Conclusions:

- AC-coupling is viable on a finer scale in advanced CMOS technology.

- Variation-tolerant sensing networks permit operation closer to the fundamental voltage

scaling limits of the bitcell.

- Statistical fluctuation can be predicted on-chip by recovering the functional relation

between variation parameter and performance metric.

For Low-energy Non-volatile Memory:

Contributions:

• The schematic and operating details of a time-to-digital sensing scheme with a physical

implementation example

• An analysis of fecap signal versus load conditions as the power supply VDD is scaled

down

• An architecture for multiplexing several FRAM columns to a single, large sensing

network, facilitated by a hierarchical plateline scheme

Conclusions:

- Analog offset can be efficiently (in terms of area) compensated with digital circuits.

- Digital, time-based sensing schemes scale in voltage while consuming less static power

and improving with technology scaling.

- Representing signal as a delay better serves the essential multiplexing operation of

memory.

For Non-volatile Processing:

Contributions:

• The design of a DFF with ferroelectric capacitors that senses the state in a self-timed

fashion and has glitch free transitions between its four modes: restore, active, save,

and off.
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• An energy harvester interface based on a PMU that manipulates fecap data and always

resets to the correct state after power-on such that the fecaps are protected from

corruption, also provided is a strategy to choose appropriate settings for turn-on and

power-off conditions

• A design flow that puts the NVDFF into a digital circuit that is appropriately managed

by the PMU

Conclusions:

- Sensing ferroelectric capacitors with a self-timed latch permits the creation of a non-

volatile register that can be successfully integrated into a general-purpose digital design

flow.

- An appropriately designed power management unit can interface with energy harvester

circuits to automatically manage state in digital circuits that have embedded NVDFFs.

This mechanism remains hidden from the designer of the processing circuits.

The work conducted in these four broad areas is motivated by low-power portable elec-

tronics for embedded systems. As discussed in the introduction of this thesis, the realm of

human experience is surrounded by objects made intelligent by the embedding of integrated

circuits that sense, process, communicate, and interact with people. To bring this trend

to very extreme cases—inside bodies, or interspersed in office buildings by the thousands,

practical low-power solutions for programmable systems are needed. Shown in Fig. 6.1 is the

die photo of a microcontroller, which is the heart of any embedded system. Memory plays a

key role throughout the chip. Low-access energy low-voltage SRAM can serve for the data

memory and cache. Low-energy non-volatile memory can provide instruction memory and

information storage. Even in the standard cell area of the core, the registers that store the

intermediate results of computation and configuration information dictate how the entire

system can be power-gated. In addition to embedded memory, the continual improvement

of all aspects of embedded systems, extending to energy efficient processing [62], low-power

communication, power management circuits [63], and silicon-technology advancement con-

tinues to open up new applications for embedded systems.
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Figure 6.1: 8 bit Microcontroller die photo from [4]

6.1 Future Work

A natural extension of the work presented in this thesis is the integration of non-volatile

memory into the entire memory hierarchy of a microcontroller—registers, data memory,

and instruction memory. Such a device can serve as a central processing unit of a sensor

embedded into an environment such as an office building. Such a device would eliminate

the costly requirement that the sensor battery be regularly replaced because the system can

power itself from unreliable sources such as ambient light or vibration energy. Given a system

that has no distinction between “on” and “off” and never needs to reboot, embedded system

designers can explore how to enrich the capability of distributed sensors to record, process,
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and exchange information among a network of thousands or even millions of other nodes

that collectively function as a storage medium. These questions have not been sufficiently

explored because such a non-volatile processor has never existed.

As another direction, storage devices themselves are evolving into systems-on-chip with

a variety of embedded memories integrated together. The availability of 3D stacking tech-

nology and through-silicon-vias will enable a heterogeneous layering of semiconductor tech-

nologies to create a complete storage system out of emerging non-volatile memory devices.

Such a system will need a processor for data management, circuits for a high speed interface

across die, and both dynamic and static memory for caching and buffering to improve the

latency and bandwidth of access to data. Because no single memory device, or even memory

architecture can satisfy the multiple distinct storage and data processing needs of low-power

embedded systems, integrating the various types of memory discussed in this thesis will

remain a central aspect of the design process.
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