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ABSTRACT

The Los Alamos Hot Dry Rock Reservoir is an experimental geothermal project in
north-central New Mexico. A fractured zone was created within otherwise impermeable
igneous and metamorphic rock by injecting water into a borehole under high pressure,
at about 3.5 km depth. During the injection process, the seismic waves created by the
fracturing events were recorded by seismometers located in four nearby boreholes. A
subset of the arrival times from these microearthquakes is iteratively inverted for the
three-dimensional P-wave and S-wave velocity structures and the hypocenter parame­
ters, using the separation of parameters technique. The inversion results indicate that
the P-wave and S-wave velocities decrease by at least 20% within the fractured zone.
Also, the hypocenters are rotated into a more compact distribution ,elative to the ini­
tiallocations found using a homogeneous velocity model, suggesting that the hypocenter
locations are significantly improved.

INTRODUCTION

The "hot dry rock", or "HDR", concept consists of extracting heat energy from the
earth's crust by circulating water through man-made fractures between two deep well­
bores, within otherwise "impermeable" rock (Harlow and Pracht, 1972). While the
fractured "reservoir" is being created (by hydrofracturing), geophones may be used to
monitor the induced microseismic events. The purpose of this study is to invert the
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arrival times from these microearthquakes to determine the three-dimensional P-wave
and S-wave velocity structures of the fractured region and the hypocenter coordinates.
There are two objectives. First, this type of joint velocity-hypocenter inversion should
yield more accurate hypocenter locations than can be obtained by simply locating the
earthquakes using a homogeneous velocity model. These locations can be used in a
scheme, such as the procedure developed by Fehler et al. (1987), to estimate the orien­
tations of the major seismically-active fracture planes. Secondly, the velocities obtained
from the inversion may give some direct insights into reservoir characteristics which can
constrain models used to predict reservoir performance.

Background

The Los Alamos Hot Dry Rock Project was initiated in 1973 to develop the technol­
ogy and procedures for making the HDR concept feasible. The project is funded by the
U.S. Department of Energy and is administered by the Los Alamos National Laboratory.
The Los Alamos HDR site is located at Fenton Hill, about 30 miles west of Los Alamos,
New Mexico. This region is located on the boundary between the Colorado Plateau
and the Rio Grande Rift, as shown in Figure 1. The area has undergone recent volcanic
activity, with major caldera collapses occurring 1.4 Ma, forming the Toledo Caldera,
and 1.1 Ma, forming the approximately coincident Valles Caldera. A simplified geologic
cross section of the HDR site, adapted from Laughlin et al. (1983), is shown in Fig­
ure 3. The uppermost formation, the Bandelier Tuff, was deposited when the Toledo
and Valles Calderas collapsed. Underlying the Bandalier Tuff are the volcanic Paliza
Canyon and Abiquiu Formations and the sedimentary Abo and Magdalena Formations.
The Precambrian basement, composed of silicic igneous and metamorphic rocks, lies at
a depth of about 730 m at the Fenton Hill site. These impermeable crystalline rocks, in
a region of high thermal gradient, provide an ideal setting for a hot dry rock reservoir.

The Los Alamos HDR Project has developed in two major stages. A preliminary
"research system", known as the Phase I system, was developed during the 1970's. It
was a fairly small reservoir, lying between about 2.6 and 3.0 km in depth (See Figure 3.)
Beginning in 1980, two wells were drilled to approximately 4 km depth for development
of the larger Phase II system. In 1982 hydrofracturing of the Phase II system began.
Several fracturing experiments were carried out to create a large reservoir and to connect
the injection well, known as EE-2, to the recovery well, EE-3. During these fracturing
experiments, many microearthquakes were recorded at geophones located in nearby
boreholes. Data from one of these experiments, called Experiment 2032, were chosen
for this study. During Experiment 2032, in December of 1983, hydrofracturing was
done continuously for 61 hours. Approximately 21,300 m3 of water were injected with
a pumping pressure of about 48 MPa. The injection zone was at a depth of about 3460
m in well EE-2 (Franke and Nunz, 1985). The data collected during this experiment
are described below.



Imaging a Hydrofrac

METHOD

273

In this section the joint hypocenter-velocity inversion is described. Tests on synthetic
data demonstrate that the joint inversion converges much more quickly than iterating
between independent velocity inversion and hypocenter relocation steps. Thurber (1981)
also claims that the final solution is less sensitive to the starting model when the joint
inversion is performed. The joint hypocenter-velocity inversion is most efficiently im­
plemented using the separation of parameters technique described by Pavlis and Booker
(1980). This technique allows the joint inversion to be implemented by two separate,
but coupled, inversion steps: a "modified" velocity inversion that indirectly takes into
account the effects of changes in the hypocenter parameters, followed by hypocenter
relocation based on the updated velocity model. This algorithm enables a large num­
ber of events to be included in the inversion without requiring a correspondingly large
amount of computer memory.

Since there are many combinations of earthquake locations, origin times, and veloc­
ities which may yield approximately the same arrival time root-mean-square residuals
(due to incomplete ray coverage and/or noise in the data), it is very helpful to apply
additional constraints to the inversion. Three types of constraints are applied to the ve­
locity models. To prevent wild fiuctuations in the velocity structures at poorly resolved
nodes, a smoothness constraint is added. This is accomplished by minimizing the spatial
velocity derivatives in addition to the arrival time residuals. This method is referred
to as regularization and has been utilized by a number of authors (Shaw and Orcutt,
1985; Lees, 1989; Scales et aI., 1990; Phillips and Fehler, 1991). Another constraint is
applied to keep the velocities within specified bounds. It is implemented by applying
a penalty for velocities which fall outside the desired range, and then minimizing the
penalties during the subsequent iteration.

The velocity inversion is solved via the constrained least squares method, and then
the hypocenters are relocated using simple, undamped least squares. Resolution and
covariance matrices are derived separately for the two inversion steps. The chapter
concludes with a discussion on estimating the variance of the noise in the data.

The Joint Hypocenter-Velocity Formulation

The nonlinear joint hypocenter-velocity inversion is solved by iterating the linearized
problem. The linearized inversion is constructed as follows. Let tabs = an observed
arrival time (either P or S); teale = the calculated arrival time, based on initial estimates
of the velocity structure, earthquake location and origin time, and station correction;
and r = the residual = tobs - teale ' The goal is to change the model parameters so that
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the new calculated arrival time, tcalc + L1tcalc, is equal to the observed arrival time:

tcalc + L1tcalc = tab.,

or equivalently:
6.tcalc = tabs - tcalc = r. (1)

Expanding L1tcal c in terms of changes in the model parameters and keeping only the
first order terms gives:

Bt Bt Bt nnode Bt
L1to + -B L1x + -BL1y + -BL1z + I: -B. L1Vj + L1sc = r,

x y Z j=l vJ

(2)

where to is the earthquake origin time, x, y, and Z are the hypocenter coordinates, Vj
is the velocity of the jth node, nnode is the number of velocity nodes in the inversion
grid, and sc is the station correction. All of the observations for one earthquake, say
for the i th earthquake, yield a set of equations which can be put into matrix form:
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Hi6hi + Mi6m = rio
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(3)

narr is the number of arrival times recorded for the event, and nsta is the number of
stations. M i is a sparse matrix. For a particular row, the only nonzero partial derivatives
with respect to velocity are those which correspond to nodes along the ray path for
the appropriate phase. Only the station correction partial derivative corresponding
to the appropriate station and phase is nonzero and has a value of +1. The velocity
and hypocenter partial derivatives are computed analytically as described in the next
section.

For an inversion which finds the Vs/Vp ratios, rather than the S-wave velocities, the
partial derivatives of the S-wave travel times with respect to the S-wave velocities are
replaced by the partial derivatives of the S-wave travel times with respect to the Vs /Vp
ratios. Also, in this case, the partial derivatives of the S-wave travel times with respect
to the P-wave velocities are nonzero. These issues are discussed in more detail in the
next section.

In general, observed P arrival times are more precise than S arrival times and are
therefore often given greater weighting in arrival-time inversions. Data weighting may be
incorporated at this step by multiplying each row of Eq. (3) by an appropriate constant.
Ideally, this constant should be equal to the inverse of the standard deviation of the
corresponding observed arrival time (Hatton et aI., 1986). However, since the standard
deviation of an individual arrival time is usually not known, one can implement a more
general weighting scheme by weighting all of the P observations by the same constant.

Separation of Parameters

Let tobs = an observed arrival time, teale = the calculated arrival time based on
an initial model, and r = the residual = tobs - teale. The goal is to perturb the model
parameters ·so that the change in the calculated arrival time, 6teale, is equal to the
residual r. Expanding 6tea le in terms of changes in the model parameters and keeping
only the first order terms gives:

at 8t 8t nvel at
r = 6tea le = 6to + Q6x + Q6y + Q6z + L ~6vj + 6sc, (4)

uX uy uZ j=i uVJ

where to, x, y, and Z are the hypocenter parameters, Vj is the velocity at the jth node,
and sc is the station correction. All of the observations for one earthquake, say for the
i'h earthquake, yield a set of equations which can be put into matrix form:

(5)
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ri contains the residuals, Hi contains the hypocenter partial derivatives, and Mi con­
tains the velocity and station correction partial derivatives. The vectors l::.hi and l::.m
contain the hypocenter perturbations and the velocity and station correction perturba­
tions, respectively.

If there are more than 4 observed arrival times, then there exists a matrix Ti such
that TC Hi = O. (Pavlis and Booker, 1980; Thurber, 1983). Multiplying both sides of

Eq. (5) by TC gives:

TC ri = TC M i l::.m,- --
or , ,

ri = M i l::.m. (6)

This procedure is done for each earthquake and then the results are combined into one
matrix equation:

,
L= [

,
rl
-,-
r2

r~~ake
(7)

Velocity and station correction perturbations are computed by constrained least squares,
and then the hypocenters are relocated using the revised model. The entire process is
repeated until the root mean square arrival time residuals are no longer improving
significantly, typically 10 to 15 iterations.

Constraints

Since the joint hypocenter-velocity inversion is very non-unique, it is necessary to
constrain the model. An easy and effective constraint to apply is to require the P-wave
and S-wave velocity models to be "smooth" using the method of regularization. In
addition to minimizing the arrival time residuals, the second derivatives of the P-wave
and S-wave velocities in the x, y, and z directions are also minimized. The second
velocity derivatives after one inversion step may be expressed as a matrix equation
involving the solution vector of velocity perturbations, l::.m:

Second Derivatives =!:'. + K l::.m, (8)

where!:'. contains the second velocity derivatives before the iteration, and K contains
numerical second derivative operators.

A constraint is also applied to keep the P-wave and S-wave velocity values within
specified ranges. Specifically, the velocity values are not allowed to be larger than the
velocities of the unfractured basement rock. These upper velocity bounds are applied

(
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by computing a penalty for each velocity which is larger than the maximum allowable
velocities and then minimizing these penalties. A simple linear penalty function works
well:

P(v) = { A(v - vmax ) v> Vmax . (9)
o v~vm=

The penalties after an inversion step may be expressed in terms of the solution vector
6m:

Penalties = p. + OP 6m, (10)

where p. contains the penalties before the iteration, and OP is a diagonal matrix con­
taining the partial derivatives of the penalty function with respect to perturbations in
the velocities.

The Constrained Least Squares Solution

The constrained least squares solution is found by minimizing:

The solution is given by:

6m

I: (arrival time residuals)2

+oX I: (velocity second derivatives)2

+'1I: (penalties)2 .

(M'TM' + oXKTK + ,opTopr
l

(M'Tr' - oXKTg-,opTp').

(11)

(12)

oX and, are Lagrangian multipliers. ,is fixed at a value of 100 to heavily weight the
penalty functions, and the value of oX is varied.

DATA

Seismic data were recorded at four borehole geophones during Experiment 2032. The
station geometry is shown in Figure 2. A Cartesian coordinate system was constructed
with East and North coordinates referenced to the northeast corner of section 13 on the
1:24,000 USGS topography map titled "Seven Springs, New Mexico". The depths are
referenced to 8700 ft (about 2652 m) above sea level. The station coordinates in this
system are listed in Table 1. Stations EE-1, EE-3, and GT-1 were located within the
Precambrian basement rocks. Station PC-1 was situated within a cavernous limestone of
the Magdalena Group, approximately 150 to 200 meters above the basement. Extremely
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Station Name N-S Coord. (m) E-W Coord. (m) Depth (m)
EE-l -480.8 -562.3 2854.6
EE-3 -182.4 -234.4 3301.7
GT-l 1976.6 -229.8 816.9
PC-l -954.4 613.5 570.6

Table 1: Station coordinates in the Cartesian system.

few S wave arrival times could be picked on the data recorded at Station PC-I, probably
due to interference from a converted wave from the metamorphic/sedimentary boundary.

During Experiment 2032, approximately 10,006 recorded events were large enough
to have clear P-wave and S-wave arrival times at enough stations to be reliably located.
A small fraction of these, roughly 700 events, are plotted in Figure 2 to illustrate the
general extent of the source region. Events with less than six arrival times are not used
in the joint hypocenter-velocity inversion. Spectral analysis of typical events yield corner
frequencies of about 400 Hz (Fehler and Phillips, 1991), corresponding to wavelengths
of about 16 m for P waves and 9 m for S waves.

Travel time data from several shots were recorded during the year following Experi­
ment 2032. Some of the shot data are incorporated into the inversion to help constrain
the results. The shot data recorded at stations EE-l and EE-3 are presented in Ta­
ble 2. Most of these data are included in the joint inversion. However, the following
arrival times are inconsistent with the rest of the shot data and are therefore not used:
2038-1b, EE-l P and S arrivals; 2048-1, EE-l P and S arrivals; 2048-2b, EE-l S arrival.
Although some of these arrival time picks may be poor, it will be shown later that the
velocities may actually have changed between the times when the different groups of
shots were fired. Shot data were also recorded at Stations GT-1 and PC-l but are not
used in the inversion because either the station location had moved between the time of
the hydrofracturing and the times when the shots were fired (PC-I) or the arrival time
picks appear to be poor due to low signal to noise ratio (GT-l).

PROCEDURE

Data from a fracturing experiment carried out in December of 1983, referred to as
Experiment 2032, were chosen for this study. During Experiment 2032, hydrofracturing
was done continuously for 61 hours, and thousands of microseismic events were recorded
at four borehole geophones (Figure 1). When implementing the joint hypocenter­
velocity inversion, the data is divided into subsets containing approximately 700 events.

(
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Shot No. Shot Coordinates (m) Travel Times (ms)

North East Depth EE-1 EE-1
P S P S

20381a -272.8 -448.4 3267.2 80.6 139.0 39.2 66.5
20381b -273.1 -449.0 3265.7 81.8 140.6 39.0 65.9
20382a -270.1 -442.2 3282.6 84.1 143.3 37.4 63.0
20382b -270.4 -442.8 3281.1 83.8 142.6 37.6 63.7
20383a -290.9 -501.9 3109.9 55.9 93.3 58.6 97.3
20383b -291.1 -502.4 3108.1 54.8 93.3 58.8 97.1
20481 -270.3 -442.6 3281.7 82.9 141.3
20482a -291.0 -502.2 3108.6 54.0
20482b -291.2 -502.9 3106.5 53.8 91.4
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Table 2: Shot data recorded after Experiment 2032 which were incorporated into the
inversion.

The inversion results for one of these subsets, recorded during the 11th to 19th hours of
Experiment 2032, are described below.

The P-wave and S-wave velocity models are represented by rectangular grids of veloc­
ity nodes. The velocity at any point within the grid is computed by linear interpolation
of the velocities at the eight surrounding nodes. The node spacing for these inversions is
50 m in the East-West direction and 100 m in the North-South direction and in depth.
Only the velocities in the vicinity of the source region vary during the inversion. The
velocities outside of this region are fixed at values computed from shot data (5.92 km/s
for the P-wave and 3.50 km/s for the S-wave). Station corrections are included in the
inversion to help correct for velocity variations outside of the source region. Travel time
data from eight shots recorded during the nine month period following Experiment 2032
are incorporated into the inversion to help constrain the results.

The joint inversion is performed using P-wave and S-wave arrival time data simul­
taneously. The inversion finds the P-wave and S-wave velocities independently, except
for the indirect coupling through the hypocenters. The data set used here consists of
arrivals from only four stations (Figure 2). Recall from above that the hypocenter loca­
tion problem must be overdetermined to apply the separation of parameters technique.
This technique greatly reduces the amount of computer memory required and therefore
allows a larger number of earthquakes to be included in the inversion. Since this data
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set has only four stations, both P-wave and S-wave data must be med to be able to
implement separation of parameters. Also, the hypocenters are much better constrained
by both phases than by either phase alone.

Much of this paper is devoted to studying the inversion procedure and discmsing
variom factors which may affect the results. Some of these factors are strictly numerical
- such as data weighting and velocity regnlarization weighting schemes. Other factors
are physical - such as possible error in a station location. Ambiguities between P­
wave velocities, S-wave velocities, and hypocenters are investigated using the resolution
matrix. A few alternative modeling schemes are also examined to explore the non­
uniqueness of the problem. All of these topics are addressed in an effort to understand
how well the velocities and hypocenters are actually constrained by the data.

Model Parameters

The average P-wave and S-wave velocities of the mostly unfractured crystalline rock
outside the earthquake region are known from shot data and are therefore held constant
during the inversion. This is accomplished by keeping the velocities of the outer two
"layers" of velocity nodes fixed, as shown in Figure 4. The P-wave and S-wave velocities
of these nodes will hereafter be referred to as the "background velocities". The velocities
of the other, inner nodes vary during the inversion. This set of nodes is referred to as the
"inversion grid". Second derivative velocity regnlarization is applied to the velocities of
the inversion grid. This regnlarization is also applied between the inversion grid and the
background nodes to avoid abrupt velocity discontinuities at the edges of the inversion
grid.

For most of the inversions, the values of the backgound velocities correspond to the
homogeneom velocity models med by Home (1987): 5.92 km/s P-wave velocity and
3.50 km!s S-wave velocity. (Later the effects of ming different background velocities
are investigated.) These values are the averages of the velocities computed from the
shot data of Experiment 2038, shown in Table 3. Since the shots are located shallower
than most of the seismic activity, these velocities should be reasonable estimates of the
average velocities of the unfractured basement rock. Note, however, that the velocities
estimated from the shot data recorded at station EE-l are consistently slightly lower
than those estimated from the shot data recorded at station EE-3. There are several
possible explanations for this:

1. Station EE-3 is located within a deviated wellbore, and error in its location may
contribute to this velocity discrepancy.

2. It is possible that the rock velocities near station EE-l were affected by fracturing
of the Phase I reservoir a few years earlier.
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Shot Number Velocities Computed from Observed Travel Times
EE-1; P EE-3; P EE-1; S EE-3; S

1a 5.90 5.99 3.42 3.53
1b 5.80 6.04 3.37 3.58
2a 5.85 6.05 3.43 3.59
2b 5.85 6.04 3.44 3.57
3a 5.84 5.91 3.47 3.56
3b 5.88 5.92 3.45 3.58

Table 3: Velocities computed from Experiment 2038 shot data.

3. Velocity anisotropy may be affecting the results.

281

4. The two stations are probably located in different formations (see the simplified
geologic cross section in Figure 3) which may have slightly different velocities.

Velocity variations outside the inversion grid may be at least partially compensated
by applying station corrections. This method works especially well for velocity variations
which are close to the stations, such as the relatively low-velocity sedimentary rocks at
station PC-l. The station corrections are added to the computed arrival times, so that
positive corrections indicate velocities which are slower than the background velocities,
and negative corrections indicate velocities which are faster than the background veloc­
ities. The station corrections are included directly in the inversion as described Block
(1991).

The P-wave data are given a weighting factor of 2 relative to the S-wave data, to
reflect the relatively greater confidence in the P-wave arrival time picks. In general,
a homogeneous initial velocity model (corresponding to the background velocities) is
used. Initial earthquake locations and station corrections are determined by iteratively
inverting the earthquake data and shot data for the station corrections and then relo­
cating the events, using the separation of parameters technique described earlier. (The
homogeneous velocities are fixed.)

Fracture Planes

After implementing the joint hypocenter-velocity inversion, the final microearthquake lo­
cations may be analyzed with the three-point method developed by Fehler et al. (1987).
Application of this method to the hypocenters determined from the inversion is a con­
venient way to look for changes in the patterns of the earthquake locations. The three-
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point method estimates the orientations of the fracture planes represented by clustering
of earthquake hypocenters. All of the possible combinations of three earthquake loca­
tions are used to compute all of the possible plane orientations. This grouping is limited
by a specified maximum distance between hypocenters for which the earthquakes may
be considered to be on the same fracture plane. Since certain plane orientations will
be more prevalent than others due strictly to the shape of the source region, a shape
correction must be applied. After this correction, a statistical test is performed to de­
termine if significant earthquake clustering occurs for any plane orientation. If so, the
most common orientation which passes the test is taken to be the most active fracture
plane. The earthquakes falling along this fracture plane may than be "eliminated" , and
the procedure may be repeated to find the second most active plane, and so on.

IMPLEMENTATION ISSUES

A number of issues must be addressed when implementing the joint hypocenter-velocity
inversion. These issues include: what, if any, velocity penalty function should be ap­
plied; whether any of the station corrections should be fixed during the inversion; how
uncertainties in fixed model parameters, such as the background velocities, will affect
the results; and what value should be used for the regularization parameter >.. Another
consideration is how variables which are not taken into account during the inversion
may affect the results - such as error in the location of a station in a deviated wellbore.
These issues are investigated in this section. Some of these topics are studied using
synthetic data and others using field data.

To make the procedure more efficient, some of these issues are examined using
straight ray paths for the travel time computations, when the effects being examined
are stronger than, or relatively independent of, the effects of ray bending. Straight ray
paths are generally used for the early tests, and bent rays are used in the later sections
when finer details of the inversion results are studied.

Since it would be extremely complicated to look at all of the final P-wave and
S-wave velocities for each inversion, four cross sections were selected for comparing
different inversion results: the P-wave and S-wave vertical East-West cross sections at
-300 m North, and the P-wave and S-wave horizontal cross sections at 3500 m depth.
In some of the later sections, vertical North-South cross sections at -350 m East are
also shown. These sections traverse the center of the source region. The velocities are
interpolated at 10 meter increments and plotted using a gray scale. In order to be
able to see the details of each section clearly, the most appropriate gray scale is chosen
independently for each plot. Hence, shades do not necessarily correlate from one cross
section to another. Projections of the final event locations are overlaid on the velocity
plots. When studying these figures, one must keep in mind that some of the events are
actually located far from the cross sections. For many of the inversions, the orientations

(
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of the two most active fracture planes are also compared. (More fracture planes are
probably present, but the comparisons in this section are limited to two planes due to
the computational burden of computing numerous fracture planes.)

The Velocity Penalty Function

Synthetic data are first examined to investigate the need for a velocity penalty function.
(A velocity penalty function may help constrain the inversion by forcing the velocities
to remain within specified bounds.) Cross sections through the velocity models used to
generate the synthetic data are shown in Figure 5. The 686 earthquake locations used
to generate the data are projected onto these plots. These velocity models and event
locations were taken from a preliminary inversion of actual field data. The velocities
outside the anomalous region are homogeneous: 5.92 km/s P-wave velocity and 3.50
km/s S-wave velocity. The maximum percent velocity perturbations, compared to the
background velocities, are about 11% for the P-wave velocities and 18% for the S.wave
velocities. P-wave and S-wave arrival times were not generated for every source-receiver
pair. Only those arrival times which could be picked on the actual field data were
generated for the synthetic data. "Shot data" were also generated for the synthetic
data, at the locations of the actual shot data. The arrival times were computed using
straight ray paths. No station "errors" were added to this data and the following
inversions are performed without any station corrections. Also, no random noise was
added to the data. These simplifications allow the penalty function issue to be examined
without concern about complications from other sources of error or ambiguity.

Initial earthquake locations were computed for each data set using a homogeneous
velocity model consisting of the correct background velocities. Even for this noise-free
synthetic data, it was found that occasionally an earthquake may become very poorly
located, resulting in abnormally large arrival time residuals. A few very large residuals
can seriously degrade the least squares inversion results. To avoid this problem, any
event having a P-wave arrival time residual with absolute value larger than 4 ms or an
S.wave arrival time residual with absolute value larger than 6 rns is excluded from the
velocity inversion at each iteration. The following inversions are implemented with a
regularization, or smoothing, parameter of 0.5. (The effects of varying this parameter
are investigated later using field data.) The three-dimensional velocity grid has nodes
at the following coordinates:

N-S
E-W

Depth

Background
Velocities
-2000 -700
-2000 -600
-1000 3100

Coordinates of Nodes (m)

Inversion Grid
-600 -500 -400 -300 -200 -100 0 100
-550 -500 -450 -400 -350 -300 -250

3200 3300 3400 3500 3600 3700 3800

Background
Velocities
2002500
-2002000
39005000
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As explained previously, the background velocities are fixed, and the velocities at the
nodes of the inversion grid vary during the joint hypocenter-velocity inversion.

The inversion results illustrate the need for a velocity penalty function (Figure 6).
Although only low-velocity anomalies exist in the original velocity model, the computed
velocity structure contains some high-velocity anomalies, especially in the southeastern
region. Studies of other synthetic data sets indicate that this tendency toward anoma,­
lously high velocities in certain regions becomes more severe when the inversion is less
constrained (such as when station corrections are included in the inversion) or when the
data are less consistent (such as when random noise is introduced). In order to better
constrain the inversion, a penalty may be applied for velocities which are higher than
the background velocities. A simple linear penalty function works well, as described in
Block (1991). Figure 7 shows the results obtained when the penalty function

{
50 (v - Vbg) v > Vbg .

P (v) = . Vb = background veloCl.tyo otherW2se' 9

Lagrangian multiplier, 7, = 100

(13)

is applied. The erroneoUS high velocities are suppressed. Also, the final earthquake lo­
cations improve slightly. The average error of the final hypocenters is 12.0 m, compared
to 15.8 m for the inversion without the penalty function. For comparison, the average
error of the initial earthquake locations is 31.3 m.

The reason that the velocities have a tendency to increase in certain regions is
because the regularization term, ,\ x (the sum ofthe squared velocity second derivatives),
becomes smaller in this case. Consider the two inversions just presented. For the first
inversion, with no penalty function, the sum of the squared velocity second derivatives is
81.4 m-2 ms-2 . Hence, the value of the regularization term is: ,\ x 81.4 = 0.5 x 81.4 =
40.7. For the second inversion, with the penalty function applied, the sum of the squared
velocity second derivatives is 140.0 m-2 ms-2 , and the value of the regularization term
is therefore 70.0. In conclusion, inversions incorporating regularization but not a penalty
function are biased toward having high-velocity anomalies near the edges of the inversion
grid (assuming that there is a low velocity anomaly in the center).

Inversion results of field data. without a penalty function show velocities higher
than the background values in the same regions as in the synthetic data. (These high
velocity anomalies were removed from the field data inversion results used to generate
the synthetic data above.) Hence, these high velocities are most likely an artifact of the
inversion and do not depict the actual velocity structure. Also, the high velocities occur
in regions with very low resolution, casting further doubt on their validity. For these
reasons, it is prudent to constrain the velocities with a penalty function. The penalty
function defined by Eq. 13 above is applied in the following inversions of field data.

(
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Station Corrections

Many of the remaining issues are addressed using field data from 686 earthquakes
recorded during the 11th to 19th hours of Experiment 2032. The velocity structure
was probably changing relatively quickly at the beginning of the hydrofracturing, and
therefore the earliest data may not be very consistent. For this reason, the data from the
first few hours of the experiment were skipped. Histograms of the arrival time residuals
for the initial homogeneous velocity model are shown in Figure 8. In order to eliminate
poor data, events having any P residual with absolute value greater than 6 ms or any
S residual with absolute value greater than 8 ms are excluded from the inversion at
each iteration. The following velocity grid is used for all of the inversions unless stated
otherwise:

N-S
E-W

Depth

Background
Velocities
-2000 -700
-2000 -600
-1000 3100

Coordinates of Nodes (m)

Inversion Grid
-600 -500 -400 -300 -200 -100 0 100200

-550 -500 -450 -400 -350 -300 -250 -200 -150
3200 3300 3400 3500 3600 3700 3800

Background
Velocities
3002500
-1002000
39005000

The inversion was first performed allowing all of the station corrections to vary (using
straight rays). Results for one value of the regularization parameter, >. = 10, are shown
in Figure 9. The velocities seem reasonable. The P-wave root mean square residual
decreases from 1.14 ms to 0.98 ms (14.0%), and the S-wave rIDS residual decreases from
2.27 ms to 1.97 ms (13.2%). However, the final station corrections suggest a problem
with the inversion results:

EE-1
EE-3
GT-1
PC-1

P (ms)
-1.3
-3.1
0.1
16.9

S (ms)
-2.3
-6.8
0.7

28.3

150m
5.92 m/ms = -0.54 ms.6.05m/ms

Since station EE-3 is located within the inversion grid, its station corrections should be
zero. If the velocities near Station EE-3 are actually slightly higher than the values used
for the background velocities (5.92 km/s P-wave velocity and 3.50 km/s S-wave velocity),
small negative station corrections at EE-3 are reasonable since velocities greater than
the background velocities are penalized. For example, if the average P-wave velocity
within 150 m of station EE-3 (which is approximately the shortest distance to the cluster
of earthquakes) is actualiy 6.05 km/s rather than 5.92 km/s, then the corresponding
station correction would be:

150m
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The station corrections observed at EE-3 are large, and, furthermore, the low S-wave
velocity zone determined by the inversion extends completely to the station. These facts
suggest that the shallow velocities have decreased over too large an area and have been
compensated by negative station corrections. The negative station corrections at EE-1
also support this hypothesis. (Station corrections at EE-3 may also be non-zero due to
error in its computed location within the deviated wellbore. However, it will shortly be
shown that a modest error in the location of station EE-3 does not significantly affect
the inversion results.)

To overcome the problem described above, the station corrections at stations EE-1
and EE-3 are fixed. Appropriate station corrections for EE-1 are found from the travel
times for the four shots that were fired at about 3100 m depth, near the edge of the
inversion grid (shots 2038-3a, 2038-3b, 2048-2a, and 2048-2b). The station corrections
are determined simply by the average differences between the observed travel times and
the travel times computed using the homogeneous velocity models (5.92 km/s P-wave
velocity, 3.50 km/s S wave velocity). The resulting station corrections are:

P (ms)
EE-1 0.2

S (ms)
1.0

The station corrections at station EE-3 are fixed at their "ideal" value of zero.

The inversion results obtained with the station corrections at EE-1 and EE-3 fixed
are displayed in Figure 10. The P-wave velocities are about the same as before, but
there are two noticable changes in the S-wave velocity structure. First, the shallow
part of the S-wave velocity anomaly is weaker than before and is divided into two lobes.
(Compare Figures 9b and lOb.) Second, a more prominent low S-wave velocity anomaly
is associated with the southern cluster of microearthquakes than before. (Compare
Figures 9d and 1Od.) The final rms residuals are similar to those for the last inversion:
0.99 ms for the P-wave, and 1.93 ms for the S-wave. Compared to the previous results,
the average difference in the hypocenters is 20 m and the average change in origin time
is -4.1 ms. The final station corrections for this inversion are:

P (ms) S (ms)
EE-1 0.2 1.0 (fixed)
EE-3 O. O. (fixed)
GT-1 3.7 6.9
PC-1 19.6 33.1

The station corrections at GT-1 and PC-1 have increased by 3 - 6 ms. The large
station corrections for PC-1 are due to the relatively low-velocity sedimentary rocks at
the station site. Some of the following inversion results will be compared to these results.
For this reason, this inversion will often be referred to as the "reference inversion" .
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The entire region outside the inversion grid is modeled as homogeneous rock having
the "background" P-wave and S-wave velocities. Deviation of the actual velocities
from this model is compensated (to first order) by station corrections. Until now, the
avemge velocities computed from the shots in Table 3 have been used as the background
velocities (5.92 km/s P-wave velocity and 3.50 km/s S-wave velocity). To investigate
the sensitivity of the inversion to the values of the background velocities, the maximum
velocities computed from the shot data are now used as the background velocities: 6.05
km/s (P) and 3.59 km/s (S). As before, the station corrections at station EE-3 are fixed
at a value of zero, and the station corrections at station EE-1 are fixed at the values
determined from the four shallow shots near the edge of the inversion grid:

P (ms)
EE-1 1.3

Straight ray paths are used as before.

S (ms)
3.3

Results of the joint inversion are displayed in Figure 11 (-" = 10). Comparing these
results to those from the previous inversion, the important observations are:

1. The overall, absolute velocity values are higher than before.

2. The velocity patterns show the same trends as before.

3. The magnitudes of the anomalies, in terms of percent difference from the back­
ground velocities, are similar. In the previous inversion (Figure 10), the maximum
change in P-wave velocity is 28.2% and the maximum change in S-wave velocity
is 18.6%. In the present results, the maximum change in P-wave velocity is 25.0%
and the maximum change in S-wave velocity is 19.2%.

4. The event locations are very similar for the two inversions. Table 4 shows that the
differences between the initial locations and final locations for each inversion are
much more significant than the differences between the two sets of final locations.
(Note that the initial earthquake locations for the two inversions are different
since the initial homogeneous velocity models are not the same.) Table 5 lists the
two most significant fracture planes computed by the three point method for each
inversion. The orientations are nearly identical.

5. The rms of the final earthquake arrival time residuals are nearly identical for the
two inversions. The P-wave rms residual is 0.99 ms for both inversions. The S­
wave rms residual is 1.91 ms for the present inversion and 1.93 ms for the reference
inversion.
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Average Change in Parameter Average Difference
Hypocenter During Inversion in Parameter
Parameter RefInv. Inv. W. Higher Between Two Inv.

Background Vels. Results'
North Coord. (m) -5.4 -4.8 2.7
East Coord. (m) -17.1 -17.2 7.7

Depth Coord. (m) 62.0 48.8 -13.2
Average

Distance Event
Moved During Inv. 69.6 56.6 19.5

or Distance
Between Two Final

Event Locations (m)
Origin Time (ms) -18.8 -13.5 5.9

• For the comparison between the two inversion results, the averages are
given in terms of: (hypocenter parameter for inversion with higher
background velocities) - (hypocenter parameter for reference inversion).

Table 4: 1. Average changes in the hypocenter parameters during the reference inversion
and during the inversion with the higher background velocities; and comparision of the
final hypocenter parameters for the two inversions.

Strike Dip No. of Events
on Plane

Reference N 1° W 87° E 261
Inversion N 25° W 86° W 144

Inv. With Higher N 1° W 86° E 260
Background Vels. N 24° W 86° W 177

Table 5: The two most significant fracture planes determined by the three point method
for the reference inversion and the inversion with higher background velocities.
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In conclusion, the inversion is not extremely sensitive to the values of the background
velocities. The reason for this is that a shift in the background velocities is largely
compensated by changes in the station corrections. The final station corrections for this
inversion are:

P (ms) S (ms)
EE-l 1.3 3.3 (fixed)
EE-3 O. O. (fixed)
GT-l 15.3 30.7
PC-l 30.0 54.6

Since the station corrections at station GT-l are now very large, the smaller values of
the background velocities used previously (5.92 km/s P-wave velocity and 3.50 km/s
S-wave velocity) are preferred.

The Location of Station EE-3

Station EE-3 is located within a deviated wellbore. Its location was computed from
a combination of a gyro survey, down to 3078 m depth along the borehole, and single
shot surveys below this depth. Gyro surveys are said to be accurate to about 15 m,
and single shot surveys are less accurate. Thus, the final location may be in error by
as much as 25 m. In order to see how error in the location of station EE-3 may be
affecting the inversion results, an inversion is performed in which the location of EE­
3 is allowed to vary. Rather than beginning with a homogeneous velocity model, the
inversion begins with the final velocities, event locations, and station corrections of the
"reference" inversion (Figure 10). The coordinates of EE-3 and the station corrections
are given small damping factors to make the inversion more stable. Also, the shot
residuals are given a weighting factor of 2. (Straight rays are used.)

The final location of station EE-3 is:

-190.2 m North
-251.3 m East

3306.5 m Depth

The station has moved approximately 8 m south, 17 m west, and 5 m in depth. Thus, the
absolute change in its location is about 19 m. The location of station EE-3 given above
is not necessarily more accurate than the location computed from the well surveys. In
fact, the rIDS residuals do not improve significantly during this inversion. (For reasons
discussed previously, I believe the movement of EE-3 is controlled by the shot data.)
The purpose of this inversion is simply to see how a reasonable error in station EE­
3's location may affect the inversion results. Table 6 shows that the earthquakes have
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Hypocenter Average Change in
Parameter Parameter During Inversion

North Coord. (m) -7.1
East Coord. (m) -IDA

Depth Coord. (m) 2.6
Average distance
event moved (m) 15.8
()rigin time (ms) 0.9

Table 6: Average changes in the event parameters during the inversion in which the
location of station EE-3 varies.

Strike Dip No. of Events
on Plane

Reference N 1° W 87° E 261
Inversion N 25° W 86° W 144

Inv. in Which Loc. N 3°W 86° E 332
of EE-3 Varies N 25° W 86° W 145

Table 7: The two most significant fracture planes determined by the three point method
for the reference inversion and the inversion in which the location of station EE-3 varies.

moved about 16 m on average, mostly to the southwest. This change has only a very
slight effect on the orientations of the two most significant fracture planes found by the
three point method, listed in Table 7.

Figure 12 contains cross sections through the final velocity models. As can be seen
by comparing these results to those of the reference inversion (Figure 10), only very
minor differences in the patterns and magnitudes of the velocity anomalies occur. The
maximum absolute difference in the P-wave velocities is 0.24 km/s, and the maximum
absolute difference in the S wave velocities is 0.20 km/s. Also, since the Vp/Vs ratios
computed from the results of the joint inversion are examined in following sections, it
should be noted that the maximum absolute difference in the Vp/Vs ratios for these two
inversions is 0.08. The final rms residuals for the above inversion are about the same
as those for the reference inversion: 0.99 ms for the P-wave and 1.92 ms for the S-wave

(
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(compared to 0.99 ms (P) and 1.93 ms (S) for the reference inversion). In conclusion, a
modest error in the location of station EE-3 has only minor effects on the results of the
joint inversion.

The Regularization Parameter

Effects on Velocities

The regularization parameter A determines the degree of "smoothness" of the final P­
wave and S-wave velocity structures. The measure of smoothness for this case is the sum
of the squares of the second velocity derivatives in the x, y, and z directions. Figure 13
illustrates how the magnitude of A affects the final velocity structures. This figure
shows the S-wave velocity horizontal cross sections for four inversions with different
regularization parameters: A = 1, 10 (the reference inversion), 20, and 40. (These
results were computed using straight ray paths.) As can be seen, when the regularization
parameter is very small (A = 1), the velocities decrease by a large amount, about
40% maximum, over a larger region than that spanned by the microearthquakes. The
velocity pattern is very "rough", having several local minima and maxima. When a large
regularization parameter is used (A = 40), the velocities decrease only a small amount,
about 8% maximum, over a smaller region than that spanned by the microearthquakes.
Thus, both the spatial extent and the magnitudes of the velocity anomalies are strongly
affected by the value of the regularization parameter.

In Figure 13, the velocity structures for A= 20 and A= 40 simply look like smoothed
versions of the result for A= 10. Hence, these values of A are most likely too large. The
result for A = 1, on the other hand, is considerably different from the others. However,
these results were computed using straight ray paths, and ray bending is expected to
have a relatively large effect on the results for A = 1, since the magnitudes of the velocity
anomalies are very large for this case. Inversion results for values of A between 1 and
10, which were computed using bent rays, are now examined in some detail. Rather
than beginning with the straight-ray results and performing several more iterations
with bent rays, the inversions were completely re-computed using only bent rays and
beginning with the same homogeneous velocity models as before. The reason for using
this procedure is that some areas of the inversion grid have much greater ray coverage
when straight rays are used than when bent rays are used. Tests suggest that if straight
rays are used first, the velocities in these regions may be highly perturbed, and then
when ray bending is added, these velocities may remain perturbed even though very few
rays now pass through those regions. Using bent rays and beginning with homogeneous
velocity models is less likely to bias the results in this way.

The final results for inversions using A equal to 1, 4, 7, and 10 are presented in
Figures 14 to 19: For convenience in comparing the results from the four different
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Maximum Decrease Decrease
A in Velocity RMS Residual (ms) in Total

P-wave S-wave P-wave S-wave Total Residual (%)

Initial
Model 0% 0% 1.14 2.28 2.28

10 22% 13% 1.00 2.01 2.01 11.8
7 29% 15% 0.96 1.98 1.95 14.5
4 36% 27% 0.93 1.93 1.905 16.4
1 43% 41% 0.89 1.91 1.83 19.7

Table 8: Summary of inversion results using different values of A.

inversions, each figure contains one cross section from each inversion result. As already
seen from the straight-ray inversions, the larger the value of.x, the "smoother" the final
velocity structures are. Also, as A is increased, the magnitudes of the velocity anomalies
decrease. Table 8 lists the maximum P-wave and S-wave velocity perturbations, in
terms of percent change from the background velocities of 5.92 and 3.50 Ian/s, for each
inversion. The maximum velocity perturbations vary from about 10 - 20% when A = 10
to approximately 40% when A = 1. Since the velocity structures corresponding to A =
10 are very smooth, the velocity regularization is probably weighted a little too heavily
for this case. Since the magnitudes of the velocity anomalies decrease as A increases,
the results for the case when A = 10 provide minimum bounds on the magnitudes of the
velocity perturbations. Thus, it is reasonable to conclude that the velocities decrease
by at least 13 - 22% in the most strongly perturbed regions of the reservoir. Table 8
also gives the final P-wave root-mean-square (rms) residual, S-wave rms residual, and
total rms residual for each inversion. The total rms value is the root-mean-square of the
weighted P-wave residuals (multiplied by 2.0, as explained previously) and the S-wave
residuals. This is the actual value that the algorithm is trying to minimize, neglecting
the constraint terms. The improvement in the total residual varies from 11.8% when
A= 10 to 19.7% when A= 1.

Effects on the Vp/Vs Ratios

The relative changes in the P-wave and S-wave velocities are also influenced by the
value of A. Table 9 illustrates this point. This table lists the minimum and maximum
Vp /Vs ratios for each inversion, as well as the coordinates of the nodes at which these
extrema occur. From these results it is clear that the lower the value of A, the more
variable the Vp/Vs ratio becomes. It is interesting, however, that the minimUm Vp/Vs

(
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Minimum Location of Maximum Location of
>. Vp/Vs Minimum (m) Vp/Vs Maximum (m)

initial
model 1.69 1.69

10 1.38 -300E,-200N,3500D 1.88 -400E,-400N,3200D
7 1.27 -300E,-200N,3500D 1.94 -400E,-400N,3200D
4 1.18 -300E,-200N,3500D 2.01 -400E,-400N,3200D
1 1.06 -300E,-200N,3500D 2.37 -350E,-200N,3700D

Table9: Summary of Vp /Vs values for inversions using different values of >..

value occurs at the same node for all of the inversions, and that it is located near the
center of the inversion grid, where the resolution should be relatively good. Figure 20
shows the three cross sections through the Vp/Vs minimum, parallel to the coordinate
axes, for the inversion with>. = 4. The maximum Vp /Vs value occurs at the same node,
in the shallowest layer of the inversion grid, for the inversions with>' = 4, 7, and 10.
The velocity results for this shallow layer may be affected by velocity variations outside
the inversion grid. For the inversion with>. =1, the Vp/Vs maximum occurs deep in
the inversion grid, where the resolution is poor.

For a rock with randomly-oriented, fluid-filled fractures, the Vp/Vs ratios increase
compared to those of the unfractured state (O'Connell and Budiansky, 1974; Toksoz
et al., 1976; Cheng, 1978). Low apparent Vp/Vs ratios may be observed in some
situations due to anisotropy of parallel fractures. The plots in Figure 21 illustrate this
point. Figure 21a shows the velocity of the P-wave and the faster S-wave (polarized
parallel to the fractures) for a rock having parallel fractures, for angles from 00 (parallel
to fractures) to 900 (perpendicular to fractures). These values were taken from Cheng
(1978). (The angles are the phase angles, which are not, in general, the same as the ray
angles in an anisotropic medium (Thomsen, 1986). However, for this general discussion,
the distinction is not important.) Curves are shown for water-saturated fractures (solid
lines) and dry fractures (dotted lines). The curves in Figure 21b are the corresponding
apparent Vp/Vs ratios. The Vp/Vs ratio of the equivalent unfractured rock is 1.73.
Hence, for any given angle, the apparent Vp /Vs ratio for the fractured rock is lower
than that for the unfractured rock. The apparent Vp/Vs ratio is the lowest for wave
propagation at large angles from the fracture orientation. The apparent Vp /Vs ratio
is lower for dry fractures than for saturated ones, especially at high angles. For this
particular model, the ratios are as low as 1.3 for dry cracks.

Although the major fracture planes of the Los Alamos reservoir may be subparal­
lel (controlled by regional stresses), fractures are likely to occur on a smaller scale in
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many directions (controlled by local stresses). The fractures within the reservoir are
expected to be completely saturated, due to the high pumping pressures used during
the hydrofracturing. Hence, based on the theory and laboratory measurements of rocks
with randomly-oriented, fluid-filled fractures, the Vp/Vs ratios are expected to increase
within the reservoir. Furthermore, even if most of the fractures within the reservoir
were subparallel, the ray paths would be at fairly low angles to the fracture orientation
(subvertical). Thus, even for this case, the observed Vp/Vs ratios should not be signif­
icantly lower than those of the unfractured rock. In short, the observed Vp /Vs values
are not consistent with the results expected from theory. In a later section, relative P­
wave and S.wave weighting parameters are investigated to see if the relative weighting
schemes strongly bias the computed Vp /Vs ratios.

Effects on Hypocenters

The earthquake locations for all of the inversions rotate into a more vertical and
more North-South orientation compared to the initial locations. This can be seen by
examining the hypocenter projections shown in Figure 22. This flgure contains vertical
East-West projections of the initial earthquake locations (represented by the dots) and
the final earthquake locations (represented by the plus signs) for the inversions with
.\ = 10 (Figure 22a) and .\ = 1 (Figure 22b). (The results for the inversions with .\ = 4
and .\ = 7 are intermediate between the results shown in this figure.) The hypocenters
define a two-lobed pattern - one lobe shallower than about 3450 - 3500 m depth, and
the second lobe below that depth. The inversions produce no systematic change in
the earthquake locations within the shallower lobe. The hypocenters within the deeper
lobe, however, are systematically rotated into a more vertical orientation. The amount of
this rotation increases as .\ decreases. Also, the deeper lobe looks more "compact" after
the inversions (most noticeable for the case when .\ = 1, Figure 22b), suggesting that
the hypocenters are also rotating into a more North-South orientation, perpendicular
to the cross section. Figures 23 and 24 contain the horizontal and vertical North­
South hypocenter projections, respectively. These projections show that the deepest
earthquakes, which are moved deeper and to the west by the inversions, are located
in the southern part of the source region. Also, the rotation into a more North-South
orientation can be seen in Figure 23b, the horizontal projection for the inversion with
.\ = 1. The earthquakes in the northeastern corner of the source region are aligned
more North-South after the inversion. The observation that the hypocenter rotation
increases as .\ decreases is reflected in Table 10. This table gives the average change in
each hypocenter parameter, for each inversion, as well as the average absolute distance
the hypocenters move.

Table 11 gives the orientations of the two most active fracture planes for each inver­
sion result, as determined by the three point method. Also given are the orientations
of the fracture planes computed from the initial earthquake locations. The results are
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Hypocenter Average Change in Parameter
Parameter During Inversion

A = 10 A=7 A-4 A-I
North Coord. (m) -0.2 2.9 3.0 2.5
East Coord. (m) -5.4 -6.2 -4.7 -8.4

Depth Coord. (m) 22.5 29.2 27.1 35.5
Average

Distance event 31.8 40.2 41.3 53.5
moved during inv.
Origin time (ms) -9.5 -12.8 -14.6 -20.8

295

Table 10: 1. Average changes in the hypocenter parameters during the inversions with
different values of A.

Strike Dip No. of Events
on Plane

Initial N9° W 77° E 399
Locations N 31° W 87° E 170

N3° W 80° E 300
A = 10 N 20° W 87° W 156

N2° W 81° E 242
A=7 N 20° W 87° W 196

N 2° W 82° E 225
A=4 N 20° W 87° W 203

N 1° W 82° E 238
A=1 N 20° W 86° W 186

Table 11: The two most significant fracture planes determined by the three point method
for the inversions with different values of A.
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consistent with the hypocenter rotation patterns described above. For all of the inver­
sions, both fracture planes strike more North-South than the planes computed from the
initial locations. The first fracture plane also has a steeper dip for all of the inversion
results, compared to the dip of the initial plane. The orientation of this first fracture
plane also illustrates the progressively stronger rotation as ..\ decreases. The strike of
the plane varies from N 3° W when..\ = 10 to N 1° W when ..\ = 1, and its dip varies
from 80° E (..\ = 10) to 82° E (..\ = 1). (Both fracture planes involve earthquakes from
approximately 3300 m depth to 3800 m depth.)

Since the cluster of earthquakes is rotating into an orientation which is more parallel
to the axes of the velocity grid, it is important to investigate whether this rotation is an
artifact of the inversion method. It is possible that the earthquake locations could be
biased by the orientation of the velocity grid. To check this, the inversion was repeated
using a different coordinate system. The velocity grid was rotated 45 degrees around a
horizontal North-South axis, as illustrated by the diagram in Figure 25. The inversion
using ..\ = 4 was repeated using this new grid orientation. The orientation of the final
earthquake locations is the same as before - the earthquake cluster is still rotated into
a more vertical and more North-South orientation. Hence, this earthquake rotation is
not biased by the orientation of the velocity grid. As an additional note, the velocity
minima for the inversion with the rotated grid generally occur in the same locations as
before, especially for the S-wave velocity structure. Major differences in the velocity
structures only occur in those areas with poor or no ray coverage. Also, the Vp/Vs
minimum remains at the same location.

Weighting Schemes

The inversion results presented in the previous section consistently show P-wave
velocity structures which have less detail than the corresponding S-wave velocity struc­
tures. Also, the Vp/Vs ratios consistently decrease to extremely low values in one
region. Now we will determine if these results are biased by the relative P-wave and
S-wave weighting schemes employed in the inversions. These weighting schemes are of
two types:

1. Relative P-wave and S-wave data weighting.

2. Relative P-wave and S-wave velocity regularization weighting.

First, recall that the P-wave data has been given a weighting factor of 2.0 rela­
tive to the S-wave data (as explained previously). This weighting reflects the stronger
confidence in the P-wave arrival times relative to the S-wave times. Now we wish to
determine if this data weighting is biasing the velocity results, specifically the Vp/Vs

(

(



Imaging a Hydrofrac 297

ratios. Here we examine results of an inversion performed with equal P-wave and S-wave
data weighting.

Secondly, until now, the P-wave and S-wave second velocity derivatives have been
given equal weighting in the regularization matrix. It may be argued that the P-wave
velocity regularization should be given less weighting than the S-wave velocity regular­
ization for the following reason. Consider the P-wave and S-wave velocity derivatives
across three consecutive velocity nodes:

P wave velocity derivative

S wave velocity derivative

The a's are constants which depend on the distances between the nodes. The P-wave
velocity derivatives tend to be larger than the S-wave velocity derivatives simply because
the P-wave velocities are larger than the S-wave velocities. To see this, assume that
the Vp/Vs ratio is the same for the three consecutive nodes. Then the P-wave velocity
derivative may be expressed in terms of the S-wave velocity derivative as follows:

(14)

P wave velocity derivative
p p p

= alvi_l - a2v i + a3vi+l

S (vr 1) S (vP
) s= a1vi_1 s- - a2vi --:s + aavi+1

Vi_l Vi

= (is:) (a1vL - a2v f + aavf+l)

= (is:)(S wave velocity derivative) .

(This expression is a simplified representation of the relationship between the P-wave
and S-wave velocity derivatives, since the Vp/Vs ratio was assumed to be constant.)
Since the P-wave velocity derivatives tend to be larger than the S-wave velocity deriva­
tives for numerical reasons, one may argue that the P-wave derivatives should be given
less weighting than the S-wave derivatives in order for these two sets to have "equivalent
effects" on the inversion results. Following this logic, the P-wave velocity regularization
weighting should be on the order of Vs/Vp (from Eq. 14). Here we examine the results
of inversions performed using P-wave velocity regularization weighting of 0.59, which
is the Vs/Vp ratio of the background velocities. The specific objective of this investi­
gation is to see if this regularization weighting scheme allows the final P-wave velocity
structure to show more detail than the results from the earlier inversions.

The results of three inversions with different weighting schemes are examined:

1. P-wave data weighting = 2; P-wave velocity regularization weighting = 1 (same
as all previous inversions);

2. P-wave data weighting = 2; P-wave velocity regularization weighting = 0.59;
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P P Minimum Location of Maximum Location of
data wt. reg. wt. Vp/Vs Minimum (m) Vp/Vs Maximum (m)

initial model 1.69 1.69
2 1 1.18 -300E,-200N,3500D 2.01 -400E,-400N,3200D
2 0.59 1.125 -300E,-200N,3500D 1.96 -400E,-400N,3200D
1 0.59 1.30 -300E,-200N,3600D 1.94 -400E,-400N,3200D

Table 12: Summary of Vp /Vs values for inversions using different weighting schemes.
), = 4 for all inversions.

3. P-wave data weighting = 1; P-wave velocity regularization weighting = 0.59.

In all cases, the regularization Lagrangian multiplier), equals 4. Ray bending is used,
beginning with a homogeneous initial model. Table 12 lists the minimum and maximum
Vp/Vs ratios for each of the three inversions. The strong Vp/Vs minimum is present
in all of the results. The minimum Vp/Vs value differs by a modest amount between
the inversions, similar to the differences seen in the last section for the inversions using
different values of),. These differences are at least partially due to the fact that changing
the relative P-wave and S-wave weighting schemes also changes the relative importance
of the arrival time residuals and velocity derivatives, similar to changing the value of ),.
Also, note that the location of the Vp/Vs minimum for the third weighting scheme is
100 m deeper than for the others. The important conclusion from this study is that the
relative P-wave and S-wave weighting schemes do not dramatically affect the location
and value of the prominent Vp/Vs minimum.

Horizontal P-wave velocity cross sections (at 3500 m depth) for each of the three
inversions are presented in Figure 26. The amount of detail in the P-wave velocity
structure does not vary significantly between the results. Thus, decreasing the weighting
of the P-wave velocity regularization, or smoothing, does not produce a more detailed
Vp model.

EVALUATING THE RESULTS

In the previous sections, we examined the effects of various weighting parameters,
approximations, and possible sources of error on the inversion results. Those types
of studies provide some insight into the stability of the inversion. In the following
sections, the resolution and uniqueness of the inversion results are investigated. Con­
ventional analysis of the resolution matrix allows the trade-offs, or ambignities, between
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the various model parameters to be examined. These ambiguities include "smearing"
among adjacent velocity nodes, Vp - Vs trade-offs, and ambiguities between veloci­
ties and hypocenters. The conventional "standard errors" from the model covariance
matrix provide lower bounds on the velocity and hypocenter errors. They are not, how­
ever, good estimates of the absolute errors, since they do not account for the basic
non-uniqueness of this joint inverse problem. The non-uniqueness of this problem is
examined in another way, by performing inversions with different types of constraints
than those applied up to this point. The goal of these studies is to understand how well
the velocities and hypocenters are constrained by the data, and to what extent they
are determined by the constraints. Inversions of synthetic data also yield insights into
this issue. Since the ray coverage is limited, and since the inversion results cannot be
confirmed by independent infonnation, these types of analyses are very important.

Resolution and Standard Errors

In this section, the resolution and standard errors of the velocity models from the
joint inversion are quantified, as well as the standard errors of the hypocenters. We
examine in some detail the resolutions and errors for the inversion perfonned with .\
= 4, P data weighting = 2, and equal P-wave and S-wave regularization weighting
(Figures 14c - 19c). The effects of varying some of these parameters are discussed. It
is computationally intensive to compute resolutions and errors for all of the velocity
nodes. For this reason, the following analysis is confined to the velocity nodes of the
vertical East-West cross sections at -300 m North.

Spatial Velocity Resolution

The diagonal elements of the resolution matrix have been interpolated and con­
toured for the vertical East-West cross sections, shown in Figure 27. The resolution
contours are superimposed onto the velocity gray scale plots. The velocities in the
lower, western region are not resolved at all simply because there are no rays passing
through that region. The resolution is best in the upper, eastern region of the reservoir,
but even these numbers are low: 0.2 - 0.6. These results indicate that the computed
velocity at a particular node is significantly influenced not only by the actual velocity
at that node, but also by the values of other parameters in the modeL In order to see
which of these other parameters are influencing the velocity at any particular node, the
off-diagonal elements of the row of the resolution matrix corresponding to that node
must be examined. For example, consider the P-wave velocity node at (-300 m East,
-300 m North, 3500 m depth). Some of the off-diagonal elements of the corresponding
row of the resolution matrix are interpolated and contoured in Figure 28. Figure 28a
shows the row elements corresponding to the vertical East-West P-wave velocity cross
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section through the node under consideration, and Figure 28b shows the row elements
corresponding to the horizontal P-wave velocity cross section through the node. The
dots represent the velocity nodes over which the velocity second derivative regulariza­
tion is done. From this figure one sees that the nodes over which the regularization is
done are having some influence on the P-wave velocity solution at (-300 m.East, -300
m North, 3500 m depth). Similar results are obtained for the S-wave velocity node.

One way to quantify the influence of the adjacent nodes over which regularization
is done is to sum the corresponding off-diagonal elements of the resolution matrix and
the diagonal element, and compare this total sum with the magnitude of the diagonal
element alone. The total sum described above was computed for all of the nodes of
these vertical East-West cross sections, and the results are shown in Figure 29. These
total sums are almost twice as large as the magnitudes of the diagonal elements alone
(compare to Figure 27). Hence, the combined influence of the velocities at the adjacent
nodes is almost as significant as the influence of the central node alone. In conclusion,
the spatial velocity "resolution" is not on the order of the node spacing (50 - 100 m),
but is on the order of the distance over which the regularization is done (100 - 200 m).
Thus, applying the regularization constraints with A = 4 is similar to using a larger
node spacing. The important difference is that using a small node spacing with the
regularization gives the model more flexibility than using a larger node spacing.

Note that the P-wave velocity resolutions are less than the S-wave resolutions (Fig­
ure 27a and b). Recall that the P-wave and S-wave velocity regularizations are given
equal weighting in this inversion. However, since the P-wave velocity derivatives are, in
general, larger than the S-wave velocity derivatives, the overall P-wave regularization
is actually stronger than the S wave regularization. For an inversion perfonned with
less P-wave regularization weighting (weight = 0.59), the P-wave velocity resolutions
improve and become slightly larger than the S-wave resolutions. (However, as shown
previously, this inversion still produces a P-wave velocity structure which shows little
detail.)

Vp - Vs Trade-Offs

In addition to the smearing or "trade-off" between adjacent velocity nodes described
above, trade-off also exists between corresponding P-wave and S-wave velocity nodes.
This type of trade-off exists because of the uncertainty in the hypocenter locations, and
because of the inherent ambiguities between changes in hypocenter location (especially
depth), origin time, and velocities. The interdependence of the P-wave and S-wave
velocities can be demonstrated by considering once again the row of the resolution
matrix corresponding to the P-wave velocity node at (-300 m East, -300 m North,
3500 m depth). The off-diagonal elements corresponding to the vertical East-West and
horizontal P-wave velocity cross sections through the node were previously examined
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(recall Figure 28). Now the off-diagonal elements of tills row of the resolution matrix
willch correspond to the vertical East-West and horizontal S wave velocity cross sections
through the node are presented in Figure 30. The values near the point (-300 m East,
-300 m North, 3500 m depth) are non-zero, indicating trade-off between the P-wave and
S-wave velocities at tills point. Notice that these off-diagonal elements are negative.
Tills means that a P-wave velocity decrease at tills node may trade off with an S-wave
velocity increase at the same node, and vice versa. The magnitude of the largest off­
diagonal element is 0.155, compared to a value of 0.47 for the diagonal element. Thus,
in terms of percentages, the influence of the corresponding S wave velocity node is 33%
of the influence of the P-wave node.

To examine qualitatively the nature of the trade-off between P-wave and S-wave
velocities, synthetic data were created having only a P-wave velocity anomaly, and
these data were inverted allowing both P-wave and S-wave velocities to vary. Vertical
and horizontal cross sections of the simple rectangular P-wave velocity model used to
generate the data are shown in Figure 31. The P-wave velocity decreases to 4.9 km/s
in the center of the anomaly, willch is a decrease of 17% compared to the background
velocity of 5.92 km/s. The S-wave velocity is homogeneous· and has a value of 3.5
km/s. The data were created using the final earthquake locations of the old straight­
ray "reference inversion" (See Figure 10), and no noise was added to the data. Ray
bending was used when creating and inverting the data. The inversion grid is the same
as for the inversions of the field data. The regularization parameter).. = 10, the P data
weighting = 2, and the P-wave and S-wave regularization weightings are equal. No
velocity penalty function is applied so that the velocity trade-offs can be clearly seen.
Cross sections through the final velocity structures are shown in Figures 32 and 33. In
Figure 32, the P-wave velocities are plotted at the saine scale as in Figure 31, so that
the final velocity values may be easily compared to the correct values. In Figure 33,
the P-wave and S-wave velocities are plotted in terms of the percent difference from the
background values of 5.92 and 3.50 km/s, respectively. Tills type of scale makes it easy
to compare the relative magnitudes of the Vp and Vs anomalies. The P-wave velocities
decrease to about 5.35 km/s, a change of 9.6%. As expected, the S-wave velocities
increase in the region of the P-wave low velocity anomaly, to about 3.65 km/s. This is
a 4% increase over the correct value. As a side-note, the computed Vp/Vs ratio of the
anomaly is approximately 1.47, close to the correct value of 1.40.

Ambiguities Between Velocities and Hypocenters

The velocities also trade off with the earthquake locations and origin times. The
velocity resolutions computed above indirectly take into account the ambiguities be­
tween the velocities and hypocenters because the resolution matrix is computed using
the joint inversion formulation. The resolutions could also be computed for the equiv­
alent problem, but with the hypocenters assumed to be fixed. This calculation is done
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by simply skipping the separation of parameters step. When this procedure is done, the
resolutions improve significantly. The average increase in the resolution values, com­
pared to those computed previously with the joint inversion formulation (Figure 27), is
about 0.2. To put this in perspective, the mean resolution value increases by 79%.

The substantial improvement in the resolutions when the hypocenters are assumed
to be fixed indicates that significant ambiguities exist between the velocities and the
earthquake locations and origin times. Another way to study the effects of these am­
biguities is to see what kind of improvement in the velocity results would be achieved
if the hypocenters were known. This comparison can be made using synthetic data.
The synthetic data for the simple block model described earlier were inverted with the
earthquake locations and origin times fixed at the correct values. Cross sections through
the resulting P-wave velocity model are presented in Figure 34. The images are much
sharper than before, and the velocity values are much more accurate. The minimum
P-wave velocity is now 4.88 km/s, compared to the value of 5.35 achieved before. (The
corrrect solution is 4.90.) Also, since the hypocenters are fixed, the P-wave and S wave
velocities are not coupled, -so there are no Vp - Vs trade-offs.

Velocity Standard Errors

Another measure often used to evaluate the result of an inverse problem is the model
covariance matrix. This matrix provides an estimate of the variance of the model pa­
rameters due to "noise" in the data. This noise may be a combination of the arrival
time picking errors and arrival time discrepancies caused by factors which are not com­
pensated for in the inversion - such as velocity variations outside the inversion grid,
small velocity variations which cannot be accurately modeled due to the discretization
of the grid or the regularization applied, or variations due to anisotropy. The square
root of the diagonal elements of the covariance matrix, usually referred to as the stan­
dard errors, were computed for the vertical East-West cross sections. An estimate of
the noise, or data, variance is required for this analysis. The data variance is estimated
from the final arrival time residuals, as described previously. The number of indepen­
dent parameters in the model must be specified when estimating the data variance.
Since velocity regularization, or smoothing, is applied to the problem, the number of
independent velocities is less than the number of nodes in the inversion grid. For the
particular inversion considered here, the resolution analysis indicates that the size of
the spatial velocity resolution is on the order of twice the node spacing. In other words,
the number of independent velocities in each direction is about half of the number of
nodes in each direction. So the total number of independent velocities is approximately
(nx/2)x(ny/2)x(nz/2), where nx, ny, and nz are the number of nodes in the inversion
grid in the x, y, and z directions. This number must then be multiplied by 2 since there
are P and S nodes. Using this approach to detennine the number of independent veloc­
ities, a value of 9.9 ms2 is obtained for the data variance. (This value is the variance of
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the weighted data, in which the P-wave residuals are multiplied by a factor of 2.) The
corresponding standard errors range from about 0.08 to 0.13 km/s (in the areas where
the velocities are resolved).

It is very important to remember that the standard errors are the expected errors in
the model parameters due to the data, or noise, variance, for a particular inversion
result. Other errors exist due to the basic non-uniqueness of the problem. This fact is
demonstrated by the differences in the velocity values for different values of ,\ (Table 8).
The differences in the velocity values for different values of ,\ are greater than the size
of the standard errors. Hence, for this non-unique problem, the standard errors are not
meaningful measures of the absolute velocity errors.

The velocity resolutions and standard errors change as ,\ is varied. As ,\ decreases,
the resolutions increase, but the standard errors also increase, and vice versa. For
example, the resolution and error analyses were computed for the same vertical East­
West cross sections as above, for the inversion with ,\ = 1. The resolutions increased
by about 40%, and the standard errors increased by about 77%.

Hypocenter Standard Errors

The standard errors for the hypocenter parameters have been computed for the
inversion studied above (inversion with'\ = 4). The data variance estimated as described
in the last section, 9.9 ms2 , is used in these calculations. Histograms of the standard
errors of the hypocenter parameters are shown in Figure 35. The mean standard errors
are:

Parameter
North-South Coordinates
East-West Coordinates

Depth Coordinates
Origin Times

Mean Standard Error
12.8 m
10.4 m
22.6 m
4.4 ms

Again, one must remember that these errors are only those due to the data "noise", or
variance. When computing these values, the velocity model is assumed to be correct.
Therefore this analysis does not directly take into account any errors in the velocities,
and the above errors in the hypocenter parameters should be thought of as the minimum
expected hypocenter errors.
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The joint inversions yield a range of results for various values of A and other weight­
ing parameters. In all cases, the arrival time residuals are substantially reduced. These
results are obtained by requiring the velocity models to be smooth and to have values
within specified bounds. However, since this joint hypocenter-velocity inverse problem
is non-unique, it is possible that different types of constraints may yield models which
satisfy the data equally well. In this section we examine some other modeling schemes.
The goal is to investigate the non-uniqueness of the problem, and to determine if the in­
version results obtained by our method fit the data better than results from alternative
procedures.

One-Block Model

Instead of having many velocity nodes and regularizing the problem by requiring
smooth models, an inversion was performed with a very simple velocity parameteriza­
tion. Only eight nodes were in the inversion grid, forming a rectangular box around the
source region. These nodes were required to have the same velocity values, so that the
velocity model was essentially a ''block'' structure. The grid was rotated so that it was
alligned parallel to the trend of the final earthquake locations obtained from the earlier
inversions, and it was chosen such that it fit rather "tightly" around the source region.
The inversion was performed with all of the station corrections varying and with no
velocity bounds applied. Bent rays were used. The final velocities within the source
region are 5.65 km/s (P) and 3.26 km/s (8), which yield a Vp/Vs ratio of 1.73. The
arrival time residuals decrease very little, however. The root-mean-square values are
1.13 ms for the P-wave and 2.20 ms for the S-wave, compared to initial values of 1.14
and 2.28 ms, respectively.

The improvement in the arrival time residuals is much better for all of the earlier
inversions (such as those shown in Table 8) than for the inversion performed here with
the simplified velocity model. To determine if the greater improvement in the arrival
time residuals obtained when many nodes are used in the inversion grid is meaningful,
a statistical test was done. The F test determines the probability that the difference in
the data variances for models which have different numbers of parameters is simply due
to the difference in the number of degrees of freedom (Mendenhall et aI., 1986, p. 478).
In other words, if the probability determined by the F test is very small, then the model
with the larger number of parameters truely satisfies the data better than the alternative
model. This test was used to compare the results from the simplified inversion above to
those from the inversion with A =4. The number of independent velocities for·the latter
inversion was estimated from the resolution analysis, as explained earlier. This F test
yields a probability of less than 0.5% (which is the smallest category in the distribution

(



Imaging a Hydrofrac 305

table). Hence, the greater improvement in the arrival time residuals when many nodes
are used in the inversion grid is statistically significant, suggesting that those inversions
yield reliable information about the shapes of the velocity anomalies.

Fitting the Hypocenters onto One Plane

Until now, constraints have been applied to the velocity models, such as regular­
ization and velocity bounds, but no constraints have been applied to the hypocenters.
Analysis of the two most active fracture planes by the three point method yields orien­
tations which are within 200 of each other (Table 11). One test of the non-uniqueness
of the earthquake locations is to determine if the data can be satisfied equally well if all
of the earthquakes are required to lie on one plane.·

The inversion procedure was reformulated slightly, so that each hypocenter is re­
quired to satisfy an equation for a plane:

AXi +BYi +Czi = D, (15)

[0 ABC] 6.hi + [ 2x (nnode +nsta) 0's Xi Yi Zi -1]

where (Xi, Yi, Zi) are the location coordinates for the i th earthquake. The location and
orientation of the plane are allowed to vary, by allowing the four coefficients to vary. The
requirement, therefore, is that the new coefficients and the new hypocenter coordinates
satisfy the equation:

(A + 6.A)(Xi + 6.xi) + (B + 6.B)(Yi + 6.Yi) + (C + 6.C)(Zi + 6.zi) = (D + 6.D) (16)

Expanding Eq. (16), neglecting second order terms, and rearranging the remaining terms
gives:

[

6.A ]6.xi 6.B
[A B C] [6.Yi]+[Xi Yi Zi -1] 6.C =D-Axi-BYi-Czi. (17)

6.z. 6.D

By adding some zeros, the above equation can be written in terms of the hypocenter
perturbation vector 6.hi and the velocity/station correction perturbation vector 6.m
(See Eq. 5): - -

6.m
6.A
6.B
6.C
6.D

= D - AXi - BYi - CZi. (18)
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Eq. (18) is added as an additional row to the joint hypocenter-velocity matrix equation
(Eq. 5). This row is multiplied by a constant weighting factor, Wp /, which determines
how strongly the hypocenters are constrained to lie on the plane. The separation of
parameters step is then implemented as usual.

The coefficients (A, B, C) define the normal vector to the plane. These coefficients
are not unique since they may be scaled by any constant factor and the same plane
would be specified. To make the inversion more stable, we require the magnitude of this
normal vector to be unity:

(A + 6.A)2 + (B + 6.B)2 + (C + 6.C)2 = 1. (19)

Eq. (19) is expanded, and the second order terms ((6.Aj2, (6.B)2, (6.C)2) are dropped.
The result is expressed in terms of the velocity/station correction perturbation vector
6.m:

[2x(nnode+nsta)O's 2A 2B 2C 0]
6.m
6.A
6.B = 1 - A2 - B 2 _ C2.
6.C
6.D

(20)

After the data from each earthquake are "processed", this additional row is added to the
final separated matrix equation (Eq. 7). The coefficients A, B, C, and D are updated
at the same time as the velocities and station corrections, and then the earthquakes are
relocated on the new plane. The entire procedure is iterated as usual.

For the sake of saving time, straight rays were used for this test. (Ray bending
would not change the conclusions of the test.) The final velocities and hypocenters of
the old straight-ray ''reference inversion" were used as the starting model. First, the
best-fitting plane through those earthquake locations was determined. The orientation
of that plane was N9°W, dip 84° East. The earthquakes were then relocated so that
they were situated on that plane. Next, the hypocenters, velocities, station corrections,
and the orientation of the plane were allowed to vary simultaneously. Weak velocity
regularization (oX = 1) and loose velocity bounds (Vp min = 3.5 km/s, Vp rna", = 6.5
km/s, Vs min = 2.0 km/s, Vs rna", = 4.2 km/s) were applied. The velocity models
were not constrained heavily because we want to determine how small the arrival time
residuals can be with the earthquakes confined to one plane. The fewer restrictions
that are placed on the velocities, the lower the residuals will be. The constraint that
the earthquakes lie on one plane was weighted such that some deviation from the plane
was allowed. The inversion was difficult to implement because either the hypocenters
deviated too far from the plane, or the velocities varied too wildly. When the velocities
vary too randomly, the hypocenter relocation scheme sometimes does not converge,
and as a result many earthquakes are eliminated from the inversion. A satisfactory

(
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convergence of the algorithm was not achieved. Results from an inte=ediate step
in the iterative procedure were selected which satisfy two requirements: most of the
hypocenters are properly relocated, and the deviation of the hypocenters from the plane
is on the order of the expected error in the earthquake locations due to the data variance.
The maximum deviation of the hypocenters from the chosen plane is about 25 m. The
orientation of the plane is N7°W, dip 76° East.

The root-mean-square arrival time residuals for this model are 1.32 IllS for the P­
wave arrival times and 2.53 ms for the S-wave arrival times. These residuals are higher
than those observed for any of the previous inversions. Of course, since an additional
constraint is applied to each hypocenter, the number of independent hypocenter param­
eters has decreased. To determine if the increase in the arrival time residuals is simply
due to the change in the number of degrees of freedom, a statistical F test was done.
For this test, the number of independent model parameters must be known. If the
earthquakes were required to lie exactly on one plane, then the number of independent
hypocenter parameters for each earthquake would be 3 (2 location coordinates and the
origin time). Since some deviation about the plane is allowed, the number of indepen­
dent parameters for each earthquake is more than 3, but less than 4. As mentioned
earlier, the number of independent parameters may be determined from the resolution
matrix. The trace of the resolution matrix is equal to the number of independent model
parameters. The resolution matrix for this constrained hypocenter relocation problem
is:

(21)

where H is the hypocenter partial derivative matrix for the unconstrained relocation
problem, !l7 is (0 ABC), and Wpl is the relative weighting for the plane con­
straint. The trace of the resolution matrix was computed for each earthquake, and these
numbers were summed to determine the total number of independent hypocenter pa­
rameters. (The average trace is 3.52.) The F test yields a probability of less than 0.5%
that the increase in the arrival time residuals when the hypocenters are confined to one
plane is solely due to the corresponding change in the number of degrees of freedom.
In conclusion, confining the hypocenters to one plane produces a model which does not
satisfy the data, and therefore this test demonstrates that the earthquakes must occur
along more than one fracture plane.

Synthetic Data Simulations

The Vp /Vs models computed from the velocity results of the joint inversion display a
pronounced minimum, as shown in Figure 20. The minimum Vp/Vs value is in the range
of 1.05 - 1.40 and depends on the particular weighting parameters used in the inversion.
For comparison, the Vp/Vs ratio of the background velocities is 1.69. As explained in
earlier, these very low Vp /Vs values are not consistent with the results anticipated,
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based on theory and laboratory studies of fractured rock. These inconsistent ratios are
especially troubling because they occur near the center of the inversion grid, where the
velocity resolution is relatively good. In this section, synthetic data are inverted to
evaluate the general reliability of the Vp /Vs ratios obtained from the joint inversion for
the given ray geometry. This analysis also provides insight into two other observations:
the fact that the P-wave velocity structures consistently exhibit less detall than the
corresponding S-wave velocity structures, and the observation that the earthquakes
systematically rotate during the joint inversion.

Synthetic arrival time data were generated using the S-wave velocity results from
the inversion of the field data performed with the following parameters: A = 4, P-wave
data weighting = 2, P-wave velocity regularization weighting = 1 (from Figure 14c
- 19c). The P-wave velocity model for the synthetic data was generated from the S­
wave velocity structure and the Vp/Vs function shown in Figure 36. In this model, the
Vp/Vs values increase as the S-wave velocities decrease. Thus, the S-wave velocities
are perturbed more than the P-wave velocities, in terms of percentages, within the
fractured "reservoir". This model is consistent with a zone of randomly-oriented, fluid­
filled fractures (O'Connell and Budiansky, 1974; ToksOz et al., 1976; Cheng, 1978). The
region outside the inversion grid has a homogeneous velocity structure with velocities
of 5.92 km/s (P) and 3.50 km/s (S). Horizontal Vs, Vp, and Vp/Vs cross sections (at
3500 m depth) through the model are presented in Figure 37. These cross sections are
used for evaluating the results from the inversions described below. Ray bending was
used in generating the synthetic arrival times.

The joint inversion has been performed on three sets of the synthetic data:

1. Noise-free data.

2. Data with a low level of "noise", or variance, added.

3. Data with a high level of variance added.

The random noise added to the synthetic data has a normal distribution with zero mean
and the standard deviations given in Table 13. More noise was added to the S-wave
data than to the P-wave data because the measured P-wave arrival times are believed
to be more accurate than the S-wave times. Also, more noise was added to the arrival
times from the stations far from the source region than those close to it, since for the
field data those arrival times may contain "errors" due to velocity variations outside the
inversion grid. The initial velocity model for all of the inversions is the homogeneous
structure with the correct background velocities. Ray bending is used in the inversions.
The regularization parameter A is 1 for the first two inversions. It is increased to 4
for the last inversion, since the data variance is high for that case. Equal P-wave and
S-wave regularization weighting is used. As for the field data, the P-wave arrivals are
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Standard Deviation of Noise (ms)
Station Low Level High Level

P Data S Data P Data S Data
EE-1 0.5 0.75 1.5 2.5
EE-3 0.5 0.75 1.5 2.5
GT-1 1.0 1.5 2.2 4.0
PC-1 1.0 1.5 2.2 4.0

Table 13: Standard deviations of the random noise added to the synthetic data.
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Inversion RMS Error Largest Error Location of Largest Error(m)
No Noise 0.03 -0.13 -250E,-100N,3700D

Low Noise Level 0.05 -0.25 -300E,-200N,3600D
High Noise Level 0.09 -0.41 -300E,-200N,3600D

Table 14: Root-mean-square Vp/Vs errors and the largest Vp/Vs errors in the inversion
results of the synthetic data.

weighted twice as heavily as the S-wave arrivals. The station corrections at stations PC­
1 and GT-1 vary freely. Those at stations EE-1 and EE-3 are fixed at the correct values.
Maximum P-wave and S-wave velocity bounds of 5.98 and 3.50 lan/s, respectively, are
applied. These values are the maximum velocities in the models used to generate the
synthetic data.

Horizontal cross sections through the Vp/Vs structures computed from the final
velocities for the three inversions are shown in Figure 38. As can be seen, as the data
variance increases, the computed Vp/Vs structure becomes less accurate. When the
data variance is high, the Vp/Vs ratios decrease in the central region of the inversion
grid, similar to the results seen for the field data inversions. The rms Vp /Vs error (at
the nodes) and the largest Vp/Vs error for each of the three inversions are listed in
Table 14. For the inversion of the data with the high noise level, the rms Vp/Vs error
is 0.09, and the largest error is -0.41. The minimum computed Vp/Vs value is 1.48. As
observed in the inversions of the field data, if .A is decreased, the Vp/Vs minimum value
decreases. For example, the data set with the high level of noise was also inverted with
.A =1 (instead of 4), and in that case the minimum Vp/Vs value after 7 iterations is
1.1. (This inversion was terminated before it completely converged - the final Vp/Vs
minimum value would be even lower.)
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Inversion P RMS (ms) S RMS (ms) Total RMS (ms)
No Noise 0.04 0.10 0.09

Low Noise Level 0.39 0.80 0.77
High Noise Level 0.98 2.21 2.09

Table 15: Final root-mean-square residuals for the three inversions of synthetic data.

The final P-wave, S-wave, and total rms arrival time residuals for the three inversions
are given in Table 15. Comparing these values to the final rms residual values for the
field data inversions (Table 8), we see that the third synthetic data set has a level of
data variance which is comparable to that observed in the actual data. Hence, these
results indicate that the Vp/Vs structure calculated from the final P-wave and S-wave
velocity models of the joint inversion of the Los Alamos data is not reliable.

The reason why the Vp/Vs ratios are unreliable for high levels of data variance can
best be seen by examining the final P-wave and S-wave velocity models. The horizontal
Vs and Vp cross sections (at 3500 m depth) for the inversion of the data having the
high noise level are presented in Figure 39. Note that the S-wave velocity structure
is better defined than the P-wave velocity structure. Two "lobes" can be seen in the
S-wave velocity cross section, but they are not resolved in the P-wave velocity model.
These results are consistent with those of the field data inversions (Figures 16- 17). As
noise is added to the synthetic data, the inversion loses its ability to properly resolve the
Vp model faster than it loses its ability to resolve the Vs model. When this happens,
the P-wave velocity model becomes dominated by the velocity regularization, and the
final Vp model is very smooth. It is this relatively greater smoothing of the P-wave
velocity model relative to the S-wave velocity model which cauSes the computed Vp /Vs
structure to be incorrect.

Tests with the field data have shown that the phenomenon just described is not due
to the relative P-wave and S-wave regularization weighting. Rather, it is due to the
relative levels of "signal" and "noise" in the P-wave and S-wave data. For this example,
"signal" is defined as the difference between the actual travel time through the correct
velocity structure (with the correct earthquake location) and the travel time through
the homogeneous velocity model corresponding to the background velocity (also with
the correct earthquake location). Hence, the signals are the arrival time residuals due to
the presence of the velocity anomaly. Since the velocities decrease within the anomaly,
the signals are positive. The solid curves in Figure 40 represent the distributions of
the P-wave signals (Figure 40a) and the S-wave signals (Figure 40b) for the synthetic
data. The x axis is the arrival time residual, or "signal", in ms. For any signal value
X o , the corresponding y value is the fraction of the signals which are larger than X o •
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In other words, these curves are "inverse" cumulative distributions. (The distributions
are plotted in this manner because the largest signals are of the most importance.) The
dotted lines represent the high level noise distributions added to the synthetic data
(defined in Table 13; only the positive values are included). As can be seen, the P­
wave noise is large compared to the P-wave signal, whereas the S-wave noise is small
compared to the S-wave signal. This poorer signal-to-noise level for the P-wave data
relative to that for the S-wave data causes the relatively poorer P-wave velocity results
shown in Figure 39. It should be noted that although the P-wave noise level is higher
than the P-wave signal level (Figure 40a), the data still yield information about the
P-wave velocities because the noise is random whereas the signals are not.

The poor signal-to-noise level for the P-wave data is not due to a large amount
of noise, but to a small amount of signal. The P-wave signals are smaller than the
S-wave signals for two reasons. The first reason is strictly numerical. Since the S-wave
velocities are smaller than the P-wave velocities, the S-wave travel time changes are
larger than the corresponding P-wave travel time changes for the same percent velocity
perturbation. The relationship between the P-wave and S-wave travel time changes is
easy to compute. Suppose the fractional decrease in velocities is f, and d is the length of
the ray path within the anomaly. Then the P-wave and S wave travel time perturbations
are given by:

6.tp
d d

-
vp + 6.vp vp

- d/vp _.!!:-
1+f vp

-df
(22)=

(vp )(1 + J)

6.ts
-df

(23)-
(vs)(1 + f)

The S wave signals are therefore related to the P-wave signals by:

(24)

For example, for a Vp/Vs ratio of 1.7, the S-wave signals would be 70% larger than
the P-wave signals, for the same fractional decrease in velocity. The second reason for
the difference in the P-wave and S-wave signals is due to the physical model. We have
assumed a region of randomly-oriented, saturated fractures, for which case the Vp/Vs
ratios increase relative to the background value. Hence, for this model the percent S-
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wave velocity perturbation due to the anomaly is larger than the percent P-wave velocity
perturbation. This fact increases the differences between the P-wave and S-wave signals.

The inversion results of the synthetic data with the high level of noise also demon­
strate that the hypocenters may be systematically rotated relative to the correct loca­
tions. Figure 41 shows the vertical East-West projection of the final earthquake locations
from the inversion of the data with the high noise level, as well as the correct locations.
(The results shown here are for the inversion performed with A = 1, since these results
show the earthquake rotation more clearly than the results for A = 4.) The rotation of
the hypocenters seen here is not as pronounced as for the field data, and for that reason
a heavy dashed line has been drawn in Figure 41 to define the approximate boundary
of the deep cluster of the correct hypocenters. The deep cluster of final hypocenters is
rotated to the west, relative to the correct locations, similar to the changes seen between
the initial and final earthquake locations in the field data inversions. This observation is
discouraging, since it implies that the final earthquake locations from the joint inversion
of the Los Alamos data may actually be worse than the initial locations. This rotation
is linked to the erroneous Vp/Vs ratios. The distance from a station to a hypocenter is
controlled by the difference in the P-wave and S-wave arrival times, t p - tso Let t p - t s
be represented by l::.tps . For a given Vp/Vs ratio, l::.tps is directly proportional to the
distance from the station to the hypocenter. For this model, and most likely for the field
data as well, some of the ray paths to the deep earthquakes pass through a zone in which
Vp/Vs is too low. This causes the l::.tps of the computed arrival times to be less than
the l::.tps of the observed arrival times. To counteract this problem, the hypocenters are
moved farther from the stations which have ray paths passing through the low Vp/Vs
anomaly - predominantly stations EE-3 and PC-1. This trade-off can occur because
there is no ray coverage to the west of the source region. The ambiguity between the
earthquake locations and the Vp /Vs ratios indicates that the Vp /Vs structure obtained
from the joint inversion would be improved if more stations were available, since the
hypocenters would then be better constrained.

INCONSISTENCY OF THE SHOT DATA

The final arrival time residuals of the shots display a negative skew. The final
shot residuals for the inversion discussed earlier with A = 4 are presented in Figure 42.
The small filled circles represent P-wave residuals, and the large open circles represent
S-wave residuals. The shot residuals are divided into three groups:

1. Residuals for the four shallow shots which were used to determine the station
corrections at station EE-1 (Figure 42a).

2. Residuals for the remaining shots recorded at station EE-1 (Figure 42b).
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3. The shot residuals at station EE-3 (Figure 42c).
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The first group of shot residuals, those used to determine the station corrections at
EE-l, are approximately centered around zero and lie between -1 rns and +1 rns. They
are nearly identical for all of the inversions performed. This result is expected, since the
shots are near the boundary of the inversion grid and therefore their computed travel
times are almost unaffected by the velocity inversion. The deviation of these residuals
about zero gives a measure of the error in the shot arrival times. One would expect the
remaining shots to have approximately the same amount of scatter and, if the inversion
model is correct, to also be centered about zero. Plots 42b and c show that this is not
the case. The remaining shot residuals at station EE-l show a small negative bias, about
-1.35 ms. The residuals at station EE-3 show a substantially larger bias, approximately
-2.1 rns for the P residuals and -3.7 rns for the S residuals. The shot residuals display
similar trends for the inversions performed with different values of A. Several factors
could be contributing to this shift in the shot residuals:

1. The upper velocity bounds could be too low. Recall that the velocity penalty
functions prevent the velocities from being larger than the background velocities.
If there are actually velocities larger than the background velocities (5.92 km/s
(P) and 3.50 km/s (S)), the event locations and origin times could be shifted
to account for the differences in travel times, but the shots are fixed and thus
would have negative residuals. In fact, most of the shot arrival times at station
EE-3 yield average velocities which are larger than 5.92 and 3.50 km/s (Table 3).
However, when the largest velocities determined from the shot data are used as the
background velocities, and therefore also as the upper velocity bounds (Section ),
the shot residuals increase by ouly 0.5 to 1.0 ms. This test shows that although
the choice of the upper velocity bounds may contribute to the bias in the final
shot residuals, it is not the dominant cause.

2. Error in the location of station EE-3 could also contribute to the trend of the
shot residuals, if the station is actually located closer to the shots than computed.
In this scenario, too, the events are shifted to counteract the error in the station
location. For the inversion in which the location of station EE-3 is allowed to vary,
the final shot residuals for station EE-3 are approximately centered about zero.
(The shot data were weighted, essentially forcing the station to move such that
the shot residuals would be satisfied.) However, although the shot residuals for
station EE-l have also improved, they still display a small negative bias, about
-0.4 rns.

3. The low residuals may be due to actual differences in the seismic velocities between
the time the earthquakes were recorded and the time the shot data were gathered.
The events were recorded while water was being pumped into the rock under a
pressure of 48 MPa. The pumping pressure acts to increase the pore pressure,
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thereby decreasing the effective pressure. When the pumping is terminated, the
pore pressure gradually decreases to the hydrostatic pressure. Hence, the effective
pressure increases. This process causes microcracks to close, thereby increasing the
seismic velocities. The shot data were collected several months after the fracturing
experiment ended, when the pore pressure was at or close to the hydrostatic
pressure. The issue of velocity changes due to these changes in effective pressure
is investigated in the remainder of this section.

In addition to the bias of the final shot residuals, indirect evidence that the seismic
velocities were significantly different when the shot data were collected than when the
hydrofracturing occurred is obtained from results of the joint inversion performed with
and without the shot data included. First, consider the vertical East-West velocity cross
sections in Figure 43. These results are from an inversion in which the shot data are
included (as in all of the earlier inversions). The grid was extended vertically to 2800
m depth, so that it now incorporates station EE-l (at 2855 m depth). (The velocities
at 2800 m depth are actually fixed at the values of the background velocities - those
at 2900 m depth are the shallowest velocities which vary during the inversion.) During
this inversion, the P-wave and S-wave station corrections at stations EE-l and EE­
3 are fixed at a value of zero, since the stations are within the inversion grid. The
regularization parameter>. is 4, and bent rays are used. The cross sections in Figure 43
are at -230 m North, which is about midway between the North-South coordinate of
station EE-3 and the average North-South coordinate of the shots. Superimposed on the
cross sections are projections of the straight ray paths from the shallowest and deepest
shots to station EE-3. The other shots are at about the same East-West coordinate
as these shots, at intermediate depths. As is clearly seen in the cross sections, the
cone-shaped region of influence of the shot data has higher average P-wave and S­
wave velocities than the regions immediately above and below. The presence of the
low-velocity zones shallower than the shots is not consistent with the concept that low
velocities, fracturing, and seismicity are correlated, since they are located in an aseismic
zone. Although these velocities are not well resolved due to the limited ray coverage,
they must be caused by some signal in the data. Otherwise, the regularization would
force the velocities to be smooth - either homogeneous or smoothly tapering. It is
possible that these low-velocity anomalies are due to the shallower Phase I reservoir,
although this hypothesis seems unlikely since that reservoir was created mostly above
2700 m depth. The same type of inversion performed without the shot data yields the
results shown in Figure 44. For purposes of comparison, the same shot ray paths are
superimposed on these cross sections as on the previous ones. The velocities in that
cone-shaped region have decreased significantly compared to the results of the previous
inversion. The shallowest velocity anomalies are no longer isolated. The decreases in
velocity above the seismic zone are probably due to poor ray coverage coupled with the
velocity regularization. They may also be partly due to velocity variations outside the
inversion grid. It should be noted that the final rms residuals for these two inversions
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are about the same, indicating that both models satisfy the data equally welL

If we assume that the inversion performed without the shot data yields the correct
velocities for the time of the fracturing, then we can compare those results to the
velocities computed from the shot data to estimate the changes in the velocities due to
the change in effective pressure. The average P-wave and S-wave velocities along the
straight ray paths from the shot locations to stations EE-1 and EE-3 were computed
using the final velocity models for the inversion described above (Figure 44). The average
velocities were simply computed by dividing the straight ray path lengths by the travel
times. Likewise, average P-wave and S-wave velocities were also computed from the shot
data. The results are compared in Table 16. (Note that the shot data which were judged
to be too inconsistent to use in the inversion are included in this table.) Several trends
are present in the results. First, the differences between the velocities computed from
the inversion results and those calculated from the shot data are consistently larger for
station EE-3 than for station EE-1. This result is reasonable, since only a small fraction
of the ray paths from the shots to station EE-1 lie within the seismic zone (which is
assumed to be the most fractured region), whereas most of the ray paths from the shots
to station EE-3 lie within, or very near, the seismic zone. The shallowest shots are shots
2038-3a,3b and 2048-2a,2b. (These shot numbers are preceded by an asterisk in Table 16
to make them easy to identify.) These shots were located at about 3108 m depth. The
remaining shots were located between 3265 and 3283 m depth. The velocities for the
shallow 'shots consistently show smaller changes than the velocities for the deeper shots.
The reason for this trend is the same as described above - a smaller fraction of the ray
paths from the shallow shots lie within or near the fractured zone than those from the
deeper shots.

The third trend in the velocities listed in Table 16 is subtle. To see this trend,
the information must be rearranged. Shots 2038-3a,3b and 2048-2a,2b were located at
nearly identical locations but the data were collected at different times. Likewise, shots
2038-2a,2b and 2048-1 were located at almost the same location. The shot data in group
2038 were collected about 4 months after the fracturing experiment, and those in group
2048 were collected about 10 months after the hydrofracturing. Arrival times were not
recorded at station EE-3 during Experiment 2048, so only the data for station EE-1 are
considered in the following analysis. In Table 17, the velocities corresponding to the
shots listed above are divided into two groups based on the shot locations:

1. Shots 2038-3a,3b and 2048-2a,2b (-502 m E, -291 m N, 3108 m D)

2. Shots 2038-2a,2b and 2048-1 (-442 mE, -270 m N, 3281 m D).

Within each location group, the velocities are divided into three time periods: dur­
ing the fracturing (velocities computed from the inversion results), 4.25 months after
the fracturing (shot group 2038), and 10.35 months after the fracturing (shot group
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Ray Paths to Station EE-1
P-wave Velocities S Wave Velocities

From From From From
Shot Inversion Shots % Difference Inversion Shots % Difference

(km/s) (km/s) (km/s) (km/s)
2038-1a 5.35 5.90 10.3 3.21 3.42 6.5
2038-1b 5.35 5.80 8.4 3.21 3.37 5.0
2038-2a 5.32 5.85 10.0 3.20 3.43 7.2
2038-2b 5.33 5.85 9.8 3.20 3.44 7.5

* 2038-3a 5.64 5.79 2.7 3.35 3.47 3.6
* 2038-3b 5.65 5.88 4.1 3.35 3.45 3.0

2048-1 5.33 5.92 11.1 3.20 3.47 8.4
* 2048-2a 5.65 5.98 5.8
* 2048-2b 5.65 5.96 5.5 3.35 3.51 4.8

Ray Paths to Station EE-3
P-wave Velocities S Wave Velocities

From From From From
Shot Inversion Shots % Difference Inversion Shots % Difference

(km/s) (km/s) (km/s) (km/s)
2038-1a 4.95 5.99 21.0 3.13 3.53 12.8
2038-1b 4.95 6.04 21.3 3.13 3.58 14.4
2038-2a 4.93 6.05 22.7 3.13 3.59 14.7
2038-2b 4.93 6.04 22.5 3.13 3.57 14.1

* 2038-3a 5.15 5.91 14.8 3.18 3.55 11.6
* 2038-3b 5.15 5.92 15.0 3.18 3.58 12.6

Table 16: Comparison of the average velocities computed (along the shot-to-receiver
straight ray paths) from the results of the inversion performed without the shot data,
and the average velocities computed from the shot data. * identifies shallower shots.
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First Shot Location Group (2038-3a,3b; 2048-2a,2b)
Velocities (lan/s)

During Fracturing 4.25 Months 10.35 Months .
Station (shots 2038-3a,3b; After Fracturing After Fracturing

2048-2a,2b) (shots 2038-3a,3b) (shots 2048-2a,2b)
EE-1, P 5.65 5.845 5.97
EE-1, S 3.35 3.46 3.51

Second Shot Location Group (2038-2a,2b; 2048-1)
Velocities (lan/s)

During Fracturing 4.25 Months 10.35 Months
Station (shots 203S:3a,3b; . After Fracturing After Fracturing

2048-2a,2b) (shots 2038-3a,3b) (shots 2048-2a,2b)
EE-1, P 5.325 5.85 5.92
EE-1, S 3.20 3.435 3.47
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Table 17: Subsets of the velocities from Table 16, corresponding to shots which had
nearly identical locations. The averages of the velocities computed for each time interval
are listed.
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2048). The velocities computed for each time interval were averaged, and the mean
values are listed in the table. From these results it is clear that the velocities were
not only higher when the shot data were recorded than during the fracturing, but also
the velocities were higher when the later set of shot data was collected than when the
earlier set was gathered. The increases in velocity from the early shot data to the late
shot data are small but consistent. It is not clear if the velocity changes between the
fourth and tenth months are solely due to continuing pore pressure decreases within
the fractured reservoir. During the time interval between collection of the first and sec­
ond sets of shot data, another hydrofracturing experiment was performed (Experiment
2042; May, 1984). The injection zone was in well EE-3, at approximately 3500 m depth.
No hydraulic connection was made to the reservoir of Experiment 2032, and most of
the earthquakes occurred deeper than 3400 m and east of well EE-3. Hence, this hy­
drofracturing probably did not affect the pore pressure within the fractured zone near
the shot locations. However, it may have altered the stress field such that the confining
pressure on the shot region was increased. Crack healing may also have contributed
to the continuing increase in the seismic velocities with time. Smith and Evans (1984)
claim that fiuid-filled microcracks in quartz have "geologically short lifetimes at tem­
peratures above 200°C", on the order of several months to a few years. This conclusion
is applicable to the Los Alamos situation since the rocks are silicic and the reservoir
temperatures are between 200 and 300°C (Smith et al., 1987)..

The ray paths which traverse the most seismically active region, and therefore the
region which is believed to be the most fractured, are those from the deeper shots to
station EE-3 (shots 2038-1a,lb,2a,2b). Table 16 shows that the velocity changes for
these ray paths range from 13 t·o 23%. We can compare these values to those measured
in the laboratory if we know the corresponding change in effective pressure. From studies
of the pumping pressures and fiow rates, Dash et ai. (1984) have estimated the fracture
extension pressure - the pressure required to create new fractures - to be 69 MFa.
Hence, this value is the approximate pore pressure during the hydrofracturing. We have
estimated the confining, or overburden, pressure to be about 91 MPa at 3.5 km depth,
and therefore the effective pressure during the hydrofracturing was 22 MPa. After the
pumping stopped, the pore pressure eventually returned to the hydrostatic value of 35
MFa (Dash et aI., 1984). Hence, the effective pressure at that time was approximately 56
MFa. Coyner and Cheng (1985) measured velocity changes for Westerly granite on the
order of 2% for saturated cracks and 3 - 5% for dry cracks, over an approximate range
of 22 to 56 MFa of the effective pressure. Nur and Si=ons (1969) measured velocity
changes for Troy granite of 1 - 3% for saturated cracks and 3 % for dry cracks over the
same pressure range. From these observations, it is apparent that the velocity changes
computed from the inversion results and the shot data are significantly larger than those
measured in the laboratory over the corresponding pressure range. Since fractures have
been induced in the reservoir rock, the velocity changes in the reservoir are expected
to be larger than those changes measured in laboratory samples of rocks which contain
only "natural" fractures. Also, the effect of crack healing may be important in the field
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but is not measured in laboratory studies carried out over short time periods. Note
that the percent P wave velocity changes are almost always larger than the percent S­
wave velocity changes (Table 16). This result is not consistent with randoruly-oriented,
completely saturated cracks (Cheng, 1978; O'Connell and Budiansky, 1974; ToksOz et
al., 1976), and cannot be trusted since the Vp /Vs ratios obtained from the joint inversion
have been shown to be unreliable.

To summarize, of the three proposed causes of the bias of the final shot residuals,
ouly the third one satisfies all of the data. We conclude that the shot residuals are biased
because the velocity structure was actually different when the shots were collected than
when the earthquakes occurred. The inversion results performed with and without the
shot data support this hypothesis (Figures 43 and 44). The magnitudes of the velocity
changes observed in the Los Alamos reservoir, compared to those measured in laboratory
samples, suggest that the rock has been significantly fractured.

A DIFFERENT MODEL: CONSTRAINING Vp/Vs

The Vp/Vs structure computed from the final Vp and Vs models of the joint inver­
sion displays a pronounced minimum near the center of the inversion grid. These Vp /Vs
values are not physically reasonable for the reasons given previously. Also, synthetic
data simulations demonstrate that the Vp/Vs ratios computed from the inversion results
are not reliable. Erroneous Vp /Vs anomalies cause systematic bias in the earthquake
locations.

Since the results from the joint inversion are not adequately constrained by the
data and the velocity regularization and bounds which have been applied, we seek an
additional constraint. Specifically, we wish to avoid the bias in the earthquake locations
due to the erroneous low Vp/Vs ratios. The most straight forward approach is to apply
a lower bound to Vp/Vs by adding a penalty function for the Vp/Vs ratios. These
penalties are easily incorporated into the inversion. Extra rows are simply added to the
penalty function matrix equation (see Block, 1991):

[

P((Vp/Vsh + .0.(Vp/Vsh) ]

P((Vp/VS)nnode l .0.(Vp/VS)nnode)

_ [ P((Vp/VS)l) ]

P((Vp/Js)nnode)
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The partial derivatives are found by the chain rule:
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The inversion is performed exactly as before, except that when any Vp/Vs value falls
below the minimum bound, the next iteration step forces the Vp/Vs ratio to increase.

The Vp/Vs ratios within the fractured reservoir should be higher than those of the
background velocities (1.69) if the fractures are fluid-filled and randomly oriented. To
allow for some flexibility in the model, such as effects due to anisotropy or effects due
to the velocity structure outside the inversion grid, a lower Vp /Vs bound of 1.60 is
applied. The Vp/Vs penalty function is:

P(Vp/VS) = { 50 (1.60 ~ Vp/Vs) Vp/VS < 1.60
otherwise

(28)

Two inversions were performed: one inversion with the regularization parameter A
equal to 4, and the other with A equal to 1. (Bent rays were used.) Vp, Vs, and Vp/Vs
cross sections through the. final velocity models are presented in Figures 45 - 53.
Comparing these results to those determined previously without a Vp/Vs lower bound
(Figures 14 - 19), one sees that the P-wave velocity structure has changed more than the
S-wave velocity structure. This observation is consistent with the hypothesis that the P­
wave velocities are not constrained as well by the data as the S-wave velocities. Since the
P-wave velocities are poorly determined by the data, they are sensitive to the constraints
applied during the inversion. Although the Vp /Vs ratios do not .decrease to very low
values in these inversions, the ratios are still lower than the value for the unfractured
rock, 1.69, in many regions. This result is likely due to the greater smoothing of the P
wave velocities relative to the S-wave velocities, which is a consequence of the low signal­
to-noise ratio in the P-wave data. In these new models, the Vp /Vs ratios increase in
some of the seismically active regions. This structure is consistent with rock containing
randomly-oriented fluid-filled fractures.
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Final RMS Residual (ms) Decrease in
A P-wave S-wave Total Total Residual (%)

initial
model 1.14 2.28 2.28

4 1.03 1.99 2.03 11.0
1 0.96 1.91 1.93 15.4
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Table 18: Final rms residuals for the inversions performed with a lower Vp /Vs bound
of 1.60.

The final root-mean-square residuals for these two inversions are listed in Table 18.
The values are comparable to those for the inversions performed without a Vp/Vs lower
bound (Table 8). Howeve., for a given value of >., the residuals for the inversion per­
formed with the Vp /Vs lower bound are higher than those for the corresponding inver­
sion performed without the bound. Since many of the velocities are constrained by the
Vp/Vs bound in these new inversions, the number of free parameters has decreased.
The statistical F test determines if the change in the residuals is simply due to the
change in the number of free parameters. It is not clear how to count the number of
free parameters when the Vp/Vs bound is applied. The final number of Vp/Vs values
which are lower than the bound of 1.60 is not a good measure of the number of velocities
which are actually constrained by the bound because many other Vp/Vs values may
just have been pushed above the bound on the previous iteration. A better measure
of the number of velocities constrained by the Vp/Vs lower bound is found by count­
ing the final number of ratios which are less than 1.60 in the results for the earlier
inversions performed without the Vp/Vs bound. When the difference in the number
of free parameters is counted in this way, the F test indicates that the increase in the
residuals when the Vp /Vs ratios are constrained is due to the change in the number of
free parameters. In short, the models from these new inversions performed with a lower
bound applied to the Vp /Vs ratios statistically satisfy the data as well as those from
the previous inversions. Since these constrained Vp/Vs structures are more geologically
reasonable than those determined previously, we conclude that the velocity structures
(and therefore the earthquake locations) from these new inversions are more reliable
than those determined previously with no Vp/Vs bound.

Projections of the initial and final earthquake locations for the inversion performed
with>. equal to 1 are given in Figure 54. The results for the inversion with>. equal to
4 look similar. The hypocenters are not systematically rotated as before. In fact, the
overall trend of the hypocenters is not obviously altered by the joint inversion. Table 19
gives the average change in each hypocenter parameter, for each inversion, as well as
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Hypocenter Average Change in Parameter
Parameter During Inversion

A=4 A=l
North Coord. (m) 1.2 4.3
East Coord. (m) -0.9 6.5

Depth Coord. (m) -8.7 -16.4
Average

Distance Event 20.6 27.4
Moved During Inv.
Origin Time (ms) -1.9 -1.8

Table 19: 1. Average changes in the hypocenter parameters during the inversions
performed with a lower Vp/Vs bound of 1.60.

the average absolute distance the hypocenters move. The average absolute change in
the earthquake locations is 20.6 m for the inversion with .\ = 4 and 27.4 m for the
inversion with .\ = 1. For both inversions the earthquakes move shallower on average.
Given the non-uniqueness of the inversion results, especially the P-wave velocities and
the Vp /Vs ratios, it is impossible to claim simply from the reduction in the residuals
that the earthquake locations have been hnproved by the joint inversion. Future studies
may indicate whether the new locations better define the major fracture planes of the
reservoir.

CONCLUSIONS

In this paper a detailed study of the joint hypocenter-velocity inversion was car­
ried out using rnicroearthquake arrival time data from the Los Alamos Hot Dry Rock
geothermal site. The goal was to determine if this type of inversion could improve the
earthquake locations and if the three-dimensional P-wave and S-wave velocity struc­
tures of the fractured reservoir could be determined. The strengths and limitations of
the method, as applied to this data set, were investigated. The results are summarized
below.

The joint hypocenter-velocity inversions yield S wave velocity structures which gen­
erally correlate well with the earthquake locations. Studies of synthetic data show that
the locations and general shapes of the Vs anomalies are reliable in regions where the ray
coverage is adequate. The magnitudes of the velocities cannot be precisely determined.
The percent velocity perturbations increase as the velocity regularization weighting de-
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creases. Studies of inversions performed using different regularization weightings suggest
that the S-wave velocities decrease by at least 13% in the most intensively fractured
regions of the reservoir.

The joint inversions yield very smooth P-wave velocity structures. The minimum
P-wave velocities occur in an aseismic region, decreasing as much as 22 - 43% compared
to the velocity of the unfractured rock. Presence of these very low P-wave velocities in
an aseismic region is not consistent with the hypothesis that the fractured reservoir is
defined by the earthquake locations. Also, if no constraints are applied to the Vp!Vs
ratios, then the Vp!Vs structures computed from the final Vp and Vs models display
a broad, pronounced minimum at the location of the lowest Vp values. The minimum
Vp!Vs values range from 1.06 to 1.38, depending on the amount of velocity regulariza­
tion applied. These values are not reasonable either for the mostly unfractured rock
outside the reservoir or for the rock containing flnid-filled fractures within the reser­
voir. Synthetic data simulations demonstrate that the P-wave velocity models and the
Vp!Vs structures determined by the joint inversion are not reliable for the given station
geometry. Since the travel time perturbations caused by the fluid-filled fractures are
much smaller for P waves than for S waves, the P-wave velocities are less constrained
by the data than the S-wave velocities. If the data variance from other sources - such
as arrival time picking errors, velocity variations outside the inversion grid, and velocity
anisotropy - is as large as the perturbations due to the fractured reservoir, the shape of
the reservoir is not resolved in the final Vp model. Rather, the P-wave velocity structure
is strongly influenced by the velocity regularization, which biases the Vp model toward
a smoother shape. This bias results in erroneous Vp!Vs ratios.

If no constraints are applied to the Vp!Vs ratios, then the hypocenters are rotated
into a more vertical and more North-South orientation during the joint inversion of
the Los Alamos data. As synthetic data tests show, the poor Vp!Vs ratios cause
systematic error in the earthquake locations. Hence, the earthquake rotation observed
in the inversions of the field data is an artifact of the error in the P-wave velocity
structure. The trade-offs between the Vp!Vs ratios and the earthquake locations are
strong for this problem because the azimuthal ray coverage with the four seismometers
is poor.

Inversions performed with a lower bound of 1.60 applied to the Vp!Vs ratios yield
models which satisfy the data as well as the models from the inversions performed
without the bound, and they yield more geologically reasonable Vp!Vs structures. The
residuals decrease 11 - 15% during the inversions. The P-wave velocity structure is
much more strongly affected by the addition of the Vp!Vs bound than the S-wave
velocity structure. This observation is consistent with the hypothesis given above that
the P wave velocities are not constrained by the data as well as the S-wave velocities.
For these inversions, the final earthquake locations are not systematically rotated with
respect to the initial locations. The average absolute change in the earthquake locations
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during these inversions is 20 - 27 m. Unfortunately, given the non-uniqueness of the
inversion results, it is impossible to claim simply from the reduction in the residuals
that the earthquake locations have been improved by the joint inversion. Future studies
may indicate whether the new locations better define the major fracture planes of the
reservoir.

Increasing the number of seismometers used during the hydrofracturing would greatly
improve the results obtained from the joint inversion for several reasons:

1. The increased ray coverage would directly improve the spatial resolution of the
velocity models.

2. The increased number of arrival times would better constrain the hypocenters,
especially if the azimuthal ray coverage were improved. Because of the trade-offs
between velocities and hypocenters, the velocities would also be better constrained.

3. Since the uncertainties in the earthquake locations would be reduced, the trade­
offs between P-wave and S-wave velocities would decrease.

4. If the hypocenters were better constrained, the VpjVs ratios would also be better
constrained. The increased control of the VpjVs ratios would result in a more
reliable P-wave velocity structure.

Another way to improve the results would be to fire shots deep within the source region,
so that the ray paths propagate through the unknown velocity structure of the reservoir.
One or more fixed sources deep in the region of investigation would greatly reduce the
trade-offs between the VpjVs ratios and the hypocenters, even if the azimuthal ray
coverage were limited. Since studies performed here have shown that the velocities
are significantly affected by the change in the effective pressure when high pumping
pressures are applied, the shot data would be most useful if they were collected at the
time of the hydrofracturing, or at least under some pressurized condition.
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Figure 20: Vp jVs ratios computed from the results of the inversion with A = 4. (A)
Vertical East-West cross section at -200 m North. (B) Horizontal cross section at
3500 m depth. (C) Vertical North-South cross section at -300 m East.
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Figure 22: Vertical East-West projections of the initial (dots) and final (plus signs)
-earthquake locations. (A) Results with .\ = 10. (B) Results with .\ = 1.
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Figure 24: Vertical North-South projections of the initial (dots) and final (plus signs)
earthquake locations. (A) Results with oX = 10. (B) Results with oX = 1.
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weight = 1. (B) P data weight = 2; P regularization weight = 0.59. (C) P data
weight = 1; P regularization weight = 0.59.
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Figure 27: Diagonal elements of the resolution matrix for the inversion from Section
4.5.5 with>' = 4. The velocities are represented by the gray scale and the resolutions
are contoured. Contour interval = 0.1. Vertical East-West cross sections at -300 m
North. (A) Vp resolutions (B) Vs resolutions.
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Figure 28: Vp off-diagonal elements of the row of the resolution matrix for the Vp node
at (-300 m East, -300 m North, 3500 m depth). Contour interval = 0.1. (A) Vertical
East-West cross section at -300 m North. (B) Horizontal cross section at 3500 m
depth.
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Figure 29: Sums of the diagonal elements of the resolution matrix and the off-diagonal
elements corresponding to the adjacent nodes over which the. second velocity deriva­
tives are computed. Vertical East-West cross sections at -300 m North. Contour
interval = 0.2. (A) Vp resolution sums. (B) Vs resolution sums.
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Figure 30: Vs off-diagonal elements of the row of the resolution matrix for the Vp node
at (-300 m East, -300 m North, 3500 m depth). Contour interval = 0.03, scaled
by 1000. The values are negative. (A) Vertical East-West cross section at -300 m
North. (B) Horizontal cross section at 3500 m depth.
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Figure 31: Vp model used to create synthetic arrival time data. (A) Vertical East-West
cross section at -350 m North. (B) Horizontal cross section at 3450 m depth.
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Figure 32: Final P-wave velocity model from the inversion of the synthetic data, plotted

using the same velocity scale as in Figure 31. (A) Vertical East-West cross section
at -350 m North. (B) Horizontal cross section at 3450 m depth.
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cross sections at 3450 m depth.
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Figure 34: Final Vp values for the inversion of the synthetic data when the hypocenters

are fixed at the correct values. (A) Vertical East-West cross section at -350 m North.
(B) Horizontal cross section at 3450 m depth.
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Figure 35: Hypocenter standard errors for the inversion in Section 4.5.5 with ,\ = 4.
(A) North-South errors. (B) East-West errors. (e) Depth errors. (D) Origin time
errors.
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Figure 36: Vp/Vs f1lllction used to construct synthetic velocity models.
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(A) Vs HORIZONTAL CROSS SECTION
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Figure 37: Horizontal cross sections, at 3500 m depth, through the velocity models
used to generate synthetic arrival time data. The Vp/Vs ratios are defined by the
function shown in Figure 36. (A) Vs (B) Vp (C) Vp/Vs.·
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(C) Vp/Vs HORIZONTAL CROSS SECTION
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(A) NOISE-FREE DATA
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Figure 38: Horizontal cross sections, at 3500 m depth, through the final Vp /Vs struc­
tures from inversions of three synthetic data sets: (A) Nois<>'free data (B) Data with
a low noise level (C) Data with a high noise level. The correct Vp /Vs structure is
shown in Figure 37c.
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(C) DATA WITH HIGH NOISE LEVEL
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(A) Vs HORIZONTAL CROSS SECTION
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Figure 39: Horizontal cross sections, at 3500 m depth, through the final velocity models
for the inversion of the synthetic data having a high noise level. (A)Vs (B) Vp. The
correct velocity models are shown in Figure 37a and b.
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Figure 40: Distributions of the "signal" (solid lines) and noise (dotted lines) for the
synthetic data having a high noise level. The velocity models used to generate the
data are shown in Figure 37. (A) P data (B) S data. See the text for further
explanations.
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VERTICAL EW PROJECTION
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Figure 41: Vertical East-West projection of the correct earthquake locations (dots) and
the final locations (plus signs) for the inversion of the synthetic data having a high
noise level.
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(A) Residuals at EE-1 from shallow shots
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Figure 42: Final shot residuals for the inversion in Section 4.5.5 with A = 4. Small filled
circles = P residuals; large open circles = S residuals. (A) Residuals for the shallow
shots which were used to determine the station corrections at EE-l. (B) Residuals
at EE-l for the deeper shots. (e) Shot residuals at station EE-3.
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(A) Vp VERTICAL EW PROFILE
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Figure 43: Results for an inversion in which the grid is extended to 2800 m depth.
Vertical East-West cross sections at -300 m North. (A) Vp. (B) Vs.
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(A) Vp VERTICAL EW PROFILE
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Figure 44: Results for an inversion in which the shot data are not included. Vertical
East-West cross sections at -300 m North. (A) Vp. (B) Vs.
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Figure 45: Results of joint inversions performed with a Vp /Vs lower bound of 1.60.
Vertical East-West Vp cross sections at -300 m North. (A) oX = 4. (B) oX = 1.
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Figure 46: Results of joint inversions perfonned with a Vp jVs lower bound of 1.60.
Vertical East-West Vs cross sections at -300 ill North. (A) .x = 4. (B) .x = 1.
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Figure 48: Results of joint inversions performed with a Vp /Vs lower bound of 1.60.
Horizontal Vp cross sections. at 3500 ill depth. (A) oX = 4. (B) oX = 1.
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Figure 49: Results of joint inversions performed with a Vp /Vs lower bound of 1.60.
Horizontal Vs cross sections at 3500 m depth. (A) oX = 4. (B) oX = 1.
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Figure 50: Results of joint inversions performed with a Vp jVs lower bound of 1.60.
Horizontal VpjVs cross sections at 3500 m depth. (A) .\ = 4. (B) .\ = 1.
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Figure 51: Results of joint inversions performed with a Vp/Vs lower bound of 1.60.
Vertical North-South Vp cross sections at -350 ill East. (A) A= 4. (B) A = 1.
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Figure 52: Results of joint inversions performed with a Vp jVs lower bound of 1.60.
Vertical North-South Vs cross sections at -350 ill East. (A) A = 4. (B) A = 1.
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Figure 53: Results of joint inversions perfo=ed with a Vp!Vs lower bound of 1.60.
Vertical North-South Vp!Vs cross sections at -350 m East. (A) A = 4. (B) A = 1.
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Figure 54: Projections of the initial (dots) and final (plus signs) earthquake locations for
the inversion performed with a lower Vp/Vs bound of 1.60 and A = 1. (A) Vertical
E-W projection (B) Horizontal projection (e) Vertical N-S projection.
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(C) VERTICAL NS PROJECTION
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