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#### Abstract

An important feature that drives the auxetic behaviour of the star-shaped auxetic structures is the hinge-functional connection at the vertex connections. This feature poses a great challenge for manufacturing and may lead to significant stress concentrations. To overcome these problems, we introduced smoothed petal-shaped auxetic structures, where the hinges are replaced by smoothed connections. To accommodate the curved features of the petal-shaped auxetics, a parametrisation modelling scheme using multiple NURBS patches is proposed. Next, an integrated shape design frame work using isogeometric analysis is adopted to improve the structural performance. To ensure a minimum thickness for each member, a geometry sizing constraint is imposed via piece-wise bounding polynomials. This geometry sizing constraint, in the context of isogeometric shape optimization, is particularly interesting due to the non-interpolatory nature of NURBS basis. The effective Poisson ratio is used directly as the objective function, and an adjoint sensitivity analysis is carried out. The optimized designs - smoothed petal auxetic structures - are shown to achieve low negative Poisson's ratios, while the difficulties of manufacturing the hinges are avoided. For the case with six petals, an in-plane isotropy is achieved.
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## 1. Introduction

In contrast to conventional materials that contract (expand) transversely when stretched (compressed), auxetic materials expand (contract) perpendicularly to the stretching (compression) direction, leading to a so-called negative Poisson's ratio (NPR). This auxetic behaviour leads to interesting performance in energy absorption, shear, indentation, damping, acoustics and crushing, with many potential applications in the civil and military sectors [1-7].
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Fig. 1. Star-shaped structures with 4 and 6 vertices [40,41,6].

The design of auxetic (micro-) structures has attracted research interests for more than three decades. In 1985, Almgren presented a structure with Poisson's ratio of -1 using rods, hinges, and springs [8]. Conceptual designs of composite materials with Poisson's ratio close to -1 were presented in [9]. Some important features of auxetic materials, such as the re-entrant corners, were discussed in the works of Lakes [10], Friis et al. [11], Evans [12], and Phan-Thien and Karihaloo [13]. A separate class of 3D auxetics that exploits the buckling mechanism in structures is proposed by [14]. Design techniques using modern numerical methods such as topology optimization started with the work of Sigmund [15], in which a topology optimization framework for designing 2D and 3D auxetic trussbased structures was presented. The work was next extended into a 2D continuum-based approach in [16] and further developed into a manufacturable compliant micro-mechanism with negative Poisson's ratio in [17].

Since these pioneering work, different techniques have been adopted for auxetic structure design optimization. Radman [18] studied the topology design for auxetic structures using bi-directional evolutionary structural optimization (BESO) method [19-21]. Wang and co-workers [22,23] presented some design optimization works using level-set method [24-26]. Schwerdtfeger et al. [27] utilized topology optimization to improve a given 3D auxetic structure, such that the resulting design is acceptable for the manufacturing process. Kureta and Kanno [28] studied the auxetic structure design using a mixed integer programming approach. Kaminakis and Stavroulakis [29] presented an evolutionary-hybrid algorithm to perform the design optimization. Using genetic algorithm and differential evolutionary algorithm, a unit cell of disordered rib grids-based structures is optimized to achieve a negative Poisson ratio in the works of Javadi et al. [30] and Horrigan et al. [31]. Isotropic design optimization for auxetic material is studied recently by Czarnecki and Wawruch [32]. Recent efforts incorporating geometrical non-linearity and manufacturability constraint in the design optimization can be found in the works of Wang et al. [33] and Clausen et al. [34], with the resulting structures having high geometrical simplicity, design flexibility, and manufacturability. Other design techniques for molecular structures and multi-scale problems can be found in [35-39].

In this paper, we focus on the class of star-shaped auxetic structures depicted in Fig. 1, which has been studied by several researchers [e.g. [40-42]]. Generally, the auxetic performance of a star-shaped structure is dependent on the flexibility at the vertices. Hinge-like connections, while beneficial, cannot be manufactured easily. Continuous vertices are amenable to the manufacturing process, though the sharp corners induce a stress concentration effect. Moreover, the rigidity of connections at vertices degrade the auxetic performance of a star-shaped structure, to be discussed later in Section 2.

Following this concept, we propose a series of smoothed petal conceptual designs, examples as shown in Fig. 2, based on the smoothening of connections in the reference star-shaped structures. With an appropriate shape design technique, a reasonably good auxetic behaviour of these conceptual designs can be achieved, without the manufacturing difficulties associated with hinge-like connections.

A key challenge for the shape design of the proposed smoothed petal structures is the proper integration between the curved geometrical description and the corresponding finite element analysis. Using non-uniform rational bspline (NURBS) basis function as the shape function, the isogeometric analysis (IGA) [43] is well suited for shape optimization in terms of the exact geometrical description and enhanced sensitivity analysis [44,45]. Shape optimization based IGA has been adopted for curved beam structures [46,47], vibrating membranes [48], fluid mechanics [49], shells [50,51], photonic crystals [52], Stokes flow problems [53], etc. Other works using NURBS as a tool for shape optimization can be found in [54-57].

Shape optimization has been utilized for the design of auxetics [e.g. [33,34]]. Departing from these established approaches, this paper adopts isogeometric analysis for shape design optimization of auxetic structures such that


Fig. 2. New conceptual petal-shaped structures design with 4 and 6 petals.
the curved features of the geometry can be naturally preserved. For practical engineering considerations, a geometry sizing constraint is introduced to ensure a minimum thickness, such that thin member connections do not surface. This geometry sizing constraint is difficult to implement in the context of isogeometric analysis due to the non-interpolatory nature of NURBS basis, which makes it a particularly interesting problem to solve.

In general, the effective elastic properties of a periodic architectured material are not isotropic [58-61]. It is therefore essential to determine the full effective elastic modulus tensor for a given structure. This is done in the present work by means of computational homogenization [62], with periodic boundary conditions applied on the unit cell and the associated boundary value problem resolved [63]. As a special case, we consider in this paper a smoothed petal shape design with 6-fold symmetry to achieve in-plane isotropy, thus contributing to the pool of isotropic designs in the literature [e.g. [17]].

The paper is organized as follows: The hinge effect in the reference star-shaped structures, and the motivation towards smoothed, manufacturable complaint connections is briefly discussed in Section 2. The problem statement and formulations including the design parametrisation, the numerical homogenization for the effective property, the design objective and its continuous adjoint sensitivity analysis are presented in Section 3. A brief introduction of IGA and the isogeometric discretization of the sensitivity analysis are presented in Section 4. Geometry constraints, including symmetry and sizing considerations in the framework of isogeometric shape optimization, are elaborated in Section 5. A simple descent iteration optimization algorithm is provided in Section 6. Numerical studies are implemented in Section 7, for the designs of smoothed tetra-petals and hexa-petals auxetic unit cells. Finally, some concluding remarks are summarized in Section 8.

In this paper, the dot (inner) product of two vectors $(\boldsymbol{a}, \boldsymbol{b})$ and two second-order tensors $(\boldsymbol{A}, \boldsymbol{B})$ are denoted as $\boldsymbol{a}^{\mathrm{T}} \boldsymbol{b}$ or $\boldsymbol{a} \cdot \boldsymbol{b}$ and $\boldsymbol{A} \cdot \boldsymbol{B}$, respectively. The product of a second-order tensor $\boldsymbol{A}$ and a vector $\boldsymbol{b}$ is denoted as $\boldsymbol{A} \boldsymbol{b}$. The product of two second-order tensors is denoted as $\boldsymbol{A B}$. The tensor product of two vectors is denoted as $\boldsymbol{a} \otimes \boldsymbol{b}$. To facilitate implementation, Voigt's notation is used in the formulations. A function $f$ with its arguments \# is written as $f$ [\#].

## 2. Smoothed and manufacturable hinge-type vertices

In the literature such as [40,41], star-shaped structures are mostly modelled using truss or beam elements with the vertices treated as hinges or hinging springs. While these hinges or hinging springs are the underlying mechanisms leading to the auxetic behaviour, they are not amenable for the manufacturing process. A more desirable approach for manufacturing is to have a continuous unit cell structure, an example of which is depicted in Fig. 3(a) for a star-shaped structure with four vertices presented in [40]. Considering an isotropic elastic material ( $E=1 ; v=0.3$ ) with a unit member width, as shown in Fig. 3(a), an effective Poisson ratio of -0.144 is obtained. When subjected to a unity relative horizontal displacement, the deformed structure is plotted in Fig. 3(b) with the corresponding von Mises stress distribution. It is easily observed that the auxetic behaviour is limited, with severe stress concentration at the connections.

For a slightly modified star-shaped structure shown in Fig. 3(c) with smoothed vertices coupled with a reduced width, an effective Poisson ratio of -0.5365 is obtained. Applying the same boundary conditions for the modified structure, its auxetic behaviour is improved, and stress concentration at connections reduced, as illustrated in Fig. 3(c). Comparing the auxetic behaviour of these two designs, it is clear that a compliant connection at the vertices can mimic the hinge effect. This sets the backdrop for the following sections, where a proposed shape optimization technique is utilized on a reference geometry with smooth connections, for the design of manufacturable auxetic structures.


Fig. 3. (a) Star-shaped model from [40] built as a continuum with a width of 1. (b) The von Mises stress distribution of the star-shaped structure under a displacement of 1 applied to the right side. (c) The von Mises stress distribution of the modified star-shaped structure under a displacement of 1 applied to the right side.

## 3. Problem statement and formulation

### 3.1. Initial shape setting and shape updating scheme

Starting from a reference petal-shaped structure, we seek an optimized shape which maximizes its auxetic property. To simplify the design problem, we consider only the exterior boundary of one petal, termed parent petal hereinafter, since the entire structure can be obtained through the patterning of parent petal and addition of connecting bars. Correspondingly, the control points characterizing the exterior boundary of the parent petal are chosen as design variables.

The characterization of the initial parent petal begins with the definition of its interior boundary, as shown in Fig. 4(a). Practical manufacturing and engineering requirements, such as the maximum curvature and smoothness of the interior boundary, the minimum gap between the two arms, the number and size of petals must be taken into account. The curvature in the structure design affects the manufacturing accuracy [33] and the stress distribution. Therefore, the maximum curvature is a design requirement for some manufacturing methods and engineering performance. A minimal gap between the two arms is specified to avoid possible contact at small compressive strains. For a design with $m$ petals, the angle $\theta$ is given by $2 \pi / m$. To ensure a smooth connection between two adjacent petals, the tangents of the two ends are required to be perpendicular to the symmetry line (the dash lines along angle $\theta$ ). The interior boundary of the parent petal is fixed during the design process, such that requirements for maximum curvature and minimum gap between the two arms can be maintained during the optimization process.

Next, the initial exterior boundary of the parent petal, i.e., the initial design boundary with its corresponding control points as design variables, is obtained via a simple offset of the control points for the interior boundary (see Fig. 4(b)). The interior and exterior boundaries are connected via straight lines at the planes of symmetry, which forms a closed boundary for one petal. Next, the petal is translated vertically with a distance depending on the size of the connecting bars, as illustrated in Fig. 4(c). The space where the parent petal is defined is called design space hereinafter. Finally, by patterning the parent petal in a circular direction, with the insertion of connecting bars, a full model of a unit-cell can be generated (see Fig. 4(d)). For a control point $\boldsymbol{x}^{P 0}$ of the parent petal in the design space, the corresponding control point $\boldsymbol{x}^{P i}$ of the $i$ th petal is evaluated using

$$
\begin{equation*}
\boldsymbol{x}^{P i}=\boldsymbol{T} \boldsymbol{x}^{P 0}, \tag{1}
\end{equation*}
$$

where $\boldsymbol{T}$ is a rotation matrix defined as

$$
\boldsymbol{T}=\left[\begin{array}{cc}
\cos \vartheta & -\sin \vartheta  \tag{2}\\
\sin \vartheta & \cos \vartheta
\end{array}\right],
$$

with $\vartheta$ as the rotation angle.
During the iterative design process, the full unit cell model is updated according to the following procedure. First, a numerical homogenization is performed on the full unit cell to compute the effective Poisson ratio and other required


Fig. 4. (a) Characterization of the interior boundary of the parent petal. (b) Generating initial exterior boundary of the parent petal. (c) Translation of the parent petal in the design space. (d) Patterning the parent petal and inserting the connecting bars to generate the full model.


Fig. 5. The RVE of a smoothed (a) tetra-petal structure and (b) hexa-petal structure. (c) The displacement and traction boundaries, $\Gamma=\Gamma_{u}+\Gamma_{t}$.
structural response for shape sensitivity analysis. Next, an adjoint model is numerically implemented such that the shape sensitivity analysis, with respect to the design control points of half the number of petals of a full unit, can be evaluated. The shape sensitivity is then inversely rotated back to the design space using $\boldsymbol{T}^{-1}$, such that the shape of the parent petal can be updated (details presented in Sections 5 and 6). Finally, a new full model is updated based on the current parent petal.

### 3.2. Effective elastic properties with computational homogenization method

The effective material properties of an auxetic design can be obtained through the numerical homogenization of a representative volume element (RVE) occupied in domain $V$ with boundary $S$, as depicted in Fig. 5. In the following, we term the fine scale analysis within a RVE as micro, and the coarse engineering scale as macro.

Within a RVE, the bulk material forming the structure occupies a sub-domain $\Omega \subset V$ with boundary $\Gamma$. This structure characterized by region $\Omega$ is the design object, while the rest of the RVE is empty (void). The updated designs of region $\Omega$ in an iterative design process, can be treated as a sequence that follows a time-like parameter $\tau$. In analogy to the configuration transformation with time in continuum mechanics [64,65], this time-like parameter $\tau$ is used to represent the sequential designs, i.e., the design domain at $\tau$ is termed $\Omega^{\tau}$ with boundary $\Gamma^{\tau}$, and the location of an arbitrary material point $\boldsymbol{p}$ is defined as $\boldsymbol{x}[\boldsymbol{p}, \tau]$.

Imposing the periodic boundary conditions with a given macro $\operatorname{strain} \boldsymbol{E}$ on the structure occupied in $\Omega^{\tau}$, a boundary value problem can be obtained for the micro-scale structure as

$$
\begin{cases}\boldsymbol{c}[\boldsymbol{u}]:=\operatorname{div} \boldsymbol{\sigma}=\operatorname{div}(\mathbb{C} \nabla \boldsymbol{u})=\mathbf{0} & \text { in } \Omega^{\tau}  \tag{3}\\ \hat{\boldsymbol{t}}=\boldsymbol{0} & \text { on } \Gamma_{t}^{\tau} \\ \boldsymbol{u}^{+}-\boldsymbol{u}^{-}=\boldsymbol{E}\left(\boldsymbol{x}^{+}-\boldsymbol{x}^{-}\right) & \text {on } \Gamma_{u}^{\tau}\end{cases}
$$

where $\mathbb{C}$ denotes the elasticity tensor of the bulk material property, the symbols ' + ' and ' - ' denote the opposing sides of a RVE, and $\nabla$ is the gradient operator. Solving this boundary value problem, the macro stress can be obtained as

$$
\begin{equation*}
\Sigma=\frac{1}{V} \int_{\Omega^{\tau}} \sigma \mathrm{d} \Omega . \tag{4}
\end{equation*}
$$

Following this, the homogenized elasticity tensor $\overline{\mathbb{C}}$ can be obtained using the relation

$$
\begin{equation*}
\boldsymbol{\Sigma}=\overline{\mathbb{C}} \boldsymbol{E} . \tag{5}
\end{equation*}
$$

For simplicity, we consider orthotropic effective media in plane stress. The homogenized elasticity tensor is given as

$$
\left[\begin{array}{c}
\Sigma_{11}  \tag{6}\\
\Sigma_{22} \\
\Sigma_{12}
\end{array}\right]=\left[\begin{array}{ccc}
Q_{11} & \bar{\nu}_{21} Q_{11} & 0 \\
\bar{\nu}_{21} Q_{11} & Q_{22} & 0 \\
0 & 0 & Q_{66}
\end{array}\right]\left[\begin{array}{c}
E_{11} \\
E_{22} \\
2 E_{12}
\end{array}\right],
$$

where $\bar{\nu}_{i j}$ denotes the effective Poisson ratio in direction $x_{j}$ that is orthogonal to the stretched direction $x_{i}$. For a given effective Young modulus $E_{i}^{Y}$ in the $x_{i}$ direction, and an effective shear modulus $G_{i j}$ in the $x_{i}-x_{j}$ plane, the components $Q_{i j}$ can be written as

$$
Q_{11}=\frac{E_{1}^{Y}}{1-\bar{\nu}_{12} \bar{\nu}_{21}}, Q_{22}=\frac{E_{2}^{Y}}{1-\bar{\nu}_{12} \bar{\nu}_{21}}, \text { and } Q_{66}=G_{12} .
$$

Note that

$$
\begin{equation*}
E_{1}^{Y} \bar{\nu}_{21}=E_{2}^{Y} \bar{\nu}_{12}, \tag{7}
\end{equation*}
$$

for a macro strain $\boldsymbol{E}=[1,0,0]^{\mathrm{T}}$ and applying the corresponding periodic boundary conditions, the effective Poisson ratio $\bar{\nu}_{21}$ can be easily determined from Eqs. (6) and (7) as

$$
\begin{equation*}
\bar{\nu}_{21}=\frac{\Sigma_{22}}{\Sigma_{11}}=\frac{\int_{\Omega^{\tau}} \sigma_{22} \mathrm{~d} \Omega}{\int_{\Omega^{\tau}} \sigma_{11} \mathrm{~d} \Omega} . \tag{8}
\end{equation*}
$$

Similarly, for a macro strain $\boldsymbol{E}=\left[\begin{array}{lll}0, & 1, & 0\end{array}\right]^{\mathrm{T}}$ and applying the corresponding periodic boundary conditions, the effective Poisson ratio $\bar{\nu}_{12}$ can be determined as

$$
\begin{equation*}
\bar{v}_{12}=\frac{\Sigma_{11}}{\Sigma_{22}}=\frac{\int_{\Omega^{\tau}} \sigma_{11} \mathrm{~d} \Omega}{\int_{\Omega^{\tau}} \sigma_{22} \mathrm{~d} \Omega} . \tag{9}
\end{equation*}
$$

### 3.3. Design objective and sensitivity analysis

The problem statement is to find the optimized shape of the design boundary, such that the effective negative Poisson ratio is minimized. For the petal-shaped designs depicted in Fig. 2, we seek to preserve the geometrical symmetry about $x_{1}$ and $x_{2}$ during the optimization process - to be elaborated later in Section $5-$ such that $\bar{\nu}_{21}=\bar{\nu}_{12}$. Accordingly, the objective function can be defined as the minimization of the effective Poisson ratio solely in terms of $\bar{\nu}_{21}$ in Eq. (8), i.e. for a macro strain of $\boldsymbol{E}=[1,0,0]^{\mathrm{T}}$,

$$
\begin{equation*}
\Phi:=\bar{\nu}_{21}=\frac{\int_{\Omega^{\tau}} \sigma_{22} \mathrm{~d} \Omega}{\int_{\Omega^{\tau}} \sigma_{11} \mathrm{~d} \Omega} . \tag{10}
\end{equation*}
$$

The shape gradient with respect to the design parameter $\tau$ can be derived using the adjoint method, the basic idea of which follows the Lagrangian multiplier approach [65]. Given the objective function in Eq. (10), in order to satisfy the equality constraints from the equilibrium condition in Eq. (3) at any point $\boldsymbol{x} \in \Omega^{\tau}$, an augmented functional is introduced as

$$
\begin{equation*}
\tilde{\Phi}=\Phi+\left\langle\boldsymbol{c}[\boldsymbol{u}], \boldsymbol{u}^{*}\right\rangle_{\Omega^{\tau}} \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\langle\boldsymbol{c}[\boldsymbol{u}], \boldsymbol{u}^{*}\right\rangle_{\Omega^{\tau}}=\int_{\Omega^{\tau}} \boldsymbol{u}^{*} \cdot(\operatorname{div} \mathbb{C} \nabla \boldsymbol{u}) \mathrm{d} \Omega=-\int_{\Omega^{\tau}} \nabla \boldsymbol{u}^{*} \cdot(\mathbb{C} \nabla \boldsymbol{u}) \mathrm{d} \Omega+\int_{\Gamma^{\tau}} \boldsymbol{t} \cdot \boldsymbol{u}^{*} \mathrm{~d} \Gamma . \tag{12}
\end{equation*}
$$

The Lagrangian multiplier $\boldsymbol{u}^{*}$ is the so called adjoint displacement field and $\boldsymbol{t}$ is the traction on boundary $\Gamma^{\tau}$. Recalling that $\hat{\boldsymbol{t}}=\mathbf{0}$ on $\Gamma_{t}^{\tau}$, we have

$$
\begin{equation*}
\left\langle\boldsymbol{c}[\boldsymbol{u}], \boldsymbol{u}^{*}\right\rangle_{\Omega^{\tau}}=-\int_{\Omega^{\tau}} \nabla \boldsymbol{u}^{*} \cdot(\mathbb{C} \nabla \boldsymbol{u}) \mathrm{d} \Omega+\int_{\Gamma_{u}^{\tau}} \boldsymbol{t} \cdot \boldsymbol{u}^{*} \mathrm{~d} \Gamma . \tag{13}
\end{equation*}
$$

The next step is to derive the total derivative of Eq. (11) with respect to design parameter $\tau$

$$
\begin{equation*}
\stackrel{\circ}{\Phi}=\frac{\mathrm{D} \tilde{\Phi}}{\mathrm{D} \tau}=\stackrel{\circ}{\Phi}+\frac{\mathrm{D}}{\mathrm{D} \tau}\left\langle\boldsymbol{c}[\boldsymbol{u}], \boldsymbol{u}^{*}\right\rangle_{\Omega^{\tau}}, \tag{14}
\end{equation*}
$$

where $(\cdot)=\frac{\mathrm{D}(\cdot)}{\mathrm{D} \tau}$ represents the total or material design derivative.
Given a continuous differentiable function $h$ defined in $\Omega^{\tau}$ and $\Gamma^{\tau}$, the volume and surface transport relations are expressed, respectively, as

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} \tau} \int_{\Omega^{\tau}} h \mathrm{~d} \Omega=\int_{\Omega^{\tau}} h^{\prime} \mathrm{d} \Omega+\int_{\Gamma^{\tau}} h v_{n} \mathrm{~d} \Gamma \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} \tau} \int_{\Gamma^{\tau}} h \mathrm{~d} \Gamma=\int_{\Gamma^{\tau}}\left(h^{\prime}+\nabla h \cdot \boldsymbol{n} v_{n}-\kappa h v_{n}\right) \mathrm{d} \Gamma, \tag{16}
\end{equation*}
$$

where the notation $(\cdot)^{\prime}$ denotes the partial or spatial design derivatives, $\kappa$ is the total curvature [66], $\boldsymbol{v}$ is the so-called design velocity at $\boldsymbol{x}$,

$$
\begin{equation*}
v:=\dot{x}=\frac{\mathrm{D} x}{\mathrm{D} \tau}, \tag{17}
\end{equation*}
$$

and $v_{n}=\boldsymbol{v} \cdot \boldsymbol{n}$.
Using the transport relation Eq. (15) and bearing in mind that $\int_{\Omega^{\tau}} \sigma_{i j} \mathrm{~d} \Omega=V \Sigma_{i j}$, the first term on the right side of Eq. (14) can be written as

$$
\begin{equation*}
\dot{\Phi}=\frac{1}{V \Sigma_{11}} \frac{\mathrm{D}}{\mathrm{D} \tau} \int_{\Omega^{\tau}} \sigma_{22} \mathrm{~d} \Omega-\frac{\Sigma_{22}}{V \Sigma_{11}^{2}} \frac{\mathrm{D}}{\mathrm{D} \tau} \int_{\Omega^{\tau}} \sigma_{11} \mathrm{~d} \Omega \tag{18}
\end{equation*}
$$

in which

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} \tau} \int_{\Omega^{\tau}} \sigma_{11} \mathrm{~d} \Omega=\int_{\Omega^{\tau}}\left(\sigma_{11, \sigma} \sigma_{, u}\right) \cdot \boldsymbol{u}^{\prime} \mathrm{d} \Omega+\int_{\Gamma^{\tau}} \sigma_{11} \boldsymbol{v} \cdot \boldsymbol{n} \mathrm{~d} \Gamma \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} \tau} \int_{\Omega^{\tau}} \sigma_{22} \mathrm{~d} \Omega=\int_{\Omega^{\tau}}\left(\sigma_{22, \sigma} \sigma_{, u}\right) \cdot \boldsymbol{u}^{\prime} \mathrm{d} \Omega+\int_{\Gamma^{\tau}} \sigma_{22} \boldsymbol{v} \cdot \boldsymbol{n} \mathrm{~d} \Gamma \tag{20}
\end{equation*}
$$

Note that the spatial gradient operation $\nabla \boldsymbol{u}$ and the design derivative $\boldsymbol{u}^{\prime}$ commute, such that $\boldsymbol{\sigma}^{\prime}[\boldsymbol{u}]=\boldsymbol{\sigma}_{, \boldsymbol{u}} \cdot \boldsymbol{u}^{\prime}=\boldsymbol{\sigma}\left[\boldsymbol{u}^{\prime}\right]=$ $\mathbb{C} \nabla \boldsymbol{u}^{\prime}$. Following this and substituting Eqs. (20) and (19) into Eq. (18), we obtain

$$
\begin{equation*}
\stackrel{\circ}{\Phi}=\int_{\Omega^{\tau}} \varepsilon^{*} \mathbb{C} \nabla \boldsymbol{u}^{\prime} \mathrm{d} \Omega+\int_{\Gamma^{\tau}} \alpha \boldsymbol{v} \cdot \boldsymbol{n} \mathrm{d} \Gamma, \tag{21}
\end{equation*}
$$

in which $\boldsymbol{\varepsilon}^{*}$ is the adjoint initial strain defined as

$$
\begin{equation*}
\varepsilon^{*}=\left\{-\frac{\Sigma_{22}}{V \Sigma_{11}^{2}}, \frac{1}{V \Sigma_{11}}, 0\right\}^{\mathrm{T}}=\frac{1}{V \Sigma_{11}}\left\{-\bar{v}_{21}, 1,0\right\}^{\mathrm{T}} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha=\frac{1}{V \Sigma_{11}} \sigma_{22}-\frac{\Sigma_{22}}{V \Sigma_{11}^{2}} \sigma_{11} . \tag{23}
\end{equation*}
$$

Similarly, using the transport relations defined in Eqs. (15) and (16), the derivative of the second term on the right side of Eq. (11) is derived as

$$
\begin{align*}
\frac{\mathrm{D}}{\mathrm{D} \tau}\left\langle\boldsymbol{c}[\boldsymbol{u}], \boldsymbol{u}^{*}\right\rangle_{\Omega^{\tau}}= & -\int_{\Omega^{\tau}} \mathbb{C} \nabla \boldsymbol{u}^{\prime} \cdot \nabla \boldsymbol{u}^{*} \mathrm{~d} \Omega-\int_{\Gamma^{\tau}} \mathbb{C} \nabla \boldsymbol{u} \cdot \nabla \boldsymbol{u}^{*}(\boldsymbol{v} \cdot \boldsymbol{n}) \mathrm{d} \Gamma \\
& +\int_{\Gamma_{u}^{\tau}}\left(\boldsymbol{t}^{\prime} \cdot \boldsymbol{u}^{*}+\nabla\left(\boldsymbol{t} \cdot \boldsymbol{u}^{*}\right) \cdot \boldsymbol{n} v_{n}-\kappa\left(\boldsymbol{t} \cdot \boldsymbol{u}^{*}\right) v_{n}\right) \mathrm{d} \Gamma, \tag{24}
\end{align*}
$$

where terms involving $\boldsymbol{u} *^{\prime}$ vanish by considering $\left\langle\boldsymbol{c}[\boldsymbol{u}], \boldsymbol{u}^{* \prime}\right\rangle_{\Omega^{\tau}}=0$.
Utilizing Eqs. (21) and (24), Eq. (14) can be rewritten as

$$
\begin{equation*}
\stackrel{\circ}{\Phi}=\Psi_{1}+\Psi_{2} \tag{25}
\end{equation*}
$$

where

$$
\begin{align*}
\Psi_{1} & =\int_{\Omega^{\tau}} \boldsymbol{\varepsilon}^{*} \cdot \mathbb{C} \nabla \boldsymbol{u}^{\prime} \mathrm{d} \Omega-\int_{\Omega^{\tau}} \mathbb{C} \nabla \boldsymbol{u}^{\prime} \cdot \nabla \boldsymbol{u}^{*} \mathrm{~d} \Omega+\int_{\Gamma^{\tau}} \boldsymbol{t}^{\prime} \cdot \boldsymbol{u}^{*} \mathrm{~d} \Gamma \\
& =\int_{\Omega^{\tau}} \operatorname{div}\left(\mathbb{C}\left(\nabla \boldsymbol{u}^{*}-\boldsymbol{\varepsilon}^{*}\right)\right) \cdot \boldsymbol{u}^{\prime} \mathrm{d} \Omega+\int_{\Gamma^{\tau}}\left(\mathbb{C}\left(\boldsymbol{\varepsilon}^{*}-\nabla \boldsymbol{u}^{*}\right)\right) \boldsymbol{n} \cdot \boldsymbol{u}^{\prime} \mathrm{d} \Gamma+\int_{\Gamma_{u}^{\tau}} \boldsymbol{t}^{\prime} \cdot \boldsymbol{u}^{*} \mathrm{~d} \Gamma \tag{26}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi_{2}=\int_{\Gamma^{\tau}}\left(\alpha-\mathbb{C} \nabla \boldsymbol{u} \cdot \nabla \boldsymbol{u}^{*}\right) v_{n} \mathrm{~d} \Gamma+\int_{\Gamma_{u}^{\tau}}\left(\nabla\left(\boldsymbol{t} \cdot \boldsymbol{u}^{*}\right) \cdot \boldsymbol{n}-\kappa\left(\boldsymbol{t} \cdot \boldsymbol{u}^{*}\right)\right) v_{n} \mathrm{~d} \Gamma . \tag{27}
\end{equation*}
$$

In order to eliminate the implicitly dependent terms $\boldsymbol{u}^{\prime}$ and $\boldsymbol{t}^{\prime}$ in Eq. (26), a displacement-based adjoint model with no traction load is introduced such that

$$
\begin{cases}\boldsymbol{c}^{*}\left[\boldsymbol{u}^{*}\right]:=\operatorname{div} \mathbb{C}\left(\nabla \boldsymbol{u}^{*}-\boldsymbol{\varepsilon}^{*}\right)=\mathbf{0} & \text { in } \Omega^{\tau}  \tag{28}\\ \hat{\boldsymbol{t}}^{*}=\left(\mathbb{C}\left(\boldsymbol{\varepsilon}^{*}-\nabla \boldsymbol{u}^{*}\right)\right) \boldsymbol{n}=\mathbf{0} & \text { on } \Gamma_{t}^{\tau} \\ \boldsymbol{u}^{*+}=\boldsymbol{u}^{*-} & \text { on } \Gamma_{u}^{\tau}\end{cases}
$$

in which $\hat{\boldsymbol{t}}^{*}$ is the prescribed adjoint traction, respectively, and $\Gamma^{\tau}=\Gamma_{u}^{\tau}+\Gamma_{t}^{\tau}$. Utilizing the adjoint model, the equations reduce to

$$
\begin{equation*}
\Psi_{1}=\int_{\Gamma_{\mathrm{u}}^{\tau}}\left(\mathbb{C}\left(\boldsymbol{\varepsilon}^{*}-\nabla \boldsymbol{u}^{*}\right)\right) \boldsymbol{n} \cdot \boldsymbol{u}^{\prime} \mathrm{d} \Gamma=\int_{\Gamma_{\mathrm{u}}^{\tau}} \boldsymbol{t}^{*} \cdot \boldsymbol{u}^{\prime} \mathrm{d} \Gamma \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{2}=\int_{\Gamma^{\tau}}\left(\alpha-\mathbb{C} \nabla \boldsymbol{u} \cdot \nabla \boldsymbol{u}^{*}\right) v_{n} \mathrm{~d} \Gamma \tag{30}
\end{equation*}
$$

Considering that the periodic boundary condition leads to $t^{*+}=-t^{*-}$, we have $\Psi_{1}=0$. In addition, observing that the design velocity $v$ is non-vanishing only on the design boundary $\Gamma_{d}^{\tau}$, the adjoint shape gradient of Eq. (11) can be simplified to give

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} \tau} \tilde{\Phi}=\int_{\Gamma_{d}^{\tau}}\left(\alpha-\mathbb{C} \nabla \boldsymbol{u} \cdot \nabla \boldsymbol{u}^{*}\right)(\boldsymbol{v} \cdot \boldsymbol{n}) \mathrm{d} \Gamma \tag{31}
\end{equation*}
$$

Alternatively, if $v_{12}$ is adopted as the design objective in (10) according to Eq. (9), the derivation of its shape gradient runs parallel to the above equations, and will not be repeated here. Note that the sensitivity analysis in this paper involves only the effective Poisson ratio. In cases where several effective material properties are involved in the sensitivity analysis, it is recommended to use the methodology presented in [15,16]. By considering the superposition of primary pre-strain loading cases for homogenization, the requirement of solving adjoint problems to obtain the sensitivity of different effective material properties is avoided.

## 4. Isogeometric discretization

The NURBS have been used as a tool to describe and design geometry for decades. The combination of the basis function defined in the index space, and the control points located in the physical space, offers great flexibility in CAD modelling. Using the basis functions as the shape functions for finite element analysis, isogeometric analysis integrates the CAE and CAD processes into one discretization scheme. The isogeometric shape optimization, which adopts the locations and weights of the control points as design variables, is naturally developed based on this integration between the two processes.

For the design of the smoothed petal auxetic structures proposed in this paper, an isogeometric shape optimization framework is well suited, since

- NURBS offer great flexibility and convenience in describing the geometry of the curved and smoothed petal auxetic structures;
- The curved geometry of the petal auxetic structure can be preserved exactly in the analysis, such that numerical errors are reduced;
- Less degrees of freedom are required for the analysis compared to the finite element discretization of the curved geometry associated with a smoothed petal auxetic.


### 4.1. NURBS-based isogeometric analysis

A general expression for a NURBS curve with parameter $\xi$ is written as

$$
\begin{equation*}
\boldsymbol{x}[\xi]=\sum_{i=1}^{n} R^{i, p}[\xi] \boldsymbol{x}^{i}=\sum_{i=1}^{n} \frac{N^{i, p}[\xi] w^{i}}{W[\xi]} \boldsymbol{x}^{i}, \tag{32}
\end{equation*}
$$

where $n$ is the number of the control points $\boldsymbol{x}^{i}, p$ denotes the degree of the curve, $R^{i, p}$ and $N^{i, p}[\xi]$ are the basis functions, $w^{i}$ is the weight of the $i$ th control point, and $W[\xi]:=\sum_{j=1}^{n} N^{j, p}[\xi] w^{j}$. Based on a non-decreasing knot vector $\boldsymbol{\xi}=\left\{\xi_{1}, \xi_{2}, \xi_{3}, \ldots, \xi_{n+p+1}\right\}$, expressions for the B-spline basis functions $N^{i, p}[\xi]$ can be defined following the Cox-de Boor recursion formula

$$
\begin{align*}
& N^{i, 0}[\xi]= \begin{cases}1 & \text { if } \xi_{i} \leqslant \xi<\xi_{i+1} \\
0 & \text { otherwise }\end{cases} \\
& N^{i, p}[\xi]=\frac{\xi-\xi_{i}}{\xi_{i+p}-\xi_{i}} N^{i, p-1}[\xi]+\frac{\xi_{i+p+1}-\xi}{\xi_{i+p+1}-\xi_{i+1}} N^{i+1, p-1}[\xi], \quad(p>0) . \tag{33}
\end{align*}
$$

Following Eq. (32), NURBS surfaces with parameters $\xi$ and $\eta$ are derived similarly as

$$
\begin{equation*}
\boldsymbol{x}[\xi, \eta]=\sum_{i=1}^{n} \sum_{j=1}^{m} R^{i j}[\xi, \eta] \boldsymbol{x}^{i j} \tag{34}
\end{equation*}
$$

It can be observed that the definitions of the NURBS geometry can be generally expressed as

$$
\begin{equation*}
x=\sum_{I} R^{I}[\chi] x^{I}, \tag{35}
\end{equation*}
$$

in which the index $I$ and the parameter $\chi$ are indicated in the following relation

$$
R^{I}[\chi]= \begin{cases}R^{i}[\xi], & \text { for 1D parametric space }  \tag{36}\\ R^{i j}[\xi, \eta], & \text { for 2D parametric space. }\end{cases}
$$

In an isogeometric analysis, the displacement fields are discretized using NURBS parametrisation as follows:

$$
\begin{equation*}
\boldsymbol{u}=\sum_{I} R^{I} \boldsymbol{u}^{I}, \tag{37}
\end{equation*}
$$

where $\boldsymbol{u}^{I}$ is the displacement corresponding to the $I$ th control point. This representation is substituted into the weak formulation of a boundary value problem to obtain a system of equations assembled as

$$
\begin{equation*}
K \boldsymbol{U}=\boldsymbol{F}, \tag{38}
\end{equation*}
$$

where $\boldsymbol{K}$ is the global stiffness matrix, $\boldsymbol{U}$ is the unknown displacement vector and $\boldsymbol{F}$ is the load vector.

### 4.2. Different discretizations in the design and analysis spaces

In the context of isogeometric shape optimization, the NURBS model can be discretized differently for efficient analysis and design, as schematically shown in Fig. 6. In the design space, the geometry is updated with a coarse discretization, in order to reduce the number of design variables. In the analysis space, a refined discretization is utilized such that the state fields and geometrical features can be computed accurately. The continuous shape sensitivity obtained in Eq. (31) is processed in both the design and the analysis spaces, i.e., the state variable fields and the geometrical features are calculated in the analysis space, while the design velocity $v$ is discretized in the design space such that the shape sensitivity is obtained with respect to the design control points (see Section 4.3). The two levels of discretization can be achieved simply by inserting different numbers of knots in the NURBS index space.

### 4.3. Isogeometric shape design sensitivity analysis

Following Eq. (35), the design velocity can be expressed as

$$
\begin{equation*}
\boldsymbol{v}=\sum R^{I}[x] \frac{\mathrm{d} \boldsymbol{x}^{I}[\tau]}{\mathrm{d} \tau} \tag{39}
\end{equation*}
$$



Fig. 6. Two levels NURBS discretizations: (a) Coarse discretization for design, (b) Refined discretization for analysis.


Fig. 7. (a) Shape updated using $\nu_{21}$ as the design objective during the optimization process, resulting in $\nu_{21}=-1.3873$ and $\nu_{12}=-0.5989$; (b) Shape updated using $v_{12}$ as the design objective during the optimization process, resulting in $\nu_{21}=-0.5989$ and $v_{12}=-1.3873$; (c) Shape updated using the modified gradient considering geometry symmetry, which is equivalent to double loading cases with both $\nu_{21}$ and $\nu_{12}$ considered, resulting in $\nu_{21}=v_{12}=-0.7889$.

Substituting Eq. (39) in Eq. (31), the discretized isogeometric shape gradient with respect to the design control point $\boldsymbol{x}^{i}$ can be obtained as

$$
\begin{equation*}
\Phi_{, \boldsymbol{x}^{I}}=\frac{\partial \Phi}{\partial \boldsymbol{x}^{I}}=\int_{\Gamma_{d}^{\tau}} R^{I}\left(\alpha-\mathbb{C} \nabla \boldsymbol{u} \cdot \nabla \boldsymbol{u}^{*}\right) \boldsymbol{n} \mathrm{d} \Gamma . \tag{40}
\end{equation*}
$$

By solving for the unknown displacement fields $\boldsymbol{u}$ and $\boldsymbol{u}^{*}$ in the primary and adjoint problems, respectively, the discretized shape derivatives in Eq. (40) can be evaluated.

## 5. Geometry constraints

### 5.1. Symmetry constraint

Thus far, the proposed scheme is uni-directional in $x_{1}$ seeking the minimization of $v_{21}$, based on a macro strain $\boldsymbol{E}=[1,0,0]^{\mathrm{T}}$. We now refer to the tetra-petals auxetic design as an illustrative example. The current optimization scheme will result in a design with non-symmetric arms as shown in Fig. 7(a), leading to different auxetic behaviour in the two orthogonal directions. A similar design is obtained along the loading direction $x_{2}$, for a macro strain of $\boldsymbol{E}=[0,1,0]^{\mathrm{T}}$, as depicted in Fig. 7(b). An identical response in the two orthogonal directions ( $x_{1}, x_{2}$ ) can be obtained naturally by considering the two loading cases together in the design process, the result of which is shown in Fig. 7(c) with symmetry arms. This procedure, however, requires two loading cases and their corresponding adjoint problems to be considered. A more efficient approach is presented here, which requires only one loading case. The shape sensitivity with respect to the design control points of two neighbouring petals, as illustrated in Fig. 8, is first computed. Next, the shape gradient with respect to each design control point is inversely rotated back to the design space using (see Fig. 9)

$$
\begin{equation*}
\bar{\Phi}_{, x^{p i}}=\boldsymbol{T}^{-1} \Phi_{, x^{P i}}, \quad i=1,2 . \tag{41}
\end{equation*}
$$

Finally, the symmetry constraint can be satisfied by using the following shape gradient with respect to the design control points of the parent petal in the design space:

$$
\begin{equation*}
\check{\Phi}_{, x^{P 0}}=\left(\bar{\Phi}_{x^{P 1}}+\bar{\Phi}_{x^{P 2}}\right) / 2 . \tag{42}
\end{equation*}
$$



Fig. 8. Schematic location updating of the control points mapped from and of the parent petal for tetra-petals auxetic structures.


Fig. 9. Schematic location updating of the control points mapped from P0 and Q0 of the parent petal for hexa-petals auxetic structures.

Likewise, for the hexa-petals auxetic structure, the shape gradient with respect to the design control points for three neighbouring petals are calculated and inversely rotated back to the design space. The shape gradient with respect to the design control points of the parent petal in the design space is evaluated using

$$
\begin{equation*}
\check{\Phi}_{x^{P 0}}=\left(\bar{\Phi}_{, x^{P 1}}+\bar{\Phi}_{, x^{P 2}}+\bar{\Phi}_{, x^{P 3}}\right) / 3 . \tag{43}
\end{equation*}
$$

### 5.2. Sizing constraint

The aforementioned symmetry constraint, by itself, may still result in an unsatisfactory design. Without any sizing control, the optimized shape will comprise of thin and weak connecting parts, as shown in Fig. 10(a), since the auxetic behaviour increases with the flexibility therewith. However, in practical engineering applications, these thin and weak connections are difficult to manufacture, and furthermore suffer from low loading capacity. Without any further treatments, some parts of the geometry may become too flimsy to fit standard engineering requirements. It is thus essential to introduce a sizing constraint that prevents the design from generating a part thinner than a given size. In a finite element based shape optimization analysis, this sizing constraint can be implemented simply by checking the distance between the nodes on the design boundary, and (interpolated) analogous points at the external boundary. For isogeometric shape optimization, however, the imposition of such a sizing constraint is challenging due to the (i) non-interpolatory property of NURBS and (ii) high computational cost involved in determining the distance between a point and a curved boundary. To overcome these challenges, a method using piece-wise bounding polynomial functions is proposed as follows:




Fig. 10. (a) Illustration of the size bounding curve. (b) The piece-wise data fitting scheme. (c) Bounding curved fitted using one single polynomial of order 5: $f[x]=x_{1}-\sum_{i=0}^{5} a_{i} x_{2}^{i}$. (d) Bounding curve fitted using 4 piece-wise polynomials of order 5 .
(1) A sufficiently large number of points on the interior fixed boundary are translated in the outward normal direction, with a magnitude given by the minimum thickness constraint. These translated sample points thus define the bounding curve, denoted by asterisk symbols in Figs. 6(b)-(d).
(2) After dividing the serial sample points into a few segments based on the distribution of the sample points, curve fitting tools can be used to generate a piece-wise bounding polynomial function $f\left[x_{1}, x_{2}\right]$. In this paper, the following function is utilized:

$$
\begin{equation*}
f\left[x_{1}, x_{2}\right]:=x_{1}-h\left[x_{2}\right], \quad \text { with } \quad h\left[x_{2}\right]=\sum_{i=0}^{5} a_{i} x_{2}^{i} . \tag{44}
\end{equation*}
$$

For a geometrically simple bounding curve, e.g., a curve with small curvatures, a single polynomial might be sufficient. However, a bounding curve with complex geometry requires multiple piece-wise polynomials. For example, a closer fit to the bounding curve is observed in Fig. 10(d) with 4 segments compared to a single polynomial in Fig. 10(c) for the same function defined in Eq. (44). Due to symmetry, the sizing constraint is only evaluated on half a petal.
(3) To ensure a good fitting accuracy at the ends of each segment, it is necessary to do the data fitting over an extended range. For a segment corresponding to the sample points $\left[\boldsymbol{x}_{i}, \boldsymbol{x}_{i+1}, \ldots \boldsymbol{x}_{j}\right]$, the data fitting is to be done over the range $\left[\boldsymbol{x}_{i-k}, \boldsymbol{x}_{i-k+1}, \ldots, \boldsymbol{x}_{i}, \ldots, \boldsymbol{x}_{j}, \ldots, \boldsymbol{x}_{j+k}\right]$, where $k$ is the number of the additional neighbour sample points to be utilized (see Fig. 10(b)).
(4) Once the bounding polynomial function $f\left[x_{1}, x_{2}\right]$ is ready, a point $\boldsymbol{x}=\left[x_{1}, x_{2}\right]$ located on the design boundary is checked against the sizing constraint via $f\left[x_{1}, x_{2}\right]<0$. For the fitting polynomial Eq. (44) used in this paper, a point $\boldsymbol{x}=\left[x_{1}, x_{2}\right]$ with $f\left[x_{1}, x_{2}\right]<0$ indicates that the point is located on the right of the bounding curve shown in Fig. 10(d), which violates the sizing constraint.


Fig. 11. Schematics of a 2D boundary integrand involving discontinuities.
(5) Introducing a function to quantify the violation of sizing constraint:

$$
\begin{equation*}
C:=\int_{\Gamma_{d}^{\tau}} \gamma[x] f[x] \mathrm{d} \Gamma, \tag{45}
\end{equation*}
$$

where $\Gamma_{d}^{\tau}$ is the design boundary and $\gamma[\boldsymbol{x}]$ is a penalty function at location $\boldsymbol{x}$ defined as

$$
\gamma[x]= \begin{cases}1, & \text { sizing constraint violated, } f<0  \tag{46}\\ 0, & \text { sizing constraint satisfied, } f \geqslant 0\end{cases}
$$

Using the boundary transport relation Eq. (16) and considering the discontinuities involved by introducing the penalty function $\gamma[\boldsymbol{x}]$, the total derivative of function $C$ with respect to $\tau$ is

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} \tau} C=\int_{\Gamma_{d}^{\tau}}\left(f^{\prime}+\nabla f \cdot \boldsymbol{n}-\kappa f\right) \gamma \boldsymbol{v} \cdot \boldsymbol{n} \mathrm{d} \Gamma+\int_{\Theta} \llbracket \gamma \rrbracket f \boldsymbol{m} \cdot \boldsymbol{v} \mathrm{~d} \Theta, \tag{47}
\end{equation*}
$$

where $\llbracket \cdot \rrbracket:=(\cdot)^{+}-(\cdot)^{-}$represents a jump in the considered quantity at locations denoted by $\Theta$, with $\boldsymbol{m}$ describing the tangential unit vectors along $\Theta$ (see [67] for details). This is illustrated schematically through a 2D boundary with a discontinuous field in Fig. 11(a).

The penalty function in Eq. (46) is in general, discontinuous at the critical locations $\theta$ where $\boldsymbol{f} \neq \mathbf{0}$, see Fig. 11(b). However, the last term in Eq. (47) vanishes because $\llbracket \gamma \rrbracket f=\left.(\gamma f)^{+}\right|_{\theta}-\left.(\gamma f)^{-}\right|_{\Theta}=0$ at these critical locations. Together with the fact that the polynomial function $f$ is independent of the design parameter $\tau$, Eq.
reduces to

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} \tau} C=\int_{\Gamma_{d}^{\tau}}(\nabla f \cdot \boldsymbol{n}-\kappa f) \gamma \boldsymbol{v} \cdot \boldsymbol{n} \mathrm{d} \Gamma . \tag{47}
\end{equation*}
$$

Following the same approach in Section 4.3 to discretize the design velocity $\boldsymbol{v}$, the discretized shape gradient of $C$ with respect to the design control points is obtained as

$$
\begin{equation*}
C_{, \boldsymbol{x}^{I}}=\frac{\mathrm{D}}{\mathrm{D} \boldsymbol{x}^{I}} C=\int_{\Gamma_{d}^{\tau}}(\nabla f \cdot \boldsymbol{n}-\kappa f) \gamma \boldsymbol{n} R^{I} \mathrm{~d} \Gamma . \tag{49}
\end{equation*}
$$

Integrating the above shape gradients of the constraint and the objective functional for updating the locations of the design control points, an optimized solution satisfying the sizing constraint can be achieved using a proper iteration optimizer.

It is highlighted that this sizing constraint methodology can be extended to other isogeometric shape design cases where a fixed geometrical boundary is explicitly defined. However, in case that the interior petal boundary is not fixed, the presented sizing constraint cannot be directly adopted, and needs to be modified.

## 6. Iterative descent isogeometric optimization

Once the sensitivity analysis is numerically evaluated, the constrained optimization process can be carried out easily using different iteration optimizers. A crucial issue in the shape optimization process is the mesh quality. For the numerical examples used in paper, a relatively coarse mesh is used such that the mesh distortion caused by the adjacent control points overlapping during the shape updating is controllable. To ensure a balance movement of the boundary design control points, the following normalization approach is used [51,68]:

$$
\begin{equation*}
\hat{\Phi}_{x^{I}}=\frac{\Phi_{, x^{I}}}{\int_{\Gamma_{d}^{\tau}} R^{I} \mathrm{~d} \Gamma} \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{C}_{, x^{I}}=\frac{C_{, x^{I}}}{\int_{\Gamma_{d}^{\tau}} R^{I} \mathrm{~d} \Gamma} . \tag{51}
\end{equation*}
$$

Furthermore, for the location updating of the interior control points, a simple linear interpolation scheme is employed by taking the advantage of the coarse design discretization to guarantee the mesh quality. Alternatively, methods such as "shape changing norm" in [46], $H^{1}$ gradient method in [69], "traction method" in [70] and [71], and "parametrisation-free" in [72], etc., can also be used for the purpose of mesh quality control. A simple descent algorithm incorporating the penalty-based formulation of sizing constraint is presented in Algorithm 1. For generic constraint optimization problems, well developed optimizers such as the "fmincon" function in Matlab or GCMMA (Globally Convergent Method of Moving Asymptotes) developed by Svanberg [73] can be considered.

## 7. Results

In the following examples, some general design settings are as follows: the area of the RVE is chosen as 400 , i.e., the side length of the square RVE for the smoothed tetra-petals design is 20, while the side length of the hexagonal RVE for the smoothed hexa-petals design is 12.408 . The connecting bars between each cells have a fixed width of 1 . The Young modulus and Poisson ratio for the constitutive material are set to be 1 and 0.3 , respectively.

### 7.1. Shape optimization of smoothed tetra-petals structure

The design optimization of the tetra-petals structure starts with an initial design that has a fixed interior boundary as shown in Fig. 12(a). The maximal curvature is 2 (equivalent to a radius of 0.5 ), which results in a reasonably smooth connection with low stress concentration. The gap between two arms is about 1.36 . The initial design has a uniform width of 1 (see Fig. 12(b)) and an effective Poisson ratio of -0.6655 along the vertical and horizontal directions. The effective Poisson ratios along different directions are plotted in a polar coordinate system in Fig. 12(c) as proposed in $[59,74]$, which indicates that the effective Poisson ratio of this structure is not isotropic. This design study is termed Case 1 hereinafter.

The tetra-petals structure is optimized with both symmetric and sizing constraints considered. The macro strain of $\boldsymbol{E}=[1,0,0]^{\mathrm{T}}$ is used for the numerical homogenization, with the structure orientation as shown in Fig. 4(d). For practical engineering considerations, the minimal width of the petals arms is set to be 0.5 , which is half of its initial size. The optimized shape is shown in Fig. 13(a) with an effective Poisson ratio of -0.878 along both the vertical and horizontal directions. The effective Poisson ratio along different orientations are presented in a polar coordinate system shown in Fig. 13(b). From the polar plot, it is clear that the auxetic behaviour of the optimized design is bi-directionally dominated and has an overall better performance than the initial design. The comparison between the size bounding curve and the initial and optimized designs are plotted in Fig. 13(c), from which it can be seen that the sizing constraint is fully satisfied.

To further evaluate the robustness of the design methodology, we consider two alternative initial designs with maximal curvatures of 4 and 8 , termed, respectively, as Case 2 and Case 3 . The full model of the initial and optimized designs, as well as the sizing constraint plotted together with the optimized shape of one petal, are depicted in Figs. 14 and 15 for Cases 2 and 3, respectively. Both figures show that the sizing constraint is satisfied. The optimized designs of these three cases are plotted together in Fig. 16(a). The slight variations in the optimized shapes are induced by the different maximum curvatures imposed on the fixed interior boundary and the associated sizing constraint.

```
Algorithm 1: Descent algorithm with sizing constraint
    Initialize ( \(n=1\) );
    Choose an initial parent petal design as shown in Fig. 4(c);
    Define the design control points \(\boldsymbol{x}^{I}, I=1, \ldots\);
    Choose a step size \(\alpha>0\) and a tolerance \(\delta_{1}>0\) for the main loop;
    Choose a penalty factor \(\beta>0\) and a tolerance \(\delta_{2}>0\) for the sub-loop;
    Build the full model using the approach presented in Sec 3.1;
    Main loop \((n \geq 1)\);
    while \(\left|\Phi^{(n+1)}-\Phi^{(n)}\right| / \Phi^{(n)} \geq \delta_{1}\) do
        Solve the homogenization problem to get displacement field \(\boldsymbol{u}^{(n)}\) and the objective \(\Phi^{(n)}\);
        Compute adjoint initial strain \(\boldsymbol{\varepsilon}^{*}\) and solve the adjoint problem Eq. (28) to get \(\left(\boldsymbol{u}^{*}\right)^{(n)}\);
        Compute the shape gradient \(\Phi_{x^{I}}\) using Eq. (40);
        Mapping the shape gradient \(\Phi_{x^{I}}\) back to the design space shown in Fig. 4(c) using Eq. (41);
        Evaluate the shape gradient with respect to the design control points of the parent petal using Eq. (42) or
        Eq. (43);
        Normalize the shape gradient using Eq. (50);
        Sub-loop for constrained minimization;
        Initialize ( \(m=0\) );
        Set penalty factor \(\Lambda_{C}^{(0)}=0\), the initial gradient \(C_{{ }_{,}{ }^{I}}^{(0)}=\mathbf{0}\), and \(C^{(0)}=-1\);
        while \(C<-\delta_{2}\) do
            for \(I=1, \ldots\), do
                Update the location \(\boldsymbol{x}^{I}\) for sub-iteration \(m\);
                if \(\boldsymbol{x}^{I}\) located on the left side of the parent petal: then
                    \(\left(\boldsymbol{x}^{I}\right)^{(n+1, m)}=\left(\boldsymbol{x}^{I}\right)^{(n)}-\alpha\left(\hat{\Phi}_{, \boldsymbol{x}^{I}}^{(n)}-\Lambda_{C}^{(m)} \hat{C}_{, \boldsymbol{x}^{I}}^{(m)}\right) ;\)
                else if \(\boldsymbol{x}^{I}\) located on the right side of the parent petal: then
                    Update the location by mirroring the control points on the left side;
                end
            end
            Compute \(C^{(m)}\) using Eq. (45) and the corresponding gradient \(C_{, \boldsymbol{x}^{I}}^{(m)}\) using Eq. (49);
            Mapping the shape gradient back to the design space shown in Fig. 4(c) using Eq. (41);
            Evaluate the shape gradient with respect to the design control points of the parent petal;
            Normalize the shape gradient using Eq. (50);
            Update the penalty factor \(\Lambda_{C}^{(m+1)}=\Lambda_{C}^{(m)}-\beta C^{(m)}\);
            \(m \leftarrow m+1 ;\)
        end
        \(\operatorname{Set}\left(\boldsymbol{x}^{I}\right)^{(n+1)}=\left(\boldsymbol{x}^{I}\right)^{(n+1, m)}, \quad I=1, \ldots\);
        Update the full model of the structure using the approach presented in Sec. 3.1;
        \(n \leftarrow n+1 ;\)
    end
```

Nevertheless, the polar plots of the effective Poisson ratio for the three optimized designs in Fig. 16(b) illustrate an almost identical auxetic behaviour. Furthermore, the iteration histories plotted in Fig. 16(c) show a negligible influence of the interior boundary's maximal curvature for these three cases.

To verify the auxetic behaviour of the optimized design for Case 1, a periodic model with 16 by 4 RVEs (unit cells) is loaded vertically with a unit relative displacement between the horizontal surfaces. The vertical surfaces are constrained to remain plane. The analysis is performed in ABAQUS with a resultant relative horizontal displacement of 3.535 . The effective negative Poisson ratio of the specimen is therefore, $\bar{v}=\varepsilon_{2} / \varepsilon_{1}=-3.535 / 4=-0.884$, which agrees with the value of the effective Poisson ratio predicted by the proposed approach. (See Fig. 17.)


Fig. 12. Case 1: (a) Petal shape and its corresponding control points, (b) the full model, and (c) the polar plot of the effective Poisson ratio for the initial design.


Fig. 13. Case 1: (a) full model of the optimized design. (b) Polar plot of the effective Poisson ratio for the optimized design. (c) Comparison between the size bounding polynomials, the initial and optimized designs.


Fig. 14. Case 2: (a) initial design, (b) optimized design, and (c) the comparison between the size bounding polynomials, the initial and optimized designs.

### 7.2. Isotropic smoothed hexa-petals auxetic structure design

The design optimization of the smoothed hexa-petals structure starts with an initial design that has a fixed interior boundary shown in Fig. 18. The maximal curvature is 16.5 . The gap between two arms is about 0.75 . The initial design has a uniform width of 0.8 ( Fig. 18(a)) and an effective Poisson ratio of -0.2610 . The polar plot of the effective Poisson ratio of hexa-petals structure is shown in Fig. 18(c), which indicates that the effective Poisson ratio is isotropic, as expected due to the 6 -fold symmetry of the unit cell.


Fig. 15. Case 3: (a) initial design, (b) optimized design, and (c) the comparison between the size bounding polynomials, the initial and optimized designs.


Fig. 16. (a) Optimized shape for the three cases. (b) Polar plots of the effective Poisson ratios for the three optimized designs. (c) Iteration histories of the three design cases.

The hexa-petals structure is optimized with both symmetric and sizing constraints imposed. A macro strain of $\boldsymbol{E}=[1,0,0]^{\mathrm{T}}$ is used for the numerical homogenization with the structure orientation as shown in Fig. 18(b). For practical engineering considerations, the minimal width of the petals arms is set to be 0.5 . The optimized shape is shown in Fig. 19(a) with an effective Poisson ratio of -0.431 . From the polar plot in Fig. 19(b), it is clear that the auxetic behaviour of the optimized design is isotropic. An isotropic structure design can be very important for the practical engineering applications in cases where the loading direction cannot be determined a priori. The comparison between the size bounding curve and the initial and optimized designs are plotted in Fig. 19(c), from which it can be seen the sizing constraint is fully satisfied. The iteration history of the objective function is plotted in Fig. 19(d).


Fig. 17. (a) A periodic model with 16 by 4 units is loaded vertically with a relative unit displacement between the top and bottom surfaces. The vertical surfaces are constrained to remain plane. (b) The horizontal displacement contour plot of the deformed structure.


Fig. 18. (a) Petal shape and its corresponding control points, (b) the full model, and (c) the polar plot of the effective Poisson ratio for the initial design.

To verify the auxetic behaviour of the optimized design, a periodic model with 16 by 4 units is loaded vertically with a unit relative displacement between the horizontal surfaces. The vertical surfaces are constrained to remain plane. The resultant relative horizontal displacement on the right surface is 2.00178 . Given the specimen dimension of 343.86 by 74.448 , the effective negative Poisson ratio therefore, is $\bar{v}=-\varepsilon_{1} / \varepsilon_{2}=-(2.00178 \times 74.448) /(343.86 \times 1)=-0.433$, which agrees with the predicted value of the effective Poisson ratio reasonably well. (See Fig. 20.)

## 8. Conclusions

In this paper, we refer to the class of star-shaped designs, upon which a series of smoothed petal auxetics are proposed. These petal auxetic structures utilize smoothed connections to replace the sharp vertices. Shape optimization within an isogeometric framework is performed to design the tetra and hexa petals structures. To impose the sizing constraint, a piece-wise bounding polynomial approach is proposed to overcome the difficulties associated with the non-interpolatory nature of NURBS basis. To the best of our knowledge, an isogeometric shape optimization for auxetics has not been discussed in the literature. We note that the current modelling approach is not able to fully smoothen the connection between a straight bar and a petal arm, which is a limitation of $C 0$ multi-patch modelling scheme used. The numerical framework presented in this paper can be adapted for a more specific study, e.g.


Fig. 19. (a) Full model of the optimized design. (b) Polar plot of the effective Poisson ratio for the optimized design. (c) Comparison between the size bounding polynomials, the initial and optimized designs. (d) Iteration history of the objective function.
a


Fig. 20. (a) A periodic model with 16 by 4 units is loaded vertically with a unit relative displacement between the top and bottom surfaces. The vertical surfaces are constrained to remain plane. (b) The horizontal displacement contour plot of the deformed structure.

- to obtain a targeted Poisson's ratio as done in [33]. This can be achieved by replacing the objective function $\Phi=v$ with $\Psi=(v-\check{v})^{2}$, where $\check{v}$ is the targeted Poisson's ratio. The material design derivative of $\Psi$ is thus $\stackrel{\circ}{\Psi}=2(\nu-\check{v}) \stackrel{\circ}{\Phi}$. For the sensitivity analysis, the loading value of the adjoint problem is changed accordingly by having $2(\nu-\breve{v})$ in the corresponding terms.
- to impose a minimum stiffness constraint. This can be achieved by using a similar approach as the geometric sizing constraint solved in this work. Alternatively, one can simply incorporate this constraint to a constraint optimizer such as the ones mentioned in Section 6. The sensitivity analysis of the effective stiffness can be derived following the approach in [65].

It is also highlighted that the presented design concepts and numerical framework might be extended possibly for other smooth reference structures. The optimized geometry output can be directly imported to a CAD system for manufacturing without much post-processing operations.
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