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#### Abstract

Topological Weyl semimetals can host Weyl nodes with monopole charges in momentum space. How to detect the signature of the monopole charges in quantum transport remains a challenging topic. Here, we reveal the connection between the parity of monopole charge in topological semimetals and the quantum interference corrections to the conductivity. We show that the parity of monopole charge determines the sign of the quantum interference correction, with odd and even parity yielding the weak antilocalization and weak localization effects, respectively. This is attributed to the Berry phase difference between time-reversed trajectories circulating the Fermi sphere that encloses the monopole charges. From standard Feynman diagram calculations, we further show that the weak-field magnetoconductivity at low temperatures is proportional to $+\sqrt{B}$ in double-Weyl semimetals and $-\sqrt{B}$ in single-Weyl semimetals, respectively, which could be verified experimentally.


Introduction - Topological Weyl semimetal is a new topological state of matter [1-15], in which the conduction and valence energy bands touch nontrivially at discrete momentum points, dubbed Weyl nodes. Remarkably, each Weyl node acts as a magnetic monopole in momentum space. Because the sum of monopole charges of all Weyl nodes in the Brillouin zone is zero, Weyl nodes must appear in pairs, namely the fermion-doubling theorem [2]. Within each pair, two Weyl nodes carry opposite monopole charges of $\mathcal{N}$ and $-\mathcal{N}$, respectively. Depending on $\mathcal{N}=1$ or 2 , the topological semimetals are referred to as single-Weyl semimetal and double-Weyl semimetal [5, 16-18], respectively. The dispersion of the single-Weyl semimetal is linear in three dimensions while the doubleWeyl semimetal usually is linear in one and quadratic in the other two dimensions. Identifying the positions and monopole charges of Weyl nodes is crucial to qualitatively characterize a topological Weyl semimetal and understand the associated novel physical properties.

The monopole charge of a Weyl node also manifests as the number of stable surface Fermi arcs connecting paired Weyl nodes [4, 16], which can be directly measured in the angle-resolved photoemission spectroscopy (ARPES) experiments [19-23]. As an unambiguous measurement of the surface Fermi arcs in ARPES remains highly challenging, the quantum transport may provide an alternative approach to detect the signature of the monopole charges. For single-Weyl semimetals with $\mathcal{N}=1$, a $-\sqrt{B}$ dependence of the magnetoconductivity has been observed near zero magnetic field [24-32], which is one of the signatures for the weak antilocalization (WAL) effect in 3D systems [33]. The WAL effect arises from the quantum interference correction to the semiclassical conductivity. There have been increasing experimental efforts to search for topological Weyl semimetals with higher monopole charges such as $\mathcal{N}=2[5,17,18]$. Nevertheless, the quantum interference effects on the quantum
transport phenomena caused by Weyl nodes with higher monopole charges remains unexplored.

In this Rapid Communication, we explicitly demonstrate the general relation between the monopole charge and quantum transport. We will focus on double-Weyl semimetals with $\mathcal{N}=2$ and single-Weyl semimetals with $\mathcal{N}=1$. Based on Feynman diagram calculations, we find that Weyl nodes with $\mathcal{N}=2$ in double-Weyl semimetals lead to a negative quantum interference correction to the conductivity compared to the positive correction in single-Weyl semimetals with $\mathcal{N}=1$. In double-Weyl semimetals, the monopole charge of $\mathcal{N}=2$ results in a $2 \pi$ Berry phase difference between two time reversed scattering loops. Such two loops can interfere constructively to enhance backscattering, leading to a weak localization (WL) correction in the quantum transport. While for single-Weyl semimetals, the phase difference is $\pi$, leading to destructive interference and hence the WAL effect. The qualitative difference in the quantum transport between single- and double-Weyl semimetals not only provides an experimental signature to identify monopole charges in momentum space but also forward our understanding to the quantum transport in 3D topological metals.

Weyl semimetals and monopole charges - The minimal model which can describe both single- and double-Weyl semimetals can be written as

$$
H=\left[\begin{array}{cc}
\chi v_{z} \hbar k_{z} & v_{\|}\left(\hbar k_{+}\right)^{\mathcal{N}}  \tag{1}\\
v_{\|}\left(\hbar k_{-}\right)^{\mathcal{N}} & -\chi v_{z} \hbar k_{z}
\end{array}\right]
$$

where $k_{ \pm}=k_{x} \pm i k_{y}, \chi= \pm 1$ is the valley index, $v_{z}$ and $v_{\|}$are parameters and assumed to be constants, and momentum $\mathbf{k}$ is measured from the Weyl nodes. Here, $\mathcal{N}=1,2$ correspond to single- and double-Weyl semimetal respectively. The model has a conduction band and a valence band, with the dispersions given by $\pm E_{\mathbf{k}}$ and $E_{\mathbf{k}}=\sqrt{v_{z}^{2} \hbar^{2} k_{z}^{2}+v_{\|}^{2}\left(\hbar^{2} k_{x}^{2}+\hbar^{2} k_{y}^{2}\right)^{\mathcal{N}}}$. Without


FIG. 1. The Fermi sphere in momentum space for a threedimensional topological semimetal, where the dot located at the origin represents a monopole charge of $\mathcal{N}$. (a) $P$ denotes a generic backscattering from the wave vector $\mathbf{k}$ to $-\mathbf{k}$ via intermediate states labeled as $\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \ldots, \mathbf{k}_{n}\right)$. $P^{\prime}$ stands for the time-reversal counterpart of $P$. (b) The phase difference between $P$ and $P^{\prime}$ is equivalent to the Berry phase circulating around the loop $\mathcal{C}=P+\bar{P}$.
loss of generality, we assume that the chemical potential is slightly above the Weyl nodes and the electronic transport is contributed mainly by the conduction bands throughout the paper. The eigenstate of the conduction band at valley $\chi=+$ is given by

$$
|\mathbf{k}\rangle=\left[\begin{array}{c}
\cos (\theta / 2)  \tag{2}\\
\sin (\theta / 2) \exp (-i \mathcal{N} \varphi)
\end{array}\right]
$$

where $\cos \theta \equiv v_{z} k_{z} / E_{\mathbf{k}}$, and $\tan \varphi \equiv k_{y} / k_{x}$. The eigenstate of the conduction band around valley $\chi=-$ can be found by replacing $\cos (\theta / 2) \rightarrow \sin (\theta / 2)$ and $\sin (\theta / 2) \rightarrow$ $-\cos (\theta / 2)$ in Eq. (2). The monopole charge can be found by integrating the Berry curvature over an arbitrary Fermi sphere $\Sigma$ that encloses the Weyl node,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\Sigma} d \boldsymbol{S} \cdot \boldsymbol{\Omega}= \pm \mathcal{N} \tag{3}
\end{equation*}
$$

with $\pm$ for the $\pm$ valleys, the Berry curvature [34] $\boldsymbol{\Omega}=$ $\nabla \times \mathbf{A}$, and $\mathbf{A}=\left(A_{\theta}, A_{\varphi}\right)$ is the Berry connection given by $A_{\theta}=\langle\mathbf{k}| i \partial_{\theta}|\mathbf{k}\rangle=0$ and $A_{\varphi}=\langle\mathbf{k}| i \partial_{\varphi}|\mathbf{k}\rangle=$ $\mathcal{N} \sin ^{2}(\theta / 2)$.

Monopole charge and quantum interference - In a disordered metal, the backscattering from a state with a wave vector of $\mathbf{k}$ to $-\mathbf{k}$ can be achieved by successive scattering via intermediate states. At sufficiently low temperatures, electrons can be scattered by many times but still maintain their phase coherence. In this quantum diffusive regime, the electric conductivity may acquire an extra correction from the quantum interference between the time-reversed scattering paths, leading to the WL or WAL effect [35]. We first focus on the Fermi sphere in one valley and assume no intervalley scattering. For each path [labelled as $P$ in Fig. 1(a)] connecting successive intermediate states of the backscattering from $\mathbf{k}$ to $\mathbf{- k}$ on the Fermi sphere, which encompasses the


FIG. 2. The maximally crossed Feynman diagram that describes the quantum interference between the time-reversed scattering trajectories in Fig. 1 as $\mathbf{q} \rightarrow 0$. The arrowed solid and dashed lines denote the Green functions and impurity scattering, respectively. This kind of diagrams can give the quantum interference correction to the conductivity [3840]. A negative (positive) correction corresponds to the weak (anti)localization effect, with the sign sensitive to the parity of the monopole charge.
monopole charge at the origin, there exists a corresponding time-reversal counterpart $P^{\prime}$. The quantum interference is determined by the phase difference between the two time-reversed paths $P$ and $P^{\prime}$, which is equivalent to the Berry phase accumulated along the loop formed by $P$ together with $\bar{P} \equiv-P^{\prime}$, namely the corresponding path from $-\mathbf{k}$ to $\mathbf{k}$, as shown in Fig. 1(b).

The quantum interference correction then depends on the geometric phase, i.e., the Berry phase [34], collected by electrons after circulating the loop $\mathcal{C} \equiv P+\bar{P}$. The Berry phase can be found by a loop integral of the Berry connection around $\mathcal{C}$. Remarkably, this Berry phase depends only on the monopole charge, but not on the specific shape of the loop (see the rigorous proof in [36]):

$$
\begin{equation*}
\gamma=\oint_{\mathcal{C}} d \boldsymbol{\ell} \cdot \mathbf{A}=\pi \mathcal{N} \tag{4}
\end{equation*}
$$

For double-Weyl semimetals, the monopole charges $\mathcal{N}=$ 2 and the Berry phase is then $2 \pi$. With the $2 \pi$ Berry phase, the time-reversed scattering loops interfere constructively, leading to the weak localization effect. However, for single-Weyl semimetals, the monopole charge is $\mathcal{N}=1$ and the Berry phase is $\pi$, which gives rise to the weak antilocalization effect. As the Berry phase is a consequence of the Berry curvature field generated by the monopole charge, we therefore establish a robust connection between the weak (anti)localization effect with the parity of monopole charge $\mathcal{N}$. The Berry phase argument is consistent with the symmetry classification[37], the single-Weyl semimetals belong to the symplectic class with a weak antilocalization correction, while doubleWeyl semimetals correspond to the orthogonal class with a weak localization correction.

Feynman Diagram calculations - We now verify the above argument of quantum interference correction to conductivity in Weyl semimetals by the standard Feynman diagram calculations. The correction can be evaluated by calculating the maximally crossed diagrams, one
of which is shown in Fig. 2. In this diagram, the segments of the arrow lines represent the intermediate states in the backscattering, and the dashed lines represent the correlation between the time-reversed scattering processes. The core calculation of the maximally crossed diagrams can be formulated into the particle-particle correlation, known as the cooperon. The cooperon of the double-Weyl semimetal is found to be (see [36] for details)

$$
\begin{equation*}
\Gamma_{\mathbf{k}_{1}, \mathbf{k}_{2}} \approx \frac{\hbar}{2 \pi N_{F} \tau^{2}} \frac{e^{i 2\left(\varphi_{2}-\varphi_{1}\right)}}{D_{1}\left(q_{x}^{2}+q_{y}^{2}\right)+D_{2} q_{z}^{2}} \tag{5}
\end{equation*}
$$

where $\mathbf{q}=\mathbf{k}_{1}+\mathbf{k}_{2}$ is the cooperon wave vector, $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ are the wave vectors of incoming and outgoing states, respectively, $\varphi_{1}$ and $\varphi_{2}$ are the azimuth angles of corresponding wave vectors, $D_{1}=8 \tau E_{F} v_{\|} / 3 \pi$ and $D_{2}=\tau v_{z}^{2}$ are the diffusion coefficients, $N_{F}$ is the density of states, and $\tau$ is the momentum relaxation time. In contrast, the cooperon of the single-Weyl semimetal is known to take the form [33]

$$
\begin{equation*}
\Gamma_{\mathbf{k}_{1}, \mathbf{k}_{2}} \approx \frac{\hbar}{2 \pi N_{F} \tau^{2}} \frac{1}{D q^{2}} e^{i\left(\varphi_{2}-\varphi_{1}\right)} \tag{6}
\end{equation*}
$$

where the diffusion coefficient $D=v_{F}^{2} \tau / 2$ [41]. Note the main difference between Eqs. (5) and (6) lies in the phase factor involving $\varphi_{2}-\varphi_{1}$, which originates from different eigenstates of Weyl semimetals with different monopole charges.

As $\mathbf{q} \rightarrow 0$, i.e., $\mathbf{k}_{1}=-\mathbf{k}_{2}$, the cooperon becomes divergent and becomes the most dominant contribution to the backscattering. In this limit, $\varphi_{2}=\varphi_{1}+\pi$ [42]. Then, for the double-Weyl semimetal,

$$
\begin{equation*}
\Gamma_{\mathbf{k}, \mathbf{q}-\mathbf{k}} \approx+\frac{\hbar}{2 \pi N_{F} \tau^{2}} \frac{1}{D_{1}\left(q_{x}^{2}+q_{y}^{2}\right)+D_{2} q_{z}^{2}} \tag{7}
\end{equation*}
$$

and for the single-Weyl semimetal,

$$
\begin{equation*}
\Gamma_{\mathbf{k}, \mathbf{q}-\mathbf{k}} \approx-\frac{\hbar}{2 \pi N_{F} \tau^{2}} \frac{1}{D q^{2}} \tag{8}
\end{equation*}
$$

Note the different signs in Eqs. (7) and (8), which correspond to the WL and WAL effects, respectively. This is a direct consequence of different phase factors in the wavefunctions, generated by different monopole charges in double- and single-Weyl semimetals. In other words, a connection is therefore firmly established between the parity of monopole charge $\mathcal{N}$ and the sign of the quantum interference correction, with odd and even parity giving rise to WAL and WL, respectively. This is the main result of the paper.

Weak-localization conductivity - From the obtained cooperon above, it is straightforward to compute the quantum interference corrections to the Drude conductivity (see [36] for details). For double-Weyl semimetals, the quantum interference corrections to the Drude
conductivity are intrinsically anisotropic because of the anisotropic dispersions in double-Weyl semimetals

$$
\begin{align*}
\sigma_{z z}^{\mathrm{qi}} & =-\frac{9 e^{2}}{4 \pi^{2} \hbar} \frac{v_{z}}{2} \sqrt{\frac{1}{2 v_{\|}} \frac{1}{\pi E_{F}}}\left(\frac{1}{\ell_{z}}-\frac{1}{\ell_{\phi}}\right), \\
\sigma_{x x}^{\mathrm{qi}} & =-\frac{e^{2}}{4 \pi^{2} \hbar} \frac{2}{v_{z}} \sqrt{2 v_{\|} \pi E_{F}}\left(\frac{1}{\ell_{x}}-\frac{1}{\ell_{\phi}}\right) \tag{9}
\end{align*}
$$

where $\ell_{i}$ is the mean free path and $\ell_{\phi}$ is the phase coherence length. The mean free path $\ell_{i}$ is defined as $\ell_{i}=\sqrt{D_{i} \tau}$. In the quantum diffusive regime, $\ell_{i}$ is much shorter than $\ell_{\phi}$, so the correction is negative in all directions. This negative correction is one of the signatures of the WL effect, consistent with the above Berryphase argument of monopole charge. Note that this negative correction due to the WL effect is not divergent, as expected in 3D. Moreover, the total conductivity $\sigma=\sigma^{\mathrm{sc}}+\sigma^{\text {qi }}$, where $\sigma^{\mathrm{sc}}$ is the semiclassical Drude conductivity, is still finite. From $\ell_{i}=v_{i} \tau$ and $\tau \propto 1 / E_{F}$, we obtain that $\sigma_{z z}^{\mathrm{qi}} \propto-E_{F}^{1 / 2}$ and $\sigma_{x x}^{\mathrm{qi}} \propto-E_{F}^{3 / 2}$ at low temperatures. The semiclassical conductivity is found to be $\sigma_{z z}^{\mathrm{sc}}=e^{2} N_{F} v_{z}^{2} \tau \propto E_{F}^{0}$ and $\sigma_{x x}^{\mathrm{sc}}=(8 / 3 \pi) e^{2} \tau N_{F} E_{F} v_{\|} \propto$ $E_{F}$, where the density of states at the Fermi level per valley is $N_{F}=E_{F} / 8 \pi \hbar^{3} v_{z} v_{\|}$.

Weak localization induced magnetoconductivity - The negative quantum interference correction in Eq. (9) can be destroyed by a small magnetic field, giving rise to a positive magnetoconductivity as another signature of the weak localization in double-Weyl semimetals. The magnetoconductivity is anisotropic, depending on the field direction. When the field is applied along the $z$ direction, the quantum interference correction of the conductivity is found as

$$
\begin{align*}
& \sigma_{z z}^{\mathrm{qi}}(B)=-\frac{3 e^{2} \tau v_{z}^{2}}{8 \hbar \pi^{2}} \int_{0}^{1 / \ell_{z}} d q_{z} \\
& \times\left[\psi\left(\frac{\ell_{B}^{2}}{\ell_{z}^{2}}+\ell_{B}^{2} q_{z}^{2}+\frac{1}{2}\right)-\psi\left(\frac{\ell_{B}^{2}}{\ell_{\phi}^{2}}+\ell_{B}^{2} q_{z}^{2}+\frac{1}{2}\right)\right] \tag{10}
\end{align*}
$$

where $\psi$ is the digamma function and $\ell_{B} \equiv \sqrt{\hbar / 4 e D_{1} B}$ is the effective magnetic length in the $z$ direction. When the field is applied in the $x-y$ plane, the conductivity is given by the same formula as Eq. (10) but with $\ell_{B}^{2}=\hbar / 4 e B \sqrt{D_{1} D_{2}}$. The magnetoconductivity is defined as $\delta \sigma_{z z}^{\mathrm{qi}}(B)=\sigma_{z z}^{\mathrm{qi}}(B)-\sigma_{z z}^{\mathrm{qi}}(0)$. In the limit of $\ell_{\phi} \gg \ell_{B} \gg \ell_{z}$, which can be approached at low temperatures, the magnetoconductivity $\delta \sigma_{z z}^{\text {qi }}(B) \propto \sqrt{B}$. In the limit of $\ell_{B} \gg \ell_{\phi}$ and $\ell_{B} \gg \ell_{z}, \delta \sigma_{z z}^{\mathrm{i}}(B) \propto B^{2}$. As a good approximation, the weak localization induced magnetoconductivity in double-Weyl semimetals can be fitted as

$$
\begin{equation*}
\delta \sigma_{z z}^{\mathrm{qi}}=C_{1}^{\mathrm{qi}} \frac{B^{2} \sqrt{B}}{B_{c}^{2}+B^{2}}+C_{2}^{\mathrm{qi}} \frac{B_{c}^{2} B^{2}}{B_{c}^{2}+B^{2}} \tag{11}
\end{equation*}
$$

where the fitting parameters $C_{1}^{\text {qi }}$ and $C_{2}^{\text {qi }}$ are positive and the critical field $B_{c}$ is related to the phase coherence length $\ell_{\phi}$ according to $B_{c} \sim \hbar / e \ell_{\phi}^{2}$. Empirically,

TABLE I. Comparison between 3D single- and double-Weyl semimetals. $\pm E_{\mathrm{k}}$ is the dispersion relation of the conduction and valence bands, $N(E)$ is the density of states; $\delta \sigma^{q i}(B)$ is the weak (anti)localization magnetoconductivity when $\ell_{\phi} \gg$ $\ell_{B} . \pm \mathcal{N}$ is the monopole charge.

|  | 3 D single-Weyl | 3 D double-Weyl |
| :---: | :---: | :---: |
| $E_{\mathbf{k}}$ | $\hbar \sqrt{v_{\\|}^{2}\left(k_{x}^{2}+k_{y}^{2}\right)+v_{z}^{2} k_{z}^{2}}$ | $\hbar \sqrt{v_{\\|}^{2} \hbar^{2}\left(k_{x}^{2}+k_{y}^{2}\right)^{2}+v_{z}^{2} k_{z}^{2}}$ |
| $N(E)$ | $E^{2} / 2 \pi^{2} v_{\\|}^{2} v_{z} \hbar^{3}$ | $E / 8 \pi v_{z} v_{\\|} \hbar^{3}$ |
| $\delta \sigma^{q i}(B)$ | $-\sqrt{B}$ | $\sqrt{B}$ |
| $\mathcal{N}$ | 1 | 2 |

the phase coherence length becomes longer with decreasing temperature and can be written as $\ell_{\phi} \sim T^{-p / 2}$; then $B_{c} \sim T^{p}$, where $p$ is positive and determined by decoherence mechanisms such as electron-electron interaction ( $p=3 / 2$ ) or electron-phonon interaction $(p=3)$. At high temperatures, $\ell_{\phi} \rightarrow 0$; thus, $B_{c} \rightarrow \infty$ and we have $\delta \sigma_{z z}^{\mathrm{qi}} \propto B^{2}$. At low temperatures, $\ell_{\phi} \rightarrow \infty$; then $B_{c}=0$ and we have $\delta \sigma_{z z}^{\text {qi }} \propto \sqrt{B}$.

Chiral-anomaly induced magnetoconductivity - Another mechanism that can also contribute a positive magnetoconductivity is the chiral anomaly. The nontrivial momentum-space Berry curvature in Weyl semimetals can induce an anomalous velocity which can couple with external magnetic fields [34], leading to a positive magnetoconductivity when the electric current is in parallel with magnetic fields [43, 44]. In single-Weyl semimetals at weak fields, this "chiral anomaly" induced magnetoconductivity is found to be proportional to $B^{2}[43,44]$ or $B$ [45], depending on the Fermi energy. As a semiclassical effect, the chiral anomaly is not as sensitive to phase coherence and temperature as the weak localization effect is, so a similar positive magnetoconductivity is also expected in double-Weyl semimetals, without sign reversing, although the monopole charge is doubled. In addition, the chiral anomaly has a strong angle dependence, becomes prominent only in parallel magnetic fields. In contrast, the weak localization happens in all directions. These properties distinguish the positive magnetoconductivity of the chiral anomaly from that of the weak localization effect. In perpendicular magnetic fields, the Lorentz force gives rise to the classical negative magnetoconductivity that is proportional to $-\mu^{2} B^{2}$, where the mobility $\mu=2 e D / E_{F}$ in double-Weyl semimetals. Because of the functional relations, at sufficiently low temperatures the WL effect induced $\sqrt{B}$ magnetoconductivity always overwhelms the magnetoconductivity from the chiral anomaly and Lorentz force. For a comparison between single- and double-Weyl semimetals, we summarize the key results in Table I.

Effects of intervalley scattering - For single-Weyl semimetals, in the limit where intervalley scattering dominates, the quantum interference correction can be nega-
tive, i.e., a crossover to the weak localization [33], which is a result of the cancellation of $\pm \pi$ Berry phase when circulating monopoles with opposite charges. Similar phenomena were also studied in 2D graphene [40, 46-48]. However, in double-Weyl semimetals, even if intervalley scattering is considered where the electron scattering trajectory encloses the nodes of double-Weyl semimetals with opposite monopole charges, the weak localization is still robust since the total phase acquired by circulating the two monopoles is still an integer multiple of $2 \pi$. The crossover can be also understood from the symmetry classification[37], with $\pm \pi( \pm 2 \pi)$ Berry phase corresponding to the symplectic (orthogonal) class. In the limit of weak intervalley scattering, the qualitatively different quantum interference corrections can distinguish the Weyl nodes with different monopole charges.

Conclusions and discussions - To summarize, we have presented an intuitive picture revealing the connection between quantum interference correction to the conductivity and monopole charge in three-dimensional Weyl semimetals. The picture is verified by standard Feynman diagram calculations. It explains the weak antilocalization observed in single-Weyl semimetals [24-27] and predicts the weak localization in double-Weyl semimetals. Experimentally, the quantum interference correction can manifest through magnetoconductivity. In the zero temperature limit, the magnetoconductivity $\propto \mp \sqrt{B}$ for single- and double-Weyl semimetals, respectively. So far, there have been several materials, e.g., $\operatorname{HgCr}_{2} \mathrm{Se}_{4}[5,16]$ and $\mathrm{SrSi}_{2}$ [18] proposed as candidates for double-Weyl semimetals.

It is worthwhile to mention that, if weak higher order terms which may break the time-reversal symmetry are included in the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian, the quantum interference correction will be slightly smaller as pointed out in Ref. [48]. Even though interactions can also contribute to conductivity, interaction-induced magnetoconductivity usually has much weaker magnetic field dependence compared to the one induced by the quantum interference $[33,35,49]$; it is expected that our results above are robust if weak interactions are included.
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## SUPPLEMENTAL MATERIAL

## Appendix A: Berry phase and monopole charge

The Hamiltonian can be rewritten as

$$
H=E_{\mathbf{k}}\left(\begin{array}{cc}
\chi \cos \theta & \sin \theta e^{i \mathcal{N} \varphi}  \tag{S1}\\
\sin \theta e^{-i \mathcal{N} \varphi} & -\chi \cos \theta
\end{array}\right) \equiv \boldsymbol{h} \cdot \boldsymbol{\sigma}
$$

where $k_{ \pm}=k_{x} \pm i k_{y}, \cos \theta=v_{z} k_{z} / E_{\mathbf{k}}, \tan \varphi=k_{y} / k_{x}, k_{\|}^{2}=k_{x}^{2}+k_{y}^{2}$. Taking the $\chi=+$ valley for example, the Berry curvature can be computed as [34]

$$
\begin{equation*}
\Omega_{\theta \varphi}=\partial_{\theta} A_{\varphi}-\partial_{\varphi} A_{\theta}=\frac{\mathcal{N}}{2} \sin \theta \tag{S2}
\end{equation*}
$$

where $A_{\theta}=\left\langle u \mid i \partial_{\theta} u\right\rangle=0, A_{\varphi}=\left\langle u \mid i \partial_{\varphi} u\right\rangle=\mathcal{N} \sin ^{2} \frac{\theta}{2}$ denotes the Berry connection and $u$ is the eigenstate. Using

$$
\begin{equation*}
\Omega_{h_{i}, h_{j}}=\frac{1}{2} \frac{\partial(\varphi, \cos \theta)}{\partial\left(h_{i}, h_{j}\right)} \tag{S3}
\end{equation*}
$$

we can rewrite the Berry curvature as a 3 D vector via $\Omega_{\mu \nu}=\epsilon_{\mu \nu \xi}(\boldsymbol{\Omega})_{\xi}$ with $\epsilon_{\mu \nu \xi}$ the Levi-Civita anti-symmetric tensor. Then we obtain

$$
\begin{equation*}
\boldsymbol{\Omega}=\frac{\mathcal{N}}{2} \frac{\boldsymbol{h}}{h^{3}} \tag{S4}
\end{equation*}
$$

which indicates that the magnitude of the Berry curvature on the Fermi sphere is uniform, independent of $\theta$ and $\varphi$.
Now we prove Eq. (4) for an arbitrary loop $\mathcal{C}$. To start, we consider the simplest case of $\mathcal{C}$ as a great circle in the equator defined by $\theta=\pi / 2$ with a constant radius. We can define a specific orientation which encloses the northern hemisphere. The Berry phase along this great circle is calculated explicitly as

$$
\begin{equation*}
\gamma=\iint \boldsymbol{\Omega} \cdot \boldsymbol{n} d S=\int_{0}^{\pi / 2} d \theta \int_{0}^{2 \pi} d \varphi \frac{\mathcal{N}}{2} \frac{\boldsymbol{h}}{h^{3}} \cdot \frac{\boldsymbol{h}}{h} h^{2} \sin \theta=\mathcal{N} \pi \tag{S5}
\end{equation*}
$$

For the general case in which the loop $\mathcal{C}=P+\bar{P}$ is not a great circle, $\gamma$ is still quantized and amounts to half of the total flux, as proved below. Consider a loop $\ell$ defined as $\mathbf{k} \rightarrow \mathbf{k}_{1} \rightarrow \ldots \rightarrow \mathbf{k}_{n} \rightarrow \mathbf{k}$ where the orientation $\mathbf{n}$ is defined by the right-hand rule and encloses an area $\mathcal{A}$. An inversion operation maps $\ell$ to $\ell^{\prime}$ that reads $-\mathbf{k} \rightarrow-\mathbf{k}_{1} \rightarrow$ $\ldots \rightarrow-\mathbf{k}_{n} \rightarrow-\mathbf{k}$. Note that this operation does not alter the orientation. If $\ell$, say, lies at the northern hemisphere, $\ell^{\prime}$ then lies at the southern hemisphere and hence encloses an area $\mathcal{A}^{\prime}=4 \pi-\mathcal{A}$. The loop we are interested in is defined as $\mathbf{k} \rightarrow \ldots \rightarrow-\mathbf{k} \rightarrow \ldots \rightarrow \mathbf{k}$, which is invariant under inversion, hence $\mathcal{A}=4 \pi-\mathcal{A}$, i.e., the loop encloses half of the sphere. According to the Berry curvature given in Eq. (S5), the Berry phase along the loop enclosing half of the sphere leading to an exact quantization, which proves Eq. (4).

## Appendix B: Semi-classical Drude conductivity

The detailed calculation for conductivities using Feynman diagram techniques in single-Weyl semimetals has been presented in Ref. [33]; therefore in this supplemental material we will mainly focus on double-Weyl semimetals. Also for convenience we change the notation slightly with $v_{z}=v$ and $v_{\|}=1 / 2 m$. To cope with the anisotropy inherited in double-Weyl semimetals, we perform a coordinate transformation which reads

$$
\begin{equation*}
\hbar k_{x}=\sqrt{k \sin \theta} \cos \varphi, \quad \hbar k_{y}=\sqrt{k \sin \theta} \sin \varphi, \quad 2 \hbar m v k_{z}=k \cos \theta \tag{S6}
\end{equation*}
$$

where $k>0$ and $\theta \in[0, \pi], \varphi \in[0,2 \pi]$. The corresponding Jacobian is $k / 4 m v \hbar^{3}$. After the transformation, $E_{\mathbf{k}}=k / 2 m$, which is easier to handle.

The total conductivity consists of two parts, the semiclassical Drude conductivity and the quantum interference correction. In the following sections diagram calculations will be given. We will first focus on the semiclassical part,


FIG. 3. (a) The Feynman diagram for the semiclassical (Drude) conductivity $\sigma^{s c}$. (b) The diagram for the vertex correction to the velocity [39]. $v$ is the velocity. The arrow lines are for Green's functions. The dashed lines are for disorder scattering $(U)$. Replace $x$ by $z$ for the conductivity along the $z$ direction.
which is not sensitive to phase coherences. With the velocity correction taken into account, the Drude conductivity can be expressed as follows,

$$
\begin{equation*}
\sigma_{i i}^{\mathrm{sc}}\left(E_{F}\right)=\frac{e^{2} \hbar}{2 \pi} \sum_{k} \tilde{v}_{i} v_{i} G_{k}^{R} G_{k}^{A} \tag{S7}
\end{equation*}
$$

where $\tilde{v}_{i}$ denote the renormalized velocity due to the impurity scattering, which are found to be $2 v_{z}$ and $v_{x}$ in the $z$ direction and $x$ direction, respectively. Due to the anisotropy, the Drude conductivities are different in different directions.

$$
\begin{equation*}
\sigma_{z z}^{\mathrm{sc}}\left(E_{F}\right)=\frac{e^{2} \hbar}{2 \pi} \sum_{k} \tilde{v}_{z} v_{z} G_{k}^{R} G_{k}^{A}=\frac{e^{2} \hbar}{2 \pi} 2 \sum_{k} v_{z} v_{z} G_{k}^{R} G_{k}^{A} \tag{S8}
\end{equation*}
$$

Converting the summations into integrals and make use of the substitution $v_{z}=v \cos \theta$, we arrive at

$$
\begin{equation*}
\sigma_{z z}^{\mathrm{sc}}\left(E_{F}\right)=\frac{e^{2} \hbar}{\pi} \frac{1}{(2 \pi)^{3}} \int_{0}^{2 \pi} d \varphi \int_{0}^{\pi} d \theta v^{2} \cos ^{2} \theta \frac{8 \pi^{2} N_{F} \tau}{\hbar}=e^{2} N_{F} v^{2} \tau \tag{S9}
\end{equation*}
$$

Invoking the Einstein relation, $\sigma_{z z}^{\mathrm{sc}}=e^{2} N_{F} D_{2}$, we have the diffusion constant $D_{2}=v^{2} \tau=v_{z}^{2} \tau$. Similarly, $\sigma_{x x}^{\mathrm{sc}}$ and $\sigma_{y y}^{\mathrm{sc}}$ by symmetry are the same and given by $\sigma_{x x}^{\mathrm{sc}}=e^{2} N_{F} D_{1}$ where $D_{1}=2 \tau v_{x f}^{2} / 3 \pi, v_{x f}^{2}=2 E_{F} / m$, so $D_{1}=4 \tau E_{F} / 3 m \pi=$ $8 \tau E_{F} v_{\|} / 3 \pi$.

The anisotropy thus manifests in different diffusion constants in the in-plane and $z$-direction.

## Appendix C: Vertex correction to Velocity

In this section we will calculate the velocity correction due to impurity scattering. For simplicity, we only calculate "+" valley; the correction for "-" is the same. Velocity operators are defined as $\hat{v}_{i}=(1 / \hbar)\left(\partial H / \partial k_{i}\right)$. In the eigen-basis, they take the following form for " + " valley,

$$
\begin{equation*}
\langle+, \mathbf{k}| \hat{v}_{x}|+, \mathbf{k}\rangle=\frac{\sqrt{k \sin ^{3} \theta} \cos \varphi}{m},\langle+, \mathbf{k}| \hat{v}_{y}|+, \mathbf{k}\rangle=\frac{\sqrt{k \sin ^{3} \theta} \sin \varphi}{m},\langle+, \mathbf{k}| \hat{v}_{z}|+, \mathbf{k}\rangle=v \cos \theta \tag{S10}
\end{equation*}
$$

The renormalized velocity can be calculated through the iteration equation,

$$
\begin{equation*}
\left.\tilde{v}_{i}=v_{i}+\left.\sum_{k^{\prime}} G_{k^{\prime}}^{R} G_{k^{\prime}}^{A}\langle | U_{k^{\prime}, k}\right|^{2}\right\rangle_{\mathrm{imp}} \tilde{v}_{i^{\prime}} \tag{S11}
\end{equation*}
$$

where $G^{R / A}$ denote retarded/advanced Green function at zero frequency, $G^{R / A}(\mathbf{k})=1 /\left(E_{F}-E_{\mathbf{k}} \pm i \frac{\hbar}{2 \tau}\right)$. Eq.(S11) can be read off from Fig.3(b). The bare diffuson $\left.\left.\langle | U_{k^{\prime}, k}\right|^{2}\right\rangle_{\mathrm{imp}}$ is given by Eq. (S28) and scattering rate $\tau$ is given by Eq.(S30).

Assuming the ansatz $\tilde{v}_{i}=c_{i} v_{i}$, for $v_{z}$, we have

$$
\begin{align*}
c_{z} \cos \theta_{1} & \left.=v \cos \theta_{1}+\left.\frac{1}{(2 \pi)^{3}} \int_{0}^{2 \pi} d \varphi_{2} \int_{0}^{\pi} d \theta_{2} \int_{0}^{\infty} \frac{k_{2}}{4 m v} d k \frac{1}{E_{F}-E_{k_{2}}+\frac{i \hbar}{2 \tau}} \frac{1}{E_{F}-E_{k_{2}}-\frac{i \hbar}{2 \tau}}\langle | U_{k_{1}, k_{2}}^{++}\right|^{2}\right\rangle_{\mathrm{imp}} c_{z} \cos \theta_{2} \\
& =v \cos \theta_{1}+c_{z} \frac{\pi \tau \cos \theta_{1} N_{F} n u_{0}^{2}}{2 \hbar}=v \cos \theta_{1}+\frac{c_{z}}{2} \cos \theta_{1}  \tag{S12}\\
& \Longrightarrow c_{z}=2, \quad \tilde{v}_{z}=2 v_{z}
\end{align*}
$$

This result is the same as that of 2D Dirac fermions. For $v_{x}$ and $v_{y}$, however, the integrals vanish, i.e., the impurity scattering does not renormalize the velocity in $x$ and $y$ directions.

## Appendix D: Conductivity correction due to quantum interference

In this section we focus on the conductivity corrections due to the quantum interference, which can be found as

$$
\begin{equation*}
\sigma_{i i}^{\mathrm{qi}}=\sigma_{\mathrm{a} 1, i}+2 \sigma_{\mathrm{a} 2, i} \tag{S13}
\end{equation*}
$$

where $\sigma_{\mathrm{a} 1,2, i}$ stand for the contribution of bare and dressed Hikami boxes and the factor 2 accounts for the fact that there are two equivalent dressed Hikami boxes.
(a1)

(a2)


FIG. 4. The Feynman diagrams for the quantum interference correction to the conductivity that take into account the Cooperons from only the intravalley scattering. These diagrams give $\sigma_{i i}^{\mathrm{qi}}$.

Explicitly,

$$
\begin{align*}
\sigma_{a 1} & =\frac{e^{2} \hbar}{2 \pi} \sum_{\mathbf{q}} \Gamma_{\mathbf{k}, \mathbf{q}-\mathbf{k}} \sum_{\mathbf{k}} G_{\mathbf{k}}^{R} \widetilde{v}_{\mathbf{k}}^{i} G_{\mathbf{k}}^{A} G_{\mathbf{q}-\mathbf{k}}^{R} \widetilde{v}_{\mathbf{q}-\mathbf{k}}^{i} G_{\mathbf{q}-\mathbf{k}}^{A} \\
\sigma_{a 2} & =\frac{e^{2} \hbar}{2 \pi} \sum_{\mathbf{q}} \Gamma_{\mathbf{k}_{1}, \mathbf{q}-\mathbf{k}} \sum_{\mathbf{k}} \sum_{\mathbf{k}_{1}} \widetilde{v}_{\mathbf{k}}^{i} \widetilde{v}_{\mathbf{q}-\mathbf{k}_{1}}^{i} G_{\mathbf{k}}^{R} G_{\mathbf{k}_{1}}^{R} G_{\mathbf{q}-\mathbf{k}}^{R} G_{\mathbf{q}-\mathbf{k}_{1}}^{R} G_{\mathbf{k}}^{A} G_{\mathbf{q}-\mathbf{k}_{1}}^{A}\left\langle U_{\mathbf{k}, \mathbf{k}_{1}} U_{\mathbf{q}-\mathbf{k}, \mathbf{q}-\mathbf{k}_{1}}\right\rangle \tag{S14}
\end{align*}
$$

where $\Gamma_{\mathbf{k}, \mathbf{q}-\mathbf{k}}$ and $\left\langle U_{\mathbf{k}, \mathbf{k}_{1}} U_{\mathbf{q}-\mathbf{k}, \mathbf{q}-\mathbf{k}_{1}}\right\rangle$ stand for the full and bare cooperon which are given by Eq. (S37) and Eq. (S29). Due to the anisotropy, we need to treat $\sigma_{z z}^{\mathrm{qi}}$ and $\sigma_{x x}^{\mathrm{qi}}$ separately.

Using Eqs. (S16) and (S17), in the $z$ direction, the conductivity correction due to the quantum interference is given by

$$
\begin{equation*}
\sigma_{z z}^{\mathrm{qi}}=\sigma_{a 1, z}+2 \sigma_{a 2, z}=-\frac{9 e^{2} D_{2}}{2 \hbar} \sum_{\mathbf{q}} \frac{1}{D_{1}\left(q_{x}^{2}+q_{y}^{2}\right)+D_{2} q_{z}^{2}+\omega} \tag{S15}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{\mathrm{a} 1, z}=-\frac{4 e^{2} N_{F} v^{2} \tau^{3}}{\hbar^{2}} \sum_{\mathbf{q}} \Gamma_{k, q-k}=-\frac{6 e^{2} D_{2}}{\hbar} \sum_{\mathbf{q}} \frac{1}{D_{1}\left(q_{x}^{2}+q_{y}^{2}\right)+D_{2} q_{z}^{2}+\omega}, \tag{S16}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{\mathrm{a} 2, z} & =\frac{2 e^{2} \hbar}{\pi}\left(-\frac{v^{2}}{8}\right)\left(-16 \pi^{2} N_{F}^{2}\left(\frac{\tau}{\hbar}\right)^{4}\right) \frac{\hbar}{4 \pi N_{F} \tau} \sum_{\mathbf{q}} \Gamma_{\mathbf{q}} \\
& =\frac{3 e^{2} D_{2}}{2 \hbar} \sum_{\mathbf{q}} \frac{1}{D_{1}\left(q_{x}^{2}+q_{y}^{2}\right)+D_{2} q_{z}^{2}+\omega} \tag{S17}
\end{align*}
$$

Comparing Eqs. (S16) and (S17), we see the ratio of the dressed one to the bare one $\eta_{H}=\sigma_{\mathrm{a} 2} / \sigma_{\mathrm{a} 1}=-1 / 4$. On the other hand, the dressed Hikami box for $\sigma_{x x}^{\mathrm{qi}}$ vanishes, hence the quantum interference conductivity correction is found to be

$$
\begin{equation*}
\sigma_{x x}^{\mathrm{qi}}=\sigma_{\mathrm{a} 1}=-\frac{2}{3} e^{2} N_{F} \pi v_{x, F}^{2} \frac{\tau^{3}}{\hbar^{2}} \sum_{\mathbf{q}} \Gamma_{k, q-k}=-\frac{e^{2} D_{1}}{2 \hbar} \sum_{\mathbf{q}} \frac{1}{D_{1}\left(q_{x}^{2}+q_{y}^{2}\right)+D_{2} q_{z}^{2}+\omega} \tag{S18}
\end{equation*}
$$

The overall minus sign in Eq. (S15) and Eq. (S18) indicates that, the quantum interference effect reduces the conductivity, i.e., it gives the weak localization effect. In the static limit $\omega=0$, we can evaluate the integral as

$$
\begin{align*}
& \sum_{\mathbf{q}} \frac{1}{D_{1}\left(q_{x}^{2}+q_{y}^{2}\right)+D_{2} q_{z}^{2}}=\sqrt{\frac{D_{1}}{D_{2}}} \int \frac{d \widetilde{q}_{z}}{2 \pi} \frac{d q_{y}}{2 \pi} \frac{d q_{x}}{2 \pi} \frac{1}{D_{1}\left(q_{x}^{2}+q_{y}^{2}+\widetilde{q}_{z}^{2}\right)}=\frac{1}{2 \pi^{2}} \sqrt{\frac{D_{1}}{D_{2}}} \int_{1 / \ell_{\phi}}^{1 / \ell_{i}} \frac{q^{2} d q}{D_{1} q^{2}}  \tag{S19}\\
& =\frac{1}{2 \pi^{2}} \frac{1}{\sqrt{D_{1} D_{2}}}\left(\frac{1}{\ell_{i}}-\frac{1}{\ell_{\phi}}\right)
\end{align*}
$$

where we have taken the integral bounds to be $\left(1 / \ell_{\phi}, 1 / \ell_{i}\right)$. Then by using Eq. (S15) and Eq. (S18) we get

$$
\begin{align*}
& \sigma_{z z}^{\mathrm{qi}}=-\frac{9 e^{2}}{4 \pi^{2} \hbar} \sqrt{\frac{D_{2}}{D_{1}}}\left(\frac{1}{\ell_{z}}-\frac{1}{\ell_{\phi}}\right)=-\frac{9 e^{2}}{4 \pi^{2} \hbar} \frac{v}{2} \sqrt{\frac{m}{\pi E_{F}}}\left(\frac{1}{\ell_{z}}-\frac{1}{\ell_{\phi}}\right), \\
& \sigma_{x x}^{\mathrm{qi}}=-\frac{e^{2}}{4 \pi^{2} \hbar} \sqrt{\frac{D_{1}}{D_{2}}}\left(\frac{1}{\ell_{x}}-\frac{1}{\ell_{\phi}}\right)=-\frac{e^{2}}{4 \pi^{2} \hbar} \frac{2}{v} \sqrt{\frac{\pi E_{F}}{m}}\left(\frac{1}{\ell_{x}}-\frac{1}{\ell_{\phi}}\right) . \tag{S20}
\end{align*}
$$

## Appendix E: Magneto-conductivity

Since the cooperon is anisotropic, the magnetoconductivity also will depend on the orientation of the magnetic field. For illustration, we consider the case when the field is applied along the $z$-direction, thus $q_{x}$ and $q_{y}$ are quantized into Landau levels,

$$
\begin{equation*}
q_{\|}^{2}=\left(n+\frac{1}{2}\right) \frac{4 e D_{1} B}{\hbar} \equiv\left(n+\frac{1}{2}\right) \frac{1}{\ell_{B}^{2}} \tag{S21}
\end{equation*}
$$

The upper and lower bounds of the summation can be found as

$$
\begin{equation*}
\left(n_{\ell_{z}}+\frac{1}{2}\right) \frac{1}{\ell_{B}^{2}}=\frac{1}{\ell_{z}^{2}} \Rightarrow n_{l} \approx \frac{\ell_{B}^{2}}{\ell_{z}^{2}}, \quad\left(n_{\phi}+\frac{1}{2}\right) \frac{1}{\ell_{B}^{2}}=\frac{1}{\ell_{\phi}^{2}} \Rightarrow n_{\phi} \approx \frac{\ell_{B}^{2}}{\ell_{\phi}^{2}} \tag{S22}
\end{equation*}
$$

The upper cutoff is because $\ell_{z}$ is the shortest length scale in the diffusive regime. For the lower cutoff, in order to observe the interference effect, the phase coherence length $\ell_{\phi} \gg \ell_{z}$ is required. Then we have

$$
\begin{align*}
\sum_{\mathbf{q}} \frac{1}{D_{1} q_{\|}^{2}+D_{2} q_{z}^{2}} & \approx \frac{1}{4 \pi} \int_{-1 / \ell_{z}}^{1 / \ell_{z}} \frac{d q_{z}}{2 \pi} \sum_{\ell_{B}^{2} / \ell_{\phi}^{2}}^{\ell_{B}^{2} / \ell_{z}^{2}} \frac{1}{(n+1 / 2)+\ell_{B}^{2} q_{z}^{2}}  \tag{S23}\\
& \approx \frac{1}{4 \pi^{2}} \int_{0}^{1 / \ell_{z}} d q_{z}\left[\psi\left(\frac{\ell_{B}^{2}}{\ell_{z}^{2}}+\ell_{B}^{2} q_{z}^{2}+\frac{1}{2}\right)-\psi\left(\frac{\ell_{B}^{2}}{\ell_{\phi}^{2}}+\ell_{B}^{2} q_{z}^{2}+\frac{1}{2}\right)\right]
\end{align*}
$$

To reach the second line of Eq. (S23), we have made use of the property of the digamma function that

$$
\begin{equation*}
\psi(x+N)-\psi(x)=\sum_{k=0}^{N-1} \frac{1}{x+k} \tag{S24}
\end{equation*}
$$

## Appendix F: Scattering rate

In this section we present the derivation of some basic inputs which have been used extensively in this work. We consider isotropic elastic impurity potentials, which are delta-correlated

$$
\begin{equation*}
\left.U(\mathbf{r})=\sigma_{0} \sum_{i} u_{i} \delta\left(\mathbf{r}-\mathbf{R}_{i}\right), \quad\left\langle U(\mathbf{r}) U\left(\mathbf{r}^{\prime}\right\rangle\right)\right) \propto \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{S25}
\end{equation*}
$$

Due to the impurity scattering, different eigenstates get mixed. The general expression for the scattering amplitude can be formulated as

$$
\begin{align*}
\langle a, k| U(r)\left|b, k^{\prime}\right\rangle & =\int\langle a, k \mid r\rangle\langle r| U(r)\left|r^{\prime}\right\rangle\left\langle r^{\prime} \mid b, k^{\prime}\right\rangle d r d r^{\prime} \\
& =\int e^{-i k r} \psi^{*}(a, k) \sum_{i} u_{i} \delta\left(r^{\prime}-R_{i}\right) \delta\left(r-r^{\prime}\right) e^{i k^{\prime} r^{\prime}} \psi(b, k) d r d r^{\prime}  \tag{S26}\\
& =\sum_{i} u_{i} e^{i\left(k^{\prime}-k\right) R_{i}} \psi^{*}(a, k) \psi\left(b, k^{\prime}\right)
\end{align*}
$$



FIG. 5. The Feynman diagram of the Bethe-Salpeter equation for the intravalley Cooperons. The valley index is suppressed because the valley is conserved during the scattering.
where $a, b$ denote the valley degrees of freedom. Then the correlation of scattering after averaging over impurity configurations can be found as

$$
\begin{align*}
\left\langle U_{k_{1}, k_{2}}^{a b} U_{k_{3}, k_{4}}^{c d}\right\rangle_{\mathrm{imp}} & =\left\langle\sum_{i} u_{i} e^{i\left(k_{2}-k_{1}\right) R_{i}} \psi^{*}\left(a, k_{1}\right) \psi\left(b, k_{2}\right) \sum_{j} u_{j} e^{i\left(k_{4}-k_{3}\right) R_{j}} \psi^{*}\left(c, k_{3}\right) \psi\left(d, k_{4}\right)\right\rangle_{\mathrm{imp}} \\
& =\left\langle\sum_{i, j} u_{i} u_{j} e^{i\left(k_{2}-k_{1}\right) R_{i}} e^{i\left(k_{4}-k_{3}\right) R_{j}}\right\rangle_{\mathrm{imp}}\left(\psi^{*}\left(a, k_{1}\right) \psi\left(b, k_{2}\right) \psi^{*}\left(c, k_{3}\right) \psi\left(d, k_{4}\right)\right)  \tag{S27}\\
& \approx n u^{2} \delta\left(k_{2}-k_{1}+k_{4}-k_{3}\right)\left(\psi^{*}\left(a, k_{1}\right) \psi\left(b, k_{2}\right) \psi^{*}\left(c, k_{3}\right) \psi\left(d, k_{4}\right)\right)
\end{align*}
$$

where the delta function is due to Eq. (S25); $u$ is assumed to be constant and $n$ is the impurity concentration. The delta function constraint implies $\mathbf{k}_{2}-\mathbf{k}_{1}+\mathbf{k}_{4}-\mathbf{k}_{3}=0$, which can be satisfied by $\mathbf{k}_{2}-\mathbf{k}_{1}=\mathbf{k}_{3}-\mathbf{k}_{4}=\mathbf{q}$, or $\mathbf{k}_{2}+\mathbf{k}_{4}=\mathbf{k}_{1}+\mathbf{k}_{3}=\mathbf{q}$. The former case is for the diffuson while the latter is for cooperon.

In this work we mainly focus on one valley, i.e., $a=b=c=d$; here we take $a=+$ as an illustration, the results for the - valley are the same,

$$
\begin{align*}
\left\langle U_{k_{1}, k_{2}}^{++} U_{k_{2}, k_{1}}^{++}\right\rangle_{\mathrm{imp}} & =\frac{n u^{2}}{4}\left(2+\cos \left(\theta_{1}-\theta_{2}\right)+\cos \left(\theta_{1}+\theta_{2}\right)+2 \cos 2\left(\varphi_{1}-\varphi_{2}\right) \sin \theta_{1} \sin \theta_{2}\right)  \tag{S28}\\
& =\frac{\hbar}{16 \pi^{4} N_{F} \tau}\left(2+\cos \left(\theta_{1}-\theta_{2}\right)+\cos \left(\theta_{1}+\theta_{2}\right)+2 \cos 2\left(\varphi_{1}-\varphi_{2}\right) \sin \theta_{1} \sin \theta_{2}\right)
\end{align*}
$$

where the second line follows from Eq. (S30).
The calculation of the bare cooperon goes the same way as that of the bare diffuson, except that $\mathbf{k}_{3}=-\mathbf{k}_{1}$ and $\mathbf{k}_{4}=-\mathbf{k}_{2}$. In the single valley case it is given by

$$
\begin{align*}
\Gamma_{k_{1}, k_{2}}^{0} & \equiv\left\langle U_{k_{1}, k_{2}} U_{-k_{1},-k_{2}}\right\rangle_{\mathrm{imp}}=\frac{n u^{2}}{4} e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)}\left(2+\cos \left(\theta_{1}-\theta_{2}\right)+\cos \left(\theta_{1}+\theta_{2}\right)+2 \cos 2\left(\varphi_{1}-\varphi_{2}\right) \sin \theta_{1} \sin \theta_{2}\right) \\
& =\frac{\hbar}{4 \pi N_{F} \tau} e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)}\left(2+\cos \left(\theta_{1}-\theta_{2}\right)+\cos \left(\theta_{1}+\theta_{2}\right)+2 \cos 2\left(\varphi_{1}-\varphi_{2}\right) \sin \theta_{1} \sin \theta_{2}\right) \tag{S29}
\end{align*}
$$

By using the first-order Born approximation, the intra-valley scattering rate can be calculated as

$$
\begin{equation*}
\left.\frac{1}{\tau}=\left.\frac{2 \pi}{\hbar} \sum_{k^{\prime}}\langle | U_{k^{\prime}, k}\right|^{2}\right\rangle_{\mathrm{imp}} \delta\left(\omega-\epsilon_{k^{\prime}}\right)=\frac{\pi}{\hbar} n u^{2} N_{F} \tag{S30}
\end{equation*}
$$

where $\left.\left.\langle | U_{k^{\prime}, k}\right|^{2}\right\rangle_{\mathrm{imp}}$ is given by Eq. (S28).

## Appendix G: Cooperon

The bare cooperon $\Gamma_{k_{1}, k_{2}}^{0}$ is given by Eq. (S29). The full cooperon can be found by the Bethe-Salpeter equation,

$$
\begin{equation*}
\Gamma_{k_{1}, k_{2}}=\Gamma_{k_{1}, k_{2}}^{0}+\frac{1}{(2 \pi)^{3}} \int_{0}^{2 \pi} d \varphi \int_{0}^{\pi} d \theta \int_{0}^{\infty} \frac{k}{4 m v} \Gamma_{k_{1}, k}^{0} G_{k}^{i \epsilon_{n}} G_{q-k}^{i \epsilon_{n}-i \omega_{m}} \Gamma_{k, k_{2}} d k \tag{S31}
\end{equation*}
$$

where the Matsubara Green function is defined as

$$
\begin{equation*}
G\left(k, i \epsilon_{n}\right)=\frac{1}{i \hbar \epsilon_{n}-\xi_{k}+\frac{i \hbar}{2 \tau} \operatorname{sgn}\left(\epsilon_{n}\right)} \tag{S32}
\end{equation*}
$$

Note the bare cooperon is independent of the radial part, so is the ansatz of the full cooperon. We can first deal with the integral

$$
\begin{equation*}
\int_{0}^{\infty} \frac{k}{4 m v} G_{k}^{i \epsilon_{n}} G_{q-k}^{i \epsilon_{n}-i \omega_{m}} d k=4 \pi N_{F} \int_{-\infty}^{\infty} \frac{1}{\xi-i \hbar \epsilon_{n}-i \frac{\hbar}{2 \tau}} \frac{1}{\xi-i \hbar \epsilon_{n}+i \hbar \omega_{m}-\hbar \mathbf{v} \cdot \mathbf{q}+i \frac{\hbar}{2 \tau}} d \xi \tag{S33}
\end{equation*}
$$

In the diffusive limit, Eq. (S33) can be expanded as

$$
\begin{equation*}
\int_{0}^{\infty} \frac{k}{4 m v} G_{k}^{i \epsilon_{n}} G_{q-k}^{i \epsilon_{n}-i \omega_{m}} d k \simeq \frac{8 \pi^{2} N_{F} \tau}{\hbar}\left(1-\tau \omega_{m}+i \mathbf{v} \cdot \mathbf{q} \tau-(\mathbf{v} \cdot \mathbf{q})^{2} \tau^{2}\right) \tag{S34}
\end{equation*}
$$

The strategy of finding the full cooperon is that, first, make an ansatz of the same structure as the bare one, then iterate Eq. (S31) till it closes. After some straightforward but tedious calculations, the full cooperon turns out to be

$$
\begin{align*}
\Gamma_{\mathbf{k}_{1}, \mathbf{k}_{2}}= & \frac{\hbar}{4 N_{F} \pi \tau}\left(a_{1} e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)}+\left(a_{2}-i b_{2}\right) e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)} \sin \theta_{1}+\left(a_{11}+i b_{11}\right) e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)} \cos \theta_{1}\right. \\
& +\left(a_{11}-i b_{11}\right) e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)} \cos \theta_{2}+a_{10} e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)} \cos \theta_{1} \cos \theta_{2}+\left(a_{4}+i b_{4}\right) e^{-4 i \varphi_{1}+2 i \varphi_{2}} \sin \theta_{1} \\
& +\left(a_{3}-i b_{3}\right) e^{2 i \varphi_{2}} \sin \theta_{1}+\left(a_{12}-i b_{12}\right) e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)} \cos \theta_{2} \sin \theta_{1}+\left(a_{13}+i b_{13}\right) e^{-4 i \varphi_{1}+2 i \varphi_{2}} \cos \theta_{2} \sin \theta_{1} \\
& +\left(a_{14}-i b_{14}\right) e^{2 i \varphi_{2}} \cos \theta_{2} \sin \theta_{1}+\left(a_{3}+i b_{3}\right) e^{-2 i \varphi_{1}} \sin \theta_{2}+\left(a_{2}+i b_{2}\right) e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)} \sin \theta_{2}  \tag{S35}\\
& +\left(a_{4}-i b_{4}\right) e^{-2 i \varphi_{1}+4 i \varphi_{2}} \sin \theta_{2}+\left(a_{14}+i b_{14}\right) e^{-2 i \varphi_{1}} \cos \theta_{1} \sin \theta_{2}+\left(a_{13}-i b_{13}\right) e^{-2 i\left(\varphi_{1}-2 \varphi_{2}\right)} \cos \theta_{1} \sin \theta_{2} \\
& +\left(a_{12}+i b_{12}\right) e^{-2 i\left(\varphi_{1}-\varphi_{2}\right)} \cos \theta_{1} \sin \theta_{2}+a_{8} \sin \theta_{1} \sin \theta_{2}+\left(a_{6}-i b_{6}\right) e^{-2 i \varphi_{1}} \sin \theta_{1} \sin \theta_{2} \\
& +\left(a_{9}-i b_{9}\right) e^{-4 i \varphi_{1}} \sin \theta_{1} \sin \theta_{2}+\left(a_{5}+i b_{5}\right) e^{-4 i \varphi_{1}+2 i \varphi_{2}} \sin \theta_{1} \sin \theta_{2}+\left(a_{5}-i b_{5}\right) e^{-2 i \varphi_{1}+4 i \varphi_{2}} \sin \theta_{1} \sin \theta_{2} \\
& \left.+a_{7} e^{-4 i \varphi_{1}+4 i \varphi_{2}} \sin \theta_{1} \sin \theta_{2}+\left(a_{6}+i b_{6}\right) e^{2 i \varphi_{2}} \sin \theta_{1} \sin \theta_{2}+\left(a_{9}+i b_{9}\right) e^{4 i \varphi_{2}} \sin \theta_{1} \sin \theta_{2}\right),
\end{align*}
$$

where $a_{i}$ and $b_{i}$ are real parameters. In the diffusive limit $\mathbf{q} \rightarrow 0$ and $\omega \rightarrow 0$, only $a_{1}$ term is kept,

$$
\begin{equation*}
a_{1} \approx \frac{6 m^{2} \pi}{\tau\left(2 \tau k_{F}\left(q_{x}^{2}+q_{y}^{2}\right)+3 m^{2} \pi\left(\omega+v^{2} \tau q_{z}^{2}\right)\right)} \tag{S36}
\end{equation*}
$$

correspondingly Eq. (S35) then becomes

$$
\begin{align*}
\Gamma_{\mathbf{k}_{1}, \mathbf{k}_{2}} & =\Gamma_{\mathbf{k}, \mathbf{q}-\mathbf{k}} \approx \frac{\hbar}{4 N_{F} \pi \tau} e^{-i 2 \pi} a_{1}=\frac{\hbar}{4 N_{F} \pi \tau} \frac{6 \pi}{2 v_{x, F}^{2} \tau^{2}\left(q_{x}^{2}+q_{y}^{2}\right)+v^{2} q_{z}^{2} \tau^{2}+3 \pi \omega \tau}  \tag{S37}\\
& \equiv \frac{\hbar}{2 N_{F} \pi \tau^{2}} \frac{1}{D_{1}\left(q_{x}^{2}+q_{y}^{2}\right)+D_{2} q_{z}^{2}+\omega}
\end{align*}
$$

